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Abstract

Background: Recent years have been witnessing a substantial improvement in the accuracy of skin cancer classification using convolutional neural networks (CNNs). CNNs perform on par with or better than dermatologists with respect to the classification tasks of single images. However, in clinical practice, dermatologists also use other patient data beyond the visual aspects present in a digitized image, further increasing their diagnostic accuracy. Several pilot studies have recently investigated the effects of integrating different subtypes of patient data into CNN-based skin cancer classifiers.

https://www.jmir.org/2021/7/e20708
Objective: This systematic review focuses on the current research investigating the impact of merging information from image features and patient data on the performance of CNN-based skin cancer image classification. This study aims to explore the potential in this field of research by evaluating the types of patient data used, the ways in which the nonimage data are encoded and merged with the image features, and the impact of the integration on the classifier performance.

Methods: Google Scholar, PubMed, MEDLINE, and ScienceDirect were screened for peer-reviewed studies published in English that dealt with the integration of patient data within a CNN-based skin cancer classification. The search terms skin cancer classification, convolutional neural network(s), deep learning, lesions, melanoma, metadata, clinical information, and patient data were combined.

Results: A total of 11 publications fulfilled the inclusion criteria. All of them reported an overall improvement in different skin lesion classification tasks with patient data integration. The most commonly used patient data were age, sex, and lesion location. The patient data were mostly one-hot encoded. There were differences in the complexity that the encoded patient data were processed with regarding deep learning methods before and after fusing them with the image features for a combined classifier.

Conclusions: This study indicates the potential benefits of integrating patient data into CNN-based diagnostic algorithms. However, how exactly the individual patient data enhance classification performance, especially in the case of multiclass classification problems, is still unclear. Moreover, a substantial fraction of patient data used by dermatologists remains to be analyzed in the context of CNN-based skin cancer classification. Further exploratory analyses in this promising field may optimize patient data integration into CNN-based skin cancer diagnostics for patients’ benefits.

(J Med Internet Res 2021;23(7):e20708) doi:10.2196/20708
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Introduction

Background

The incidence of skin cancer has been increasing throughout the world, resulting in substantial health and economic burdens [1]. Early detection increases the possibility of curing all types of skin cancers. However, distinguishing benign skin lesions from malignant skin lesions is challenging, even for experienced clinicians [2]. Over the past few years, different digital approaches have been proposed to assist in the detection of skin cancer [3,4]. Convolutional neural networks (CNNs) are the most successful systems for handling image classification problems [5]. Recent publications have reported CNNs that support [6] and outperform [7-9] dermatologists in challenging binary melanoma detection and multiclass skin cancer classification when only taking single images of the skin lesion as input.

However, single-image classification does not reflect the clinical reality. In fact, dermatologists’ diagnoses are based on both the visual inspection of a single image and the integration of information from various sources. Figure 1 shows the different types of information that dermatologists may collect from their patients, including information on known risk factors for skin cancer. The corresponding references can be found in Multimedia Appendix 1 [10-32]. The complexity of this figure illustrates the diversity of patient data that can be included in the diagnosis. Roffman et al [33] and Wang et al [34] presented reasonably accurate skin cancer predictions using deep learning methods based exclusively on patient nonimage information. Haenssle et al [35] showed that dermatologists perform somewhat better in a dichotomous skin lesion classification task (benign vs malignant or premalignant) when they were provided with clinical images and textual case information, such as the patient’s age, sex, and lesion location, in addition to a dermoscopic image. This raises the question of whether a combination of CNN-based image analysis and patient data might also increase the accuracy of the classifier. A combination of image features and patient data has become a topic of the International Skin Imaging Collaboration challenge in 2019, where a large repository of dermoscopic images including patient data was offered for clinical training and technical research toward automated algorithmic analysis [36].
Objective
This review presents the status quo of CNN-based skin lesion classification using image input and patient data. The included studies were analyzed with respect to the amount and type of patient data used for integration, the encoding and fusing techniques, and the reported results. The review also discusses the heterogeneity of the studies that have been conducted so far and points out the potential and challenges of such combined classifiers that should be addressed in the future.

Methods
Search Strategy
Google Scholar, PubMed, MEDLINE, and ScienceDirect were searched for peer-reviewed publications, restricted to human research published in English. The search terms skin cancer classification, convolutional neural network(s), deep learning, lesions, melanoma, metadata, clinical information, and patient data were combined.

Study Selection
This review only includes skin lesion classification studies using CNNs that consider both image and patient data. It must be noted that there are a few studies that investigated the incorporation of visual and nonvisual information on skin cancer classification, but did not obtain visual features using deep learning techniques, for example, the studies by Binder et al [37], Alcon et al [38], Cheng et al [39], Liu et al [40], and Rubegni et al [41]. This review exclusively focuses on integrating patient data with the state-of-the-art CNN-based feature extractors. Therefore, the abovementioned studies were not considered in this review.

Study Analysis
The objective of this review is to update practitioners on the status quo approaches toward patient data incorporation into CNN-based skin lesion diagnostics regarding all relevant practical aspects.

Figure 1. An overview of patient data considered by dermatologists while diagnosing skin lesions. The framed characteristics in the figure illustrate the fraction of patient data that can potentially be recognized by convolutional neural networks from a single image input. UVR: ultraviolet radiation.

Type and Amount of Patient Data
The goal is to achieve better performance of the CNN-based classifier by integrating new information that cannot be extracted from a digitized image. Various types of patient data have been shown to assist dermatologists. Key question: Which and how many different types of patient data have been tested for CNN-based classification?

Encoding and Fusing Techniques
A CNN-based classifier extracts various visual features from a digitized image as the basis for its diagnosis. Patient data are nonimage data and are mostly provided as numbers or strings in tables. The patient data can be classified in a dichotomous fashion (presence of the feature: yes or no), fall into several discrete categories (eg, Fitzpatrick skin type), or be continuous (eg, patient age). This may require different, carefully chosen encoding and fusing techniques. Moreover, the weight attributed to patient data in comparison with image features can strongly influence how the different features contribute toward the decision making of the system. Key questions: What are the encoding and fusing techniques applied in the studies? Do the studies focus on the quantitative relationship between image and nonimage features?

Reported Study Results
This review aims to summarize the recent findings regarding the impact of patient data on the performance of CNN-based classifiers. Key question: What is the classification task? Is it a binary or multiclass problem? Which skin lesions should be distinguished? How is the influence of individual and/or combined patient data documented? In the case of multiclass classification, is the impact also shown for each single class of skin lesion individually?

Applied Performance Metrics
The included publications reported different statistical metrics as the study end points. If the classes in the test set are approximately equally distributed, then accuracy is a frequently used performance metric, where the total number of correctly predicted samples is divided by the total number of samples in
the test set. In binary classification problems with a positive and a negative class, sensitivity and specificity are further common study end points, especially if there is an imbalance between the samples of both classes. Sensitivity was determined only on the basis of the actual positive samples in the test set. It is calculated by counting the correctly classified positive samples by the total number of positive samples. In contrast, specificity was determined based on actual negative samples in the test set. Here, the correctly classified negative samples were divided by the total number of negative samples. While using a CNN, the sensitivity and specificity depend on the selected cutoff value. If the output of the neural network is greater than the cutoff value, the input is assigned to the positive class, and if it is below that value, then the input is assigned to the negative class. Thus, this value represents a central parameter for the trade-off between sensitivity and specificity. A decrease in the threshold value leads to an increase in the sensitivity with a simultaneous decrease in specificity and vice versa. The dependence of the cutoff value of the specificity and sensitivity of the two metrics is shown in the receiver operating characteristic curve. Here, the sensitivity is plotted against the false-positive rate (1−specificity) in a diagram for each possible cutoff value. The area under the receiver operating characteristic curve was used as an integral performance measure for the algorithms.

Results

Classification Tasks
A total of 11 publications fulfilling the inclusion criteria are summarized in Table 1. The studies were very heterogeneous with respect to CNN architecture, classification task, including image and patient data, data augmentation (if reported), and fusion techniques, rendering a meaningful direct comparison very difficult. A total of 5 studies dealt with binary classifications with the end point of either dichotomous melanoma or basal cell carcinoma (BCC) classification or with the end point to distinguish malignant from benign lesions in general. The remaining 6 studies were classified between 5 and 8 different skin diseases or lesions. As malignant lesions, melanoma (6 studies), BCC (6 studies), and squamous cell carcinoma (SCC; 3 studies) were included. In addition, these studies differentiated among the following benign lesions: melanocytic nevus (NV; 6 studies), benign keratosis-like lesions (BKLs; 4 studies), dermatofibroma (3 studies), vascular lesions (VASCs; 3 studies), actinic keratosis (AK; 2 studies), and seborrheic keratosis (SK; 2 studies). Moreover, merged groups comprising AK and intraepithelial carcinoma or Bowen disease (2 studies) and dermatofibroma, lentigo, melanosis, miscellaneous, and VASCs (1 study) were used in some of the studies.
## Table 1. Summary table.

<table>
<thead>
<tr>
<th>Study</th>
<th>Patient data types</th>
<th>Result (without/with)</th>
<th>Classification task</th>
<th>CNN(^a) architecture</th>
<th>Data set</th>
<th>Samples, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonechi et al [42]</td>
<td>4 types: age, sex, location, and presence of melanocytic cells</td>
<td>Accuracy: 0.8344/0.8834</td>
<td>Binary: benign or malignant (MEL(^b), BCC(^c), SCC(^d))</td>
<td>ResNet50</td>
<td>ISIC(^e)</td>
<td>5405</td>
</tr>
<tr>
<td>Chin et al [43]</td>
<td>5 types: age; sex; size; how long it existed; changes in size, color, or shape including bleeding and itching</td>
<td>Accuracy: 0.84/0.92</td>
<td>Binary: low risk or high risk for MEL</td>
<td>DenseNet121</td>
<td>Own</td>
<td>5289</td>
</tr>
<tr>
<td>Gonzalez-Diaz [44]</td>
<td>2 types: age and sex</td>
<td>Accuracy: 0.848/0.859</td>
<td>Binary: MEL yes or no</td>
<td>ResNet50</td>
<td>2017 ISBI(^f) challenge+interactive atlas of dermoscopy [45]+ISIC</td>
<td>6302</td>
</tr>
<tr>
<td>Gessert et al [46]</td>
<td>3 types: age, sex, and location</td>
<td>Sensitivity: 0.725/0.742; specificity: data not available</td>
<td>8 classes: MEL, NV(^g), BCC, AK(^h), BKL(^i), DF(^j), VASC(^k), SCC</td>
<td>EfficientNets</td>
<td>ISIC (HAM10000 [47], BCN_2000 [48], MSK [49])+7-point data set [50]</td>
<td>27,665</td>
</tr>
<tr>
<td>Kawahara et al [50]</td>
<td>3 types: sex, location, and elevation</td>
<td>Sensitivity: 0.527/0.604; specificity: 0.902/0.910</td>
<td>5 classes: MEL, BCC, NV, MIS(^c), SK(^m)</td>
<td>Inception V3</td>
<td>7-point data set</td>
<td>808</td>
</tr>
<tr>
<td>Gharazmi et al [51]</td>
<td>5 types: age, location, size, and elevation</td>
<td>Accuracy: 0.847/0.911</td>
<td>Binary: BCC yes or no</td>
<td>Convolutional filters</td>
<td>Own</td>
<td>1199</td>
</tr>
<tr>
<td>Li et al [52]</td>
<td>3 types: age, sex, and location</td>
<td>Accuracy: 0.8544/0.8764; specificity: data not available</td>
<td>7 classes: NV, MEL, BKL, BCC, AKIEC(^o), VASC, DF</td>
<td>SENet154</td>
<td>ISIC 2018 data set</td>
<td>10,015</td>
</tr>
<tr>
<td>Pacheco and Krohling [53]</td>
<td>8 types: age, location, lesion itches, bleeds or has bled, pain, recently increased, changed its pattern, and elevation</td>
<td>Accuracy: 0.671/0.788</td>
<td>6 Classes: BCC, SCC, AK, SK, MEL, NV</td>
<td>ResNet50</td>
<td>Own</td>
<td>1612</td>
</tr>
<tr>
<td>Ruiz-Castilla et al [54]</td>
<td>3 types: age, sex, and size</td>
<td>Accuracy: 0.61/0.85</td>
<td>Binary: MEL yes or no</td>
<td>Shallow network with 2 convolutional layers</td>
<td>ISIC 300</td>
<td>300</td>
</tr>
<tr>
<td>Srisong et al [55]</td>
<td>3 types: age, sex, and location</td>
<td>Accuracy: 0.792/0.8039</td>
<td>7 classes: AKIEC, BCC, BKL, DF, MEL, NV, VASC</td>
<td>AlexNet</td>
<td>HAM10000</td>
<td>16,720</td>
</tr>
<tr>
<td>Yap et al [56]</td>
<td>3 types: age, sex, and location</td>
<td>Mean average precision: 0.726/0.729; Accuracy: 0.721/0.720</td>
<td>5 classes: BCC, SCC, MEL, BKL, NV</td>
<td>ResNet50</td>
<td>ILSVRC(^o) 2015 [57]+own testing</td>
<td>2917 (only testing)</td>
</tr>
</tbody>
</table>

\(^a\)CNN: convolutional neural network (most of the studies had the goal of investigating the usefulness of the presented fusion technique independently of the convolutional neural network architecture and, therefore, often showed the performance of the fusion with multiple architectures; we included only the best-performing architecture).

\(^b\)MEL: melanoma.

\(^c\)BCC: basal cell carcinoma.

\(^d\)SCC: squamous cell carcinoma.

\(^e\)ISIC: International Skin Imaging Collaboration.

\(^f\)ISBI: International Symposium on Biomedical Imaging [49].

\(^g\)NV: melanocytic nevus.

\(^h\)AK: actinic keratosis.

\(^i\)BKL: benign keratosis-like lesion.

\(^j\)DF: dermatofibroma.

\(^k\)VASC: vascular lesion.
Types and Amount of Patient Data
Most of the studies included three types of patient data (7/11, 64%). Compared with the diversity of potentially useful patient data illustrated in Figure 1, only a few types of patient data were considered. The most commonly included types of data were patient’s age and sex (studies: 10/11, 91%). Only Kawahara et al [50] and Pacheco and Krohling [53] did not consider age and sex, respectively. The third most commonly considered feature was lesion location (studies: 8/11, 73%). Elevation and lesion size were considered in 27% (3/11) of studies. Chin et al [43] and Pacheco and Krohling [53] included statements about symptoms such as itching, bleeding or pain. In addition, they tracked the lesion’s evolution by documenting whether the lesion increased in size or changed its shape. Furthermore, Bonechi et al [42] considered the presence of melanocytic cells as an additional potentially relevant feature.

Encoding
The means of choice to encode the patient data was one-hot encoding in most cases. One-hot encoding is one way to encode several discrete classes with a string of bits, where exactly one value in the string of bits encoding one class is assigned 1 and all others are assigned 0 (e.g., melanoma=010; BCC=100; NV=001). Different techniques were used for continuous parameters such as the patient’s age. One-hot encoding is only possible after discretizing the continuous range, which was performed by Bonechi et al [42], who divided the age ranging from 0 to 95 in the sections of 5 years. Gessert et al [46] tested numerical against one-hot encoding and found the former to be superior. Li et al [52] normalized the age in the range between 0 and 1 and represented its information using only one value.

As patient data are rarely documented in a standardized way, dealing with missing values is an essential skill that requires the algorithm to be proficient. However, only 18% (2/11) of publications went into detail on how they dealt with missing values. Gessert et al [46] suggested a negative fixed value for missing data, whereas Li et al [52] used the more common approach to fill in missing values with average values for continuous data and the most frequent values for discrete patient data.

Fusing Technique
Figure 2 illustrates the main function blocks in which the studies vary with respect to the fusing techniques.

The fusing techniques differ in the way they actively weigh the image and patient data. In 82% (9/11) of studies, a concatenation-based fusion was applied, that is, the feature vector extracted from the images was enlarged by attaching the encoded patient data. In this case, weighting is achieved by defining the ratio between the number of features originating from the image and the patient data input. Common CNN architectures extract 1024, 2048, or even more features from the image input. In most studies, the authors decided to reduce the image features before concatenating them with patient data. In only 27% (3/11) of studies, the authors provided sufficient information on this point and revealed a considerable variance in the ratio of image features to patient data: 112 to 28 [53], 128 to 80 [42], and 2048 or 2×2048 to 11 [56]. However, reducing the image features should be done with care, as it is accompanied by a loss of information. Only Pacheco and Krohling [53] reported the effect of changing the ratio and proved its strong influence on the classification performance. A totally different weighting approach was introduced by Li et al [52]. This approach used a multiplication-based fusion. Inspired by the squeeze-and-excitation operation of a SENet network [58], the authors used patient data to control the importance of each image feature channel at the last convolutional layer. Thus, the network was able to focus on
Specific parts of the image feature based on patient data. The authors determined the multiplication-based fusion to be superior to the concatenation-based approach in multiple network architectures.

In addition, the studies vary in the extent to which deep learning methods were applied to the patient data before fusing or on the combined feature vector after fusing it with the image data. Sriwong et al [55] applied no further deep learning methods but used a separate support vector machine for classification, which received the image features extracted by the CNN and the encoded patient data as input. Gonzalez-Diaz [44] used a separate support vector machine for the patient data to generate a probabilistic output, which was factorized with the output of the CNN-based classifier to provide the final diagnosis of the system. Because of the end-to-end training of a neural network, a direct fusion within the CNN architecture was used in most studies. Kharazmi et al [51] simply added patient data before the last classifying softmax layer. More complex deep learning methods were applied by Gessert et al [46] before concatenation or using an embedded network comprising multiple fully connected layers after concatenation as presented by Pacheco and Krohling [53] and Yap et al [56].

**Reported Study Results**

As summarized in Table 1, all but one study reported a considerable improvement in the classification performance when patient data were used in addition to image analysis. However, the authors consistently emphasized that patient data are only a support source and the image features clearly provide the main evidence [53,56]. Yap et al [56], who considered the features of age, sex, and lesion location for a multiclass problem (BCC, SCC, melanoma, BKL, NV), concluded in the discussion that their incorporation of patient data showed only a slight but not significant improvement in accuracy and recommended testing different features, such as nevus count, proportion of atypical nevi, and history of melanoma.

Although 5 studies reported results for binary classification tasks, 55% (6/11) of studies dealt with a multiclass classification problem, distinguishing between up to 8 different skin diseases, and revealed insights on how the use of patient data influences the classification performance for an individual type of skin lesion. Table 2 shows which individual classifications benefitted from the integration of patient data and whether this was achieved at the expense of others. Among the 6 studies, Gessert et al [46], Sriwong et al [55], and Li et al [52] dealt with comparable classification tasks and used the same patient data (age, sex, and location). All 3 studies identified improvements in the classification of BKL and dermatofibroma. Li et al [52] even listed an absolute increase in the sensitivity for dermatofibroma of approximately 20% (from 63.56% to 84.55%). It must be stated critically that the authors failed to mention the corresponding specificity, which makes it difficult to draw reliable conclusions. Furthermore, Table 2 shows that the improvements may go along with the degradation of classification performance for other lesion types [52,55] or that the improvement of sensitivity for one class may be paralleled by a decrease in specificity, as shown clearly by the results of Gessert et al [46]. In contrast, Kawahara et al [50] and Pacheco and Krohling [53] used different patient data (eg, elevation of the lesion) and reported an increase in sensitivity and specificity in almost all classes. Unfortunately, a deeper insight into the study results of Yap et al [56] was not possible because the confusion matrix, including the classification performance of the single-lesion types, was not legible.
### Table 2. Influence of included patient data on the classification performance of the single skin diseases or lesions.

<table>
<thead>
<tr>
<th>Study, patient data, and metric</th>
<th>Skin disease</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEL&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gessert et al [46]: age, sex, location</td>
<td>AUC&lt;sup&gt;m&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
</tr>
<tr>
<td>Srivong et al [55]: age, sex, location</td>
<td>Sensitivity</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
</tr>
<tr>
<td>Li et al [52]: age, sex, location</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Kawahara et al [50]: sex, location, elevation</td>
<td>Sensitivity</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
</tr>
<tr>
<td>Pacheco and Krohling [53]: age, location, itches, bleeds, pain, increased, changed, elevation</td>
<td>Sensitivity</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
</tr>
</tbody>
</table>

<sup>a</sup>The study of Yap et al [56] is excluded because the confusion matrix was not legible. It must be noticed that there are some combinations where the outcome deteriorates by including patient data.

<sup>b</sup>MEL: melanoma.

<sup>c</sup>NV: Melanocytic nevus.

<sup>d</sup>BCC: basal cell carcinoma.

<sup>e</sup>SCC: squamous cell carcinoma.

<sup>f</sup>AK: Actinic keratosis.

<sup>g</sup>AKIEC: actinic keratosi and intraepithelial carcinoma.

<sup>h</sup>BKL: benign keratosis-like lesion.

<sup>i</sup>DF: dermatofibroma.

<sup>j</sup>VASC: vascular lesion.

<sup>k</sup>MISC: miscellaneous and vascular lesion.

<sup>l</sup>SK: seborrheic keratosis.

<sup>m</sup>AUC: area under the curve.

<sup>n</sup>Indicates improvement compared with classification performance without patient data.

<sup>o</sup>Indicates no change compared with classification performance without patient data.

<sup>p</sup>Indicates degradation compared with classification performance without patient data.

<sup>q</sup>This implies that the lesion type was not considered in the classification task of the study.

In total, 36% (4/11) of studies analyzed the influence of the used patient data on the classification performance in a more differentiated way. They showed the impact of either individual patient data or special combinations of patient data on classification performance, thereby providing a more detailed insight into the contribution of individual patient data.

As the only ones, Pacheco and Krohling [53] performed an exploratory analysis of the patient data within the used data set before observing the classification of the CNN. The authors considered eight types of patient data (age, location, lesion itches, lesion bleeds, lesion hurts [“pain”], recent increase in size, changed shape or pattern, and elevation) and six different types of skin lesions (BCC, SCC, AK, SK, melanoma, and NV). The exploratory analysis suggested that the patient data parameters such as “bleeding” and “pain” were suitable to differentiate between pigmented (NV, melanoma, and SK) and nonpigmented lesions (AK, BCC, and SCC), whereas the patient data parameters such as “changed its pattern” and “elevation” helped to identify melanomas. As “pain” was always denied in the case of AK, this feature seemed to be a promising discriminator. The analyzed patient data for SCC and BCC were very similar; therefore, no improvement was expected for these 2 skin diseases because of the integration of patient data. The classification results confirmed the exploratory analysis because the classifications of AK, melanoma, NV, and SK improved...
when patient data were incorporated into the classifiers, whereas the performance for BCC and SCC remained almost the same. Li et al [52] considered three types of patient data (age, sex, and lesion location) and 7 skin lesion types (NV, melanoma, BKL, BCC, AK and intraepithelial carcinoma, VASC, and dermatofibroma). The study showed the overall classification performance for all possible combinations of patient data. The integration of parameter “location” resulted in the best classification performance, individually. The combination of patient data parameters of “age” and “location” provided the best result overall, whereas the parameter “sex” decreased performance upon integration. The authors concluded that the rare diseases of VASC and dermatofibroma are more location specific, whereas none of the skin diseases in question occur preferentially in men or women. Therefore, the authors recommended the use of “location” and the avoidance of “sex” in the combined classifier.

Sriwong et al [55] addressed the same problem as that of Li et al [52]. However, their study only analyzed some combinations of patient data (age, age+sex, and age+sex+location). The best overall result was achieved by incorporating the combination of “age,” “sex,” and “location.” Contrary to Li et al [52], the study yielded the largest improvement for the feature “age.” Although adding “sex” did not show a considerable improvement, additionally adding “location” increased the performance slightly. The authors stated that the information of “sex” and “location” is more powerful when used in combination, thereby confirming statements in related studies [40,59].

Bonechi et al [42] considered four types of patient data individually (age, sex, location, and presence of melanocytic cells) for a binary classification (malignant yes or no). Unfortunately, the analysis results have not been reported in detail, but the authors reported the parameter “presence of melanocytic cells” to be the most informative.

### Discussion

**Principal Findings**

Although the main evidence for a good diagnosis is still provided by the image input, all 11 publications indicate a possible benefit of integrating patient data in CNN classifiers, as illustrated in Table 1. This corresponds with the results of other approaches that combine visual and nonvisual features for skin lesion classification [37-41], thereby suggesting it as a promising avenue of research. However, publication bias favoring studies with positive results cannot be excluded.

One focus of further research into combined CNN-based classifiers should be to render its classification process transparent, easy to understand, and applicable in a clinical setting. The 11 studies published so far have dealt with these aspects only marginally. Therefore, these issues need to be addressed in future studies to reliably reveal the potential of integrating patient data.

**Reproducibility, Comparability, and Generalization**

No objective benchmarks exist in the field of integrating patient data into CNN-based classifiers. The heterogeneity of the studies conducted so far is substantial. This applies to the number and types of skin diseases or lesions to be classified, databases and data augmentation, CNN architectures, patient data, and fusion techniques. These aspects have a great influence on the way that the algorithm learns to diagnose the lesions in question and render it very difficult to reproduce and compare the approaches and results externally and independently. A way to solve this would be the more extensive use of external and publicly available data sets to objectively optimize the classification accuracy in an experimental setting. This needs to be done systematically in preparation for clinical trials that will be required to prove the algorithm’s generalizability and applicability in the clinic. In addition, the best way to handle missing data needs to be addressed.

**Transparency and Explainability**

All presented studies lack an investigation of the impact of patient data individually and in combination on single-lesion classes. Both the fusion method and weight attributed to the patient data in addition to the biological significance itself may substantially influence the classification results. Further research should be dedicated to explaining the mechanisms by which the incorporation of these factors contributes to the decision making of the CNN-based combined classifier to render the results more transparent.

**Call for Extensive Exploration Analysis**

As shown in Figure 1, a diversity of patient data has been shown to be useful in a clinical setting and could be considered for diagnosis by CNN-based classifiers as well. So far, researchers have mostly used patient data that are readily available and/or routinely recorded, such as age, sex, and lesion location. However, readily available factors may not be the best choice. For instance, sex was included in 91% (10/11) of studies, but was stated to be of minimal benefit for the classification task if investigated in detail. Regarding the results of studies considering patient data besides these three factors, the results indicate that the integration of other patient data may be more promising [39,42,53]. Studies analyzing the risk factors for skin cancer so far demonstrated that patient data can be helpful in distinguishing skin lesions in binary classification tasks. Corresponding studies are available for differentiating between melanoma and nonmelanoma skin cancer [10,60] and for distinguishing between BCC and SCC [61]. Patient data, such as the skin type (I, II, III vs IV), the count of atypical nevi (>4 vs none) and common nevi (>100 vs 0-4) are well-established criteria for melanoma risk [11,12]. To our knowledge, no extensive study has analyzed significant correlations among individual or combinations of these types of patient data and the improvement of multiclass problems as considered in this review. An extensive exploration analysis in this field would help to choose patient data suitable for the considered classification task. Following the study of Haenssle et al [35], it would further be of interest to note which type of patient data influences the clinician’s decision the most. Studies comparing the benefit of specific patient data integration in the artificial
intelligence system versus the clinician’s decision and, therefore, pointing out the opportunities of human-algorithm integration systems should be the subject of future research.

Conclusions
All 11 studies published so far indicate that the integration of patient data into CNN-based skin lesion classifiers may improve classification accuracy. The studies mainly used patient data that were routinely recorded (age, sex, and lesion location). Regarding the technical details, the main differences in the presented approaches occur in the fusing techniques. Further research should be dedicated to systematically evaluating the impact of incorporation of individual and combined patient data into CNN-based classifiers to show its benefit reproducibly and transparently and to pave the way for the translation of these combined classifiers into the clinic.
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Abstract

Background: People engage in health information-seeking behavior to support health outcomes, and being able to predict such behavior can inform the development of interventions to guide effective health information seeking. Obtaining a comprehensive list of the predictors of health information-seeking behavior through a systematic search of the literature and exploring the interrelationship of these predictors are critical first steps in this process.

Objective: This study aims to identify significant predictors of health information-seeking behavior in the primary literature, develop a common taxonomy for these predictors, and identify the evolution of the concerned research field.

Methods: A systematic search of PsycINFO, Scopus, and PubMed was conducted for all years up to and including December 10, 2019. Quantitative studies identifying significant predictors of health information-seeking behavior were included. Information seeking was broadly defined and not restricted to any source of health information. Data extraction of significant predictors was performed by 2 authors, and network analysis was conducted to observe the relationships between predictors with time.

Results: A total of 9549 articles were retrieved, and after the screening, 344 studies were retained for analysis. A total of 1595 significant predictors were identified. These predictors were categorized into 67 predictor categories, with the most central predictors being age, education, gender, health condition, and financial income. With time, the interrelationship of predictors in the network became denser, with the growth of new predictor grouping reaching saturation (1 new predictor identified) in the past 7 years, despite increasing publication rates.

Conclusions: A common taxonomy was developed to classify 67 significant predictors of health information-seeking behavior. A time-aggregated network method was developed to track the evolution of the research field, showing the maturation of new predictor terms and an increase in primary studies reporting multiple significant predictors of health information-seeking behavior. The literature has evolved with a decreased characterization of novel predictors of health information-seeking behavior. In contrast, we identified a parallel increase in the complexity of predicting health information-seeking behavior, with an increase in the literature describing multiple significant predictors.

(J Med Internet Res 2021;23(7):e21680) doi:10.2196/21680
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Introduction

Background

Health information seeking has been defined as “the ways in which individuals obtain information, including information about their health, health promotion activities, risks to one’s health, and illness” [1]. A consumer’s health information-seeking behavior has the potential to influence the process and outcomes related to coping or adjusting to an illness or condition [1].

The conceptualization of health information-seeking behavior has evolved since Lenz first defined it in 1984, which identified 2 dimensions of health information-seeking behavior: extent and method [2]. Lambert and Loiselle’s comprehensive review [1] of the concept of health information-seeking behavior found definitions such as actions or behaviors used to obtain knowledge [3], clarify or confirm knowledge [4], satisfy a query [5], identify information sources [6,7], or demonstrate a coping strategy [8,9]. Other known models from the information science perspective include the Comprehensive Model of Information Seeking, which looks at information carrier characteristics, antecedents, and information-seeking actions [10] and the book by Case in 2002 about the research on information-seeking needs and behaviors [11]. A recent paper by Zimmerman and Shaw describes health information-seeking behavior as an umbrella term for many forms of information seeking, such as “direct seeking, information monitoring or browsing, and the passive receipt of information” [12]. Alternatively, people’s passive receipt of health information has been defined separately as information scanning [13], where people may not be active in their search but are still receptive enough to receive information. Thus, although the concept of health information-seeking behavior has existed for more than 30 years, there remains a lack of consensus on its definition and model theorems.

Despite these inconsistencies, previous models and theories commonly describe health information-seeking behavior as involving the action of seeking out information, regardless of where it comes from, how it is sought, or why it is sought [1,14]. Therefore, predictors of health information-seeking behavior can be described as the variables affecting the actions of seeking out information. These predictors can be contextual, such as the environment of an individual or their social networks, and personal, such as sociodemographic characteristics, health status, or internal beliefs. There may also be predictors of persistence in health information-seeking behavior, such as satisificing. Satisficing relates to decision making “through which an individual decides when an alternative approach or solution is sufficient to meet the individuals’ desired goals rather than pursue the perfect approach” [15]. In the context of information seeking, it is choosing whether it is worth the cost or effort of continuing to search or whether already acquired information suffices.

Factors that influence why people engage in information seeking include the content of the information, which information sources or channels are frequently used, their credibility, and the barriers they may pose to seeking information [1,16]. A meta-analytic review by Chang and Huang quantified 7 predictors of health information-seeking behavior; however, not all of the predictors, such as behaviors (adherence) and beliefs, were included in their review [17]. Predicting peoples’ behavior for health information seeking requires understanding the predictors and their significance and magnitude on information-seeking behavior.

We define significant predictors as those shown through empirical research to have a direct effect rather than an association (correlation) to health information seeking. An example of this direct effect is age. Nelissen et al [18] showed that an increase in age led to increased cancer information seeking. An example of an association is the relationship between patient-physician interaction and information-seeking behavior. In this case, it is unclear whether information seeking leads to better patient-physician interaction (an outcome of health information-seeking behavior) or whether better physician-patient interaction leads to increased health information-seeking behavior (a predictor of health information-seeking behavior). Although associations between predictors and health information-seeking behavior may have statistical significance in some empirical studies, knowing the direction of the effect from predictor to variable is more informative. Furthermore, although qualitative research can provide a foundation for identifying predictors of health information-seeking behavior, the ability to quantify the effect size allows for comparison of individual predictors’ relative importance.

A comprehensive list of predictors of health information-seeking behavior provides researchers with a focus on identifying new significant predictors or examining the relationship and effect of new interventions. Predictors of health information-seeking behavior can support researchers, clinicians, private institutions, and public health initiatives in optimizing information-related interactions between themselves and consumers, leading to a more positive health care management experience [1,16].

Consistent classification of terms is the first step in formulating a comprehensive list of health information-seeking behavior predictors. For instance, there is concern that the terms race and ethnicity have been used synonymously in health research despite being separate constructs [19]. Thus, how predictors of health information-seeking behavior are defined in one study may not necessarily be consistent with another.

Anker et al [16] compiled a comprehensive list of predictors for health information-seeking behavior a decade ago through a systematic search of the literature. They extracted and reported on the methods and measures used in health information-seeking behavior research. However, there are 2 critical shortcomings of this review. First, Anker et al [20] restricted their definition of health information-seeking behavior to an active process, in accordance with Niederdeppe’s definition of health information-seeking behavior. Consequently, predictors for the nonactive acquisition of health information were not identified [20]. Second, their search strategy was restricted to a single database (PsycINFO), with the justification that health information-seeking behavior is a social psychological construct instead of a medical construct. PsycINFO has focused subject
Importantly, there is a need for an updated review to account for the evolution of information seeking as a result of the rapid emergence and dominance of mobile digital information technology. The use of the internet has been increasing in the past three decades [21]. Advances in technologies such as smartphones have led to increased availability and access to the internet. Since 2011, smartphone ownership by the American population has increased from 35% to 81% in 2019, with 96% of the population owning a cellular device [22]. Similarly, the use of smartphones has led to greater access to the internet, with the exclusive use of smartphones for internet access doubling from a reported 17.5% in 2013 to 37% of the American population in 2019 [21,23]. A smartphone user is estimated to spend a daily average of 2.6 hours on their device [24]. Although the internet has become a common source of health information [25], how the influence of the internet has modified predictors of health information-seeking behavior throughout time is yet to be well characterized. Previous studies have compared sources of information used by people as part of health information-seeking behavior; however, most studies have only compared the findings from the early 2000s with those from the early 2000s [26-28]. Such comparison studies report that internet use was not a predictor of information-seeking behavior, yet Huerta et al [26] reported an increase in internet use, especially in older age groups. In contrast, Li et al [28] performed a hierarchical regression analysis comparing 2002 and 2012 cohorts from the Pew Database to examine changes in health information-seeking behavior on the web. They identified internet access as a predictor for health information decline with time. The authors hypothesized that this could be partly because of the increase in misinformation and rise in smartphone use, resulting in increased accessibility of the internet as a source of health information in the United States. The extent to which these changes have affected predictors of health information-seeking behavior as a whole and across information sources and settings has yet to be reviewed.

Objectives
This review aims to identify predictors of health information-seeking behavior, as reported in the primary literature, and explore the relationships between predictors with time. The specific objectives are as follows:

- identify significant predictors of health information-seeking behavior in the primary literature;
- develop a common taxonomy for predictors of health information-seeking behavior;
- identify the evolution of the health information-seeking behavior research field using quantitative studies.

Methods
Selection Criteria
The following section outlines the inclusion and exclusion criteria for this review.
Health OR Drug OR Medicine; AND Information Seeking OR Information Behavior OR Information Search or Satisficing (Tables S1-S3 in Multimedia Appendix 1 for full syntax).

Screening
Two authors (AM and EJL) independently screened a random split of articles for inclusion by title and abstract using the selection criteria. Pilot tests were conducted to calibrate the screening process before the records were split.

Data Extraction
Each included paper was counted as a data source for the extraction; 2 authors (AM and EJL) independently extracted the following variables: year of publication, country of the study, participant recruitment, disease states, theories used, and significant predictors. Significant predictors were those variables for which direct effects were reported (not correlations) on health information–seeking behavior and provided significance with either P values <.05 or CIs (in the case of odds ratio) that did not cross 1. Significant relative predictors of health information–seeking behavior were also extracted from studies reporting comparative health information–seeking behavior between 2 or more groups. Any uncertainty associated with extraction was mediated by a third author (CRS), who performed an audit of approximately 10% (34/344) of the screened articles and extracted variables.

Analysis

Content Analysis
The first author (AM) analyzed the variables and categorized the significant predictors into emerging categories. Individual predictors identified in the individual papers were extracted, and an iterative process of clustering was undertaken by 2 authors (AM and CRS); the 2 authors reached a consensus for terms and categories. The categories consisted of identifying similarity between predictor terms: where predictors were the same, they were categorized together; where predictors were similar with a common definition, they were categorized together; and finally, where there was no common definition, but predictors were described similarly in text, they were categorized together [30].

Predictor Frequency
As part of the content analysis, a word frequency analysis was performed. In this case, the words chosen were identified-predictor terms. Examining the predictor term frequency assists in analyzing the strength and importance of a predictor with regard to other terms [31-34]. Each predictor extracted into a category was counted as 1 for that article. Multiple predictors, if categorized, were categorized as 1. For example, if the article reported “Age 25-30” and “Age 65-70” as significant factors, then they would be categorized as age; however, they would contribute only 1 to the age category for that article instead of 2. The total predictors were then reported, and the predictor frequency was used to develop the network structure for network analysis.

Network Analysis

Network analysis has been used in previous systematic reviews to identify relationships among authors of the included papers [35] or in a health context to compare drug treatments [36]. Traditionally, quantitative data from a systematic review are pooled via meta-analysis, which requires homogeneous data. Network analysis allows the examination of relationships among heterogeneous entities [37]. A network analysis was conducted to observe the relationships between the predictor terms. This method can help identify nodes (or predictor terms) connected to other nodes and show the relationships between terms in the literature [38,39].

The weights of the nodes were based on the frequency of the predictor, whereas their size was based on the number of articles mentioning the predictor term. An analysis of changes throughout time was undertaken to compare the networks of articles before and after 2008 (articles dated up to December 31, 2008)—while Pew Research started reporting smartphone ownership in 2011 [22], the iPhone was the beginning of a new phone era [40]. The year 2008 was chosen to distinguish between the availability of smartphones following the introduction of the iPhone in 2007, allowing for the uptake of the device to have begun [41]. Accordingly, in 2008, global mobile broadband subscriptions overtook fixed broadband subscriptions [42]. Time-based comparisons of temporal and atemporal network features were observed using time-varying networks. Such an approach has been used in ecology, transport, and social media [43-45].

The co-occurrence of individual predictors within an article was calculated based on the predictor frequency. Each individual predictor term was connected bidirectionally to another predictor from the same article. Each connection adds a weight of 1 to the edge. Edges were formed where a pair of predictor terms was mentioned together in an article. The visualization was created using R software (R Foundation for Statistical Computing), with the code available on GitHub [46]. The co-occurrence of predictors and visualization of the network was created using the igraph package, a software package used for network visualizations between different objects on a network map [47].

The number of nodes and edges, along with modularity, were captured to compare the different networks. Modularity measures the clustered communities of nodes, which is how the nodes cluster together, forming a community group of nodes distant to another community group of nodes. The full setup and parameters are available in GitHub [46]. See Multimedia Appendix 1 for further methods [38,39,48,49].

Results

Search Results
The literature search process is illustrated in Figure 1. From the 2 databases, a total of 9549 articles were retrieved, of which 2866 were duplicates. Following deduplication, title and abstract screening was performed, followed by full-text screening. A total of 344 papers were included in the final analysis. The results of the categorized predictors are reported in Table S4 in...
Multimedia Appendix 1. The included articles contained papers published between 1993 and 2019, with a peak publication year in 2019 (Figure 2).

Most of the studies were conducted in the United States (n=202); 26 articles reported studies from China, 12 from Australia and South Korea, and 9 from the United Kingdom and Germany.

In 203 articles, participants were recruited specifically for the study. However, another source of participants was using existing databases of respondents such as the Health Information Trends Survey (HINTS; n=65 papers), The Pew Research Center’s Internet & American Life Project (n=9), and the Pennsylvania Cancer Registry (n=8).

Participants were predominantly seeking information for chronic diseases, with cancer being the most studied condition (n=76).

Figure 1. Flowchart for article inclusion. Reasons for exclusion do not sum to the number of excluded articles because some articles overlapped in their reasons for exclusion.
Content Analysis

Fewer than half of the papers (n=167) were underpinned by a theory or model. As shown in Figure 2, there was an increase in the number of papers with a theoretical underpinning until 2014, at which point a plateau developed from 2015 to 2018. In 2019, there was a second peak of articles with theoretical underpinnings. However, less than half of the papers published in 2019 were supported by a theory or model (Figure 2).

A total of 1595 nonunique, significant predictors were identified. Table S4 in Multimedia Appendix 1 lists the predictor categories. Predictors were classified into 68 categories (1 category was labeled unclassifiable/other; unclassifiable predictors were not carried forward for network analysis.). The categories were further grouped into sociodemographic, health, information source, information content, and affective predictor groups. Sociodemographic variables of education (n=160), age (n=156), and gender (n=120) were the most commonly reported significant predictor categories, followed by the health-related predictor categories of health condition (n=87). A noted increase in the number of predictors reported in the literature began in 2005 and peaked in 2019.

Network Analysis

The complete network with all terms and years combined resulted in 67 nodes (other node not included) and 4128 edge connections. The modularity of the groups revealed 3 clusters. The largest group of variables was predominately composed of psychosocial predictors (n=41). The second-largest group was sociodemographic predictors (n=22), followed by a third group that did not have any strong focus on any particular grouping (n=4). However, most sociodemographic variables (age, education, gender) had the greatest eigenvector centrality before other variables (health condition and financial income), thus appearing in the center of the network (Table S5 in Multimedia Appendix 1).

The network statistics reported in Table S5 of Multimedia Appendix 1 as well as in Figures 3 and 4 show a difference in structural characteristics before and after 2008. After 2008, only 15 new nodes were identified, with no new nodes identified after 2014 (Table S4 in Multimedia Appendix 1). There was a 7.8 times greater number of edges in the post-2008 network than in the pre-2008 network. The combination of an increased number of edges and a limited increase in nodes resulted in a
more connected network after 2008, with the average number of adjacent edges to each node (mean degree of the nodes) increased by 6.1 times compared with before 2008. Age, education, gender, and health condition were the nodes with the greatest degree of centrality, indicating the greatest influence on adjacent nodes (Figure 5). Modularity was greatest before 2008; it decreased to 2 in the post-2008 period, indicating tighter communities of nodes clustering together, with all years compared being 3. This tighter clustering is because of the greater co-occurrence of the predictor terms being researched. That is, individual articles reported more significant predictors than previous articles. A sensitivity analysis was conducted to compare networks before and after 2014 (the most recent new node), which confirmed the dynamic shifts in network statistics after 2008 (Table S5 in Multimedia Appendix 1).

Figure 3. Fruchterman-Reingold layout algorithm of the network analysis comparing the pre- and including 2008 network models with color coding according to the modularity group membership of the complete model. The repository is available on GitHub [46].
Figure 4. Fruchterman-Reingold layout algorithm of the network analysis comparing the post-2008 network model with color coding according to the modularity group membership of the complete model. The repository is available on GitHub [46].
**Discussion**

**Principal Findings**

This paper reports a systematic literature search to identify and characterize predictors of health information–seeking behavior. The 344 included papers report 1595 significant predictor terms of health information–seeking behavior that can be classified into 68 categories. A comprehensive list of health information–seeking behavior predictor terms was developed. A novel temporal network analysis through the comparison of 2 sequential time-aggregated networks was conducted to characterize the relationships between health information–seeking behavior predictors and identify changes throughout time. This approach has never been previously used to characterize such relationships. Key findings were an increase in papers reporting on multiple significant predictors of health information–seeking behavior within a paper and a reduced rate in the identification of new predictors. The use of network analysis to map the relationships within a research field throughout time demonstrates the evolving nature of research and provides insight into how the understanding of predictors of health information–seeking behavior has developed. Van de Wijngaert et al [50] conducted a network approach to examine the current state in a research field pertaining to the adoption of eGovernment services. However, they used structural equation modeling and cross-sectional analysis, as opposed to our network comparison. The advantage of network comparison throughout time is that it allows for characterizing the evolution of research fields. Future work would be to explore the use of temporal dynamics of networks, ideally through the analysis of longitudinal data sets [43-45].

A recent meta-analysis conducted by Chang and Huang [17] on the antecedents predicting health information seeking aggregated the antecedents into 7 categories; through their review, they were able to quantify the effect sizes of the 7 categories. However, in their methodological design, not all the predictors of health information–seeking behavior were captured. Although a valuable review, we note the differences in design and the papers that could be retrieved. Since the initial review by Anker et al [16] in 2010, an increased number of papers exploring predictors of health information–seeking behavior has allowed for greater granularity in the identification of health information–seeking behavior predictors. Specifically, we have been able to develop a sociodemographic group of predictors from 5 predictors (age, gender, education, race, and health literacy) to 16 predictors (caregiver, employment, household, language, sexual orientation, finances, societal engagement, and location of residence). A potential benefit of such granularity is the improved targeting of interventions to optimize health information–seeking behavior.

Anker et al [16] reported that medication adherence is an outcome of engaging in health information seeking. However, according to our review, adherence was identified as a predictor.
This suggests that health information-seeking behavior is affected by a feedback loop, where outcomes from health information-seeking behavior can be a predictor for further health information-seeking behavior. This relationship should be examined in longitudinal studies. Few longitudinal studies have examined health information-seeking behavior, but our findings suggest that this could lead to unidentified health information-seeking behavior predictors. A longitudinal study described the reciprocal relationship between health anxiety and health information-seeking behavior on the web and how cyberchondriac people have health anxiety exacerbated [51]. Another study looked at clinician information engagement and information seeking [52], whereas others have shown that information needs and preferences change with time [53,54]. These initial findings demonstrate the utility of further longitudinal studies to measure additional predictors and outcomes of health information-seeking behavior.

The rate of article publication on health information-seeking behavior increased after 2005, with a doubling of articles published in the past 10 years compared with the prior 30 years. This finding mirrors the overall increase in the academic publishing rate [55]. Another explanation might be the establishment of data gathering institutions, such as the HINTS from the National Cancer Institute, which was established in 2003. Such cohort studies provide researchers with important opportunities to examine health information-seeking behaviors across large nationally representative sampling frames. HINTS is the most used data set across papers; therefore, it is the main source of identified health information-seeking behavior predictors. HINTS comprises 12 cross-sectional surveys that have been conducted in the past 15 years [56-65]. The data set has the advantage of being a representative sample frame of the United States.

The number of articles using theory to underpin their research has also increased with time. The use of theory has become a consistent theme in describing significant predictors. Interestingly, in the past 7 years, there has been a plateau in the frequency of publications reporting health information-seeking behavior predictors. A possible reason for this is maturation in the literature, with apparent saturation of identified predictors. Li et al [66] also identified an increase in publications until 2014. Our findings have extended this trend to demonstrate a plateau in publication rates since 2015.

Participants' interactions with social media, including social networking sites and health blogs, which were categorized as environment/network/internet, were identified as new predictors since 2008. Hamid et al [67] reviewed the role of social media in information-seeking behavior among international students, highlighting that specific information needs were satisfied by using social media. Although social media can be a medium for public health intervention [68], it can also present a challenge as a source of misinformation [69,70]. Competing misinformation has implications for providers of information using web media to target their audience. Providers or information creators could address the rise of misinformation by ensuring that the content delivered through social media is verified for quality and that continued monitoring is implemented.

The terminology used to describe predictors varied significantly between papers and, at times, lacked precision. Articles may have mentioned race as a predictor, but on closer inspection of the survey, items used for race, ethnicity, and culture overlap. A potential contributor to the lack of clarity in terminology is the low number of studies that used a theoretically grounded approach. Ambiguous terminology poses a challenge when comparing findings between papers on health information-seeking behavior. In response to this issue, this review developed a common classification structure for predictor terms. This structure has the potential to be developed into a future consensus taxonomy for predictors of health information-seeking behavior using domain ontologies [71].

Conducting a network analysis for predictors of health information-seeking behavior is a novel approach for analyzing the health information-seeking behavior research field. The overall network analysis shows the interrelationship of the predictor variables; however, the interaction between these variables in predicting health information-seeking behavior is still unclear. A concern is the issue of terms being correlated with each other, resulting in collinearity. The collinearity of predictor terms may affect how an individual predictor term affects the health information-seeking behavior. The temporal network analysis finding of a 6.1 greater mean degree demonstrates an increase in publications reporting multiple significant predictors. Increased reporting was also supported by an increase in co-reporting, represented by reducing network modularity with time. The high centrality of age, education, gender, and health condition indicates that these were the most commonly reported predictors when multiple predictors were reported in the included studies. Such studies have a greater ability to identify the predictors of collinearity. The network analysis approach allowed us to examine how our understanding of predictors of health information-seeking behavior and their interrelationships changed with time. Such changes have occurred in the presence of a shift toward mobile technology becoming commonplace.

Strengths and Limitations

This review has several strengths. Multiple authors followed a rigorous methodology to extract data and reach an agreement on definitions. However, because of the sheer number of articles returned in the initial database searches, there is a potential risk that articles meeting the inclusion criteria could have been potentially omitted. Nevertheless, the likelihood of omitted articles affecting the findings of this review was low because of the number of included articles. The developed taxonomy of predictors was directly informed by the included articles via a theoretical agnostic approach and consensus between 2 authors (AM and CRS). The content validity of the developed taxonomy would benefit from validation via conceptual synthesis and a consensus approach from experts in the field of health information-seeking behavior. The reliability of data extraction could be considered a limitation of our review, which we tried to mitigate through a 10% audit by a third author (CRS). Using a quantitative measure of intercoder reliability would increase confidence in reliability.
Limitations to the search strategy are, first, the inclusion of only articles published in English. This is a potential issue in this field, as geographic and cultural differences have been identified. The United States is the most represented country. However, a bibliometric analysis of the internet health information-seeking behavior literature has been previously performed by Li et al [66]. The authors similarly identified a majority of articles from the United States. A skew toward a single country may introduce geographic bias in the literature and subsequent identification of significant health information-seeking behavior predictors. There is evidence that context can directly influence individuals’ health information-seeking behavior, such as being in a low-resource setting [72]. Therefore, it is important to be mindful of the number of studies from high-resource settings when considering the implications of our findings in low-resource settings. For instance, the presence of the predictor variable health care source accessibility may be more pertinent for countries without universal health care coverage, such as the United States, where access to physicians is variable [73,74] (Multimedia Appendix 1). A second limitation is the restriction of the definition of health information-seeking behavior as an active behavior. This limited the ability of the review findings to represent the predictors of passive health information-seeking behavior or scanning. Third, the review findings do not represent predictors of health information-seeking behavior for university students because of the exclusion of this subpopulation.

Finally, systematic reviews typically include an assessment of the risk of bias. The heterogeneity of the studies and the observational nature of most study designs meant that an assessment of bias was not appropriate. This led to this systematic review not adhering to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines and protocols in their entirety. However, the systematic approach adds to the strengths of this study.

Conclusions
A systematic literature search identified 344 papers reporting the predictors of health information-seeking behavior. A common taxonomy was developed to classify the predictors of health information-seeking behavior into 67 categories. Only 24% (16/67) of the predictor groupings have emerged since the invention of smartphones. Novel network analysis identified that the growth of new predictor groupings had approached saturation with only a single new predictor identified in the past 7 years, despite increasing publication rates. Publication network analysis is a promising methodology for measuring trends across scientific fields.
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Abstract

Background: Colonoscopy reduces the incidence of colorectal cancer (CRC) by allowing detection and resection of neoplastic polyps. Evidence shows that many small polyps are missed on a single colonoscopy. There has been a successful adoption of artificial intelligence (AI) technologies to tackle the issues around missed polyps and as tools to increase the adenoma detection rate (ADR).

Objective: The aim of this review was to examine the diagnostic accuracy of AI-based technologies in assessing colorectal polyps.

Methods: A comprehensive literature search was undertaken using the databases of Embase, MEDLINE, and the Cochrane Library. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were followed. Studies reporting the use of computer-aided diagnosis for polyp detection or characterization during colonoscopy were included. Independent proportions and their differences were calculated and pooled through DerSimonian and Laird random-effects modeling.

Results: A total of 48 studies were included. The meta-analysis showed a significant increase in pooled polyp detection rate in patients with the use of AI for polyp detection during colonoscopy compared with patients who had standard colonoscopy (odds ratio [OR] 1.75, 95% CI 1.56-1.96; \(P < .001\)). When comparing patients undergoing colonoscopy with the use of AI to those without, there was also a significant increase in ADR (OR 1.53, 95% CI 1.32-1.77; \(P < .001\)).

Conclusions: With the aid of machine learning, there is potential to improve ADR and, consequently, reduce the incidence of CRC. The current generation of AI-based systems demonstrate impressive accuracy for the detection and characterization of colorectal polyps. However, this is an evolving field and before its adoption into a clinical setting, AI systems must prove worthy to patients and clinicians.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42020169786; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42020169786

(J Med Internet Res 2021;23(7):e27370) doi:10.2196/27370
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**Introduction**

Colorectal cancer (CRC) is the third-leading malignancy worldwide and a leading cause of mortality [1]. CRC typically develops from sporadic colorectal adenomatous polyps, and colonoscopy is established for the detection and resection of these lesions, which has been shown to reduce the incidence and mortality from CRC [2]. However, as with any procedure, endoscopic polyp detection has operator-dependent limitations. There is evidence highlighting that small polyps may be missed at colonoscopy with a miss rate for adenomas as high as 26% [3]. The primary colonoscopy quality indicator is the adenoma detection rate (ADR). Given that ADR is inversely proportional to postcolonoscopy CRC risk, with each 1% increase in ADR equivalent to a 3% decrease in the subsequent risk of cancer [4], there is an unmet need to tackle the problems that prevent high-quality colonoscopy.

Human and technical factors lead to a small but significant proportion of missed polyps during colonoscopy. Several studies have suggested that ADR can be increased by improving the educational and behavioral skills of the endoscopist. Training programs, consisting of hands-on teaching and regular feedback, showed good results in increasing ADR in trials [5,6]. However, the increase in detection from baseline in these studies was minimal and the ability of even expert endoscopists to detect very small, subtle, or flat lesions remains a limiting factor.

Recently, there has been a successful adoption of artificial intelligence (AI) technologies in health care diagnostics [7]. The ability of AI, specifically machine learning approaches, to differentiate and characterize distinct pathologies is continuously enhancing early computer-aided diagnosis (CAD) techniques. Deep learning models are built using artificial neural networks and have proven very useful with analysis of big data in health care. Convolutional neural networks (CNNs) and their variants with AI models have become the most preferred and widely used methods in medical image analysis. Convolutional layers convolve the input and pass its result to the next layer. Application of AI in colonoscopy has focused more on polyp detection than characterization, driven by the development of deep CNNs (DCNNs). The architecture of these algorithms includes multiple layers of processing between the input and output layers, allowing analysis of complex data with efficient performance. The most advanced polyp detection systems are those that can be applied to video-based analysis during colonoscopy.

In the field of endoscopy, a machine learning algorithm can be trained to recognize or characterize polyps in real time. Two endoscopic approaches have been studied: techniques used for analysis of nonmagnified endoscopic images and those for cellular imaging at a microscopic level (ie, optical biopsy).

The idea of such approaches is that by detecting more polyps (ie, increasing the polyp detection rate [PDR]), there will be a corresponding reduction in the number of missed adenomas and, consequently, a reduction in the subsequent risk of CRC. However, this presents a financial burden on health care systems, especially the histopathology departments, involved in analysis of resected tissue, which will only increase with the increase in detection of polyps. The ultimate goal of a CAD system would be the reliable detection of every polyp within the colon during the colonoscopy procedure, while also characterizing them as hyperplastic or adenomatous to guide decision making for polypectomy and histopathological examination [8]. The Preservation and Incorporation of Valuable endoscopic Innovations (PIVI) initiative, set by the American Society of Gastrointestinal Endoscopy (ASGE), has established a desired threshold for the introduction of new endoscopic technologies, including the optical diagnosis of diminutive colorectal polyps [9]. Despite several, predominantly single-site, studies meeting the PIVI criteria showing that a “resect and discard” strategy or a “diagnose and leave” strategy could be adopted [10,11], a recent multicenter study showed that the accuracy of optical diagnosis requires imaging advances before it can be used to determine surveillance without histology [12].

Machine learning by definition is a model that is able to constantly adapt and improve when presented with new information. To ensure this refinement, large quantities of good-quality data should be used for training the algorithm. Current AI systems that are not synthesized in this way are prone to the risk of overfitting, whereby the system performs well with training data to the extent that it negatively impacts its performance when tested on new data [13]. Thus, for an AI system to be successful in its ability to detect and characterize polyps, it should adopt a machine learning model based on good-quality high-yield data and the model should have a high sensitivity for the detection of polyps, have a low rate of false positives, and be able to maintain fast processing speeds to be applicable in near-real time during colonoscopy [14].

Our aims were to systematically review and meta-analyze the diagnostic accuracy of AI-based technologies in the detection and characterization of colorectal polyps.

**Methods**

This review was carried out and reported in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [15]. It has been registered on PROSPERO (International Prospective Register of Systematic Reviews) (registration No. CRD42020169786).

**Search Strategy**

A comprehensive literature search was undertaken using the databases of Embase, MEDLINE, and the Cochrane Library. All published articles up until October 2020 were included. Search terms used in Embase and MEDLINE included “colon*,” “polyp,” “artificial intelligence OR machine learning,” and “computer aided or assisted and diagnoses* OR detect*.” Studies in the Cochrane Library were identified with the terms “colonic polyp,” “artificial intelligence,” and “diagnosis, computer-assisted” (Multimedia Appendix 1).

**Inclusion and Exclusion Criteria**

Inclusion criteria were as follows:

- Studies reporting computer-aided detection of colorectal polyps retrospectively, using endoscopic images or videos
Studies reporting computer-aided classification of colorectal polyps retrospectively, using endoscopic images or videos
Studies reporting the use of CAD of colorectal polyps during colonoscopy
Studies reporting ADR, PDR, sensitivity, specificity, and diagnostic accuracy data or studies with adequate information to calculate these data
Studies published or translated into English.

Exclusion criteria were as follows:

- Studies with no original data present (eg, review article or letter)
- Studies with no full text available
- Studies conducted in patients with inflammatory bowel disease (IBD)
- Studies greater than 20 years old
- Studies without adequate data to calculate sensitivity, specificity, and diagnostic accuracy data; PDR and ADR; adenoma miss rate; or mean adenomas per patient, or those not reporting these data.

Study Selection
The retrieved articles were screened for duplicates by two reviewers; these were excluded. Titles and abstracts were then screened for relevance by two reviewers independently, and irrelevant studies were excluded. Following this, full-text reviews of remaining studies were completed. The reference lists of identified review articles and included papers were scrutinized for relevant studies. Disagreements about eligibility were settled by consensus, both after screening and following full-text review. Inclusion and exclusion criteria were met by all final articles.

Data Extraction
Data were gathered from studies and placed onto a standard spreadsheet template. For each study, we extracted the following data: study details (ie, first author, year of publication, and journal), primary outcome (ie, polyp detection vs characterization), study design (ie, type of study, method of AI, and exclusion criteria), information on type of imaging modality (ie, images or videos, images for training, and images for validation), and information regarding diagnostic accuracy characteristics (ie, sensitivity, specificity, accuracy, ADR, and PDR).

Study Quality Assessment
Study quality was independently assessed using the Quality Assessment of Diagnostic Accuracy Studies 2 (QUADAS-2) tool [16]. Each domain was classified as low-risk, high-risk, or unclear risk of bias. For randomized controlled trials (RCTs), the Jadad scale was used for quality scoring [17]. Studies with a Jadad score of 3 or more were considered good quality.

Statistical Analysis
Independent proportions and their differences were calculated and pooled through DerSimonian and Laird random-effects modeling. This considered both between-study and within-study variances, which contributed to study weighting. Pooled values and 95% CIs were computed and represented on forest plots. Statistical heterogeneity was determined by the $I^2$ statistic, where <30% was low, 30%-60% was moderate, and >60% was high. Analyses were performed using Stata, version 15 (StataCorp LLC). Probability values of $P \leq 0.05$ were considered statistically significant.

Results
Search Results and Characteristics
A total of 899 articles were identified from the database searches. After removing duplicates, 575 records were screened on the basis of titles and abstracts. A total of 141 articles were identified as appropriate for full-text review. Further evaluation and application of the exclusion criteria revealed 48 studies, which were included in this systematic review and meta-analysis. The study screening and selection process is shown in Figure 1.

Studies in this systematic review included preclinical studies for polyp detection (Table 1 [18-35]), preclinical studies for polyp characterization (Table 2 [11,13,36-55]), and recent RCTs (Table 3 [56-63]). The studies were all published between 2003 and 2020. The outcome measures were polyp detection in 18 studies, polyp characterization in 22 studies, and PDR in 8 studies. The studies analyzing sensitivity, specificity, and accuracy when testing each AI system were found to present results at the per-patient, per-polyp, and/or per-image levels, whereas the RCTs evaluating the ADR and PDR consistently presented per-patient results.
Studies for polyp detection predominantly used CNN or DCNN as their machine learning approach. A total of 14 studies for polyp detection were carried out retrospectively. There was a large variation in the number of images used by each paper to train or validate the AI systems in detecting polyps, with one study using 8 images [20] to train the system, while another used 5545 images [25].

In the majority of studies, narrow band imaging (NBI) or endocytoscopy was the imaging method of choice for characterizing polyps, with one exception in which the imaging modality was not stated [47]. Data for polyp characterization was gathered retrospectively in 18 studies. In 3 studies that collected data prospectively, a support vector machine classifier was used as the machine learning approach. Similarly to studies for polyp detection, those analyzing polyp characterization had a large variation in number of images used for training or validating the AI system. However, studies for polyp characterization focused more on the number of polyps used than on overall images, as seen in Table 2.
Table 1. Characteristics of included studies whose primary outcome was polyp detection.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Recruitment</th>
<th>Machine learning approach</th>
<th>Imaging modality</th>
<th>Patients, n</th>
<th>Polyps, n</th>
<th>Total images, n</th>
<th>Images for training, n</th>
<th>Images for validation, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karkanis et al [18]</td>
<td>2003</td>
<td>Retrospective</td>
<td>CWC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>RGB&lt;sup&gt;b&lt;/sup&gt;–color frame grabber</td>
<td>66</td>
<td>95</td>
<td>1380</td>
<td>180</td>
<td>1200</td>
</tr>
<tr>
<td>Fu et al [19]</td>
<td>2014</td>
<td>Retrospective</td>
<td>SFFS&lt;sup&gt;c&lt;/sup&gt; with SVM&lt;sup&gt;d&lt;/sup&gt; classifier</td>
<td>Still image enhanced by PCT&lt;sup&gt;e&lt;/sup&gt;</td>
<td>100</td>
<td>___</td>
<td>365</td>
<td>292</td>
<td>73</td>
</tr>
<tr>
<td>Wang et al [20]</td>
<td>2015</td>
<td>Retrospective</td>
<td>Polyp edge detection—ECSP&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Video clip</td>
<td>___</td>
<td>43</td>
<td>___</td>
<td>8</td>
<td>53</td>
</tr>
<tr>
<td>Tajbakhsh et al [21]</td>
<td>2015</td>
<td>Retrospective</td>
<td>Hybrid context-shape approach</td>
<td>CVC&lt;sup&gt;g&lt;/sup&gt;-Colon database</td>
<td>___</td>
<td>15</td>
<td>300</td>
<td>300</td>
<td>___</td>
</tr>
<tr>
<td>Tajbakhsh et al [21]</td>
<td>2015</td>
<td>Retrospective</td>
<td>Hybrid context-shape approach</td>
<td>ASU&lt;sup&gt;h&lt;/sup&gt;-Mayo database</td>
<td>___</td>
<td>10</td>
<td>19,400</td>
<td>300</td>
<td>___</td>
</tr>
<tr>
<td>Fernández-Esparrach et al [22]</td>
<td>2016</td>
<td>Retrospective</td>
<td>WM-DOVA&lt;sup&gt;i&lt;/sup&gt; maps</td>
<td>White light colonoscope</td>
<td>___</td>
<td>31</td>
<td>612</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Park and Sargent [23]</td>
<td>2016</td>
<td>Retrospective</td>
<td>CNN&lt;sup&gt;j&lt;/sup&gt;-CRF&lt;sup&gt;k&lt;/sup&gt; model</td>
<td>White light and NBI&lt;sup&gt;l&lt;/sup&gt;</td>
<td>___</td>
<td>92</td>
<td>11,802</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Urban et al [24]</td>
<td>2018</td>
<td>Retrospective</td>
<td>DCNN&lt;sup&gt;m&lt;/sup&gt;</td>
<td>NBI images</td>
<td>___</td>
<td>2000</td>
<td>8641</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Wang et al [25]</td>
<td>2018</td>
<td>Retrospective</td>
<td>ANN&lt;sup&gt;n&lt;/sup&gt;- SegNet architecture</td>
<td>Still images</td>
<td>2428</td>
<td>___</td>
<td>5545</td>
<td>27,113</td>
<td>___</td>
</tr>
<tr>
<td>Misawa et al [26]</td>
<td>2018</td>
<td>Retrospective</td>
<td>CNN</td>
<td>White light images</td>
<td>73</td>
<td>155</td>
<td>546</td>
<td>411</td>
<td>135</td>
</tr>
<tr>
<td>Figueiredo et al [27]</td>
<td>2019</td>
<td>Retrospective</td>
<td>SVM binary classifier</td>
<td>White light images</td>
<td>42</td>
<td>42</td>
<td>___</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Yamada et al [28]</td>
<td>2019</td>
<td>Retrospective</td>
<td>Faster R-CNN&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Still images</td>
<td>___</td>
<td>752</td>
<td>___</td>
<td>&gt;4000</td>
<td>4840</td>
</tr>
<tr>
<td>Becq et al [29]</td>
<td>2020</td>
<td>Prospective</td>
<td>ANN- SegNet architecture</td>
<td>Video</td>
<td>50</td>
<td>165</td>
<td>___</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Guo et al [31]</td>
<td>2020</td>
<td>Retrospective</td>
<td>CNN-YOLO&lt;sup&gt;q&lt;/sup&gt;</td>
<td>Video</td>
<td>283</td>
<td>___</td>
<td>1991</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Lee et al [32]</td>
<td>2020</td>
<td>Prospective</td>
<td>CNN-YOLO</td>
<td>Video</td>
<td>15</td>
<td>26</td>
<td>___</td>
<td>8495</td>
<td>110,728</td>
</tr>
<tr>
<td>Ozawa et al [33]</td>
<td>2020</td>
<td>Retrospective</td>
<td>CNN</td>
<td>NBI and white light</td>
<td>12,895</td>
<td>309</td>
<td>___</td>
<td>20,431</td>
<td>7077</td>
</tr>
<tr>
<td>Misawa et al [34]</td>
<td>2020</td>
<td>Prospective</td>
<td>CNN-YOLO</td>
<td>White light images</td>
<td>1405</td>
<td>100</td>
<td>56,668</td>
<td>51,889</td>
<td>4769</td>
</tr>
<tr>
<td>Poon et al [35]</td>
<td>2020</td>
<td>Prospective</td>
<td>CNN-ResNet50, YOLO</td>
<td>Video</td>
<td>144</td>
<td>128</td>
<td>___</td>
<td>198,138</td>
<td>34,469</td>
</tr>
</tbody>
</table>

<sup>a</sup>CWC: color wavelet covariance.
<sup>b</sup>RGB: red, green, and blue.
<sup>c</sup>SFFS: sequential floating-forward selection.
<sup>d</sup>SVM: support vector machine.
<sup>e</sup>PCT: principal components transformation.
<sup>f</sup>This value was not reported.
<sup>g</sup>ECSP: edge cross-section profiles.
<sup>h</sup>CVC: Computer Vision Center.
<sup>i</sup>ASU: Arizona State University.
<sup>j</sup>WM-DOVA: window median depth of valleys accumulation.
<sup>k</sup>CNN: convolutional neural network.
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CRF: conditional random field.
NBI: narrow band imaging.
DCNN: deep convolutional neural network.
ANN: artificial neural network.
YOLO: you only look once.
Table 2. Characteristics of included studies whose primary outcome was polyp characterization.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Recruitment</th>
<th>Machine learning approach</th>
<th>Image modality</th>
<th>Patients, n</th>
<th>Polyp lesions, n</th>
<th>Total images, n</th>
<th>Images for training, n</th>
<th>Images for validation, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tischendorf et al [36]</td>
<td>2010</td>
<td>Prospective pilot</td>
<td>SVM(^a) classifier</td>
<td>Magnification NBI(^b)</td>
<td>223</td>
<td>209</td>
<td>—</td>
<td>208</td>
<td>—</td>
</tr>
<tr>
<td>Gross et al [37]</td>
<td>2011</td>
<td>Prospective</td>
<td>SVM classifier</td>
<td>Magnification NBI</td>
<td>214</td>
<td>434</td>
<td>—</td>
<td>433</td>
<td>—</td>
</tr>
<tr>
<td>Ganz et al [13]</td>
<td>2012</td>
<td>Retrospective</td>
<td>Shape-UCM(^d)</td>
<td>NBI</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>58</td>
<td>87</td>
</tr>
<tr>
<td>Takemura et al [38]</td>
<td>2012</td>
<td>Retrospective</td>
<td>SVM classifier</td>
<td>Magnification NBI</td>
<td>—</td>
<td>371</td>
<td>—</td>
<td>1519</td>
<td>371</td>
</tr>
<tr>
<td>Mori et al [39]</td>
<td>2015</td>
<td>Retrospective</td>
<td>EC(^e)-CAD(^f)</td>
<td>EC</td>
<td>152</td>
<td>176</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Misawa et al [40]</td>
<td>2016</td>
<td>Retrospective</td>
<td>EndoBRAIN(^g)</td>
<td>NBI and EC</td>
<td>—</td>
<td>85</td>
<td>1079</td>
<td>979</td>
<td>100</td>
</tr>
<tr>
<td>Mesejo et al [41]</td>
<td>2016</td>
<td>Retrospective</td>
<td>SiM(^b)</td>
<td>White light and NBI</td>
<td>—</td>
<td>76</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mori et al [42]</td>
<td>2016</td>
<td>Retrospective</td>
<td>SVM classifier</td>
<td>EC-CAD</td>
<td>123</td>
<td>205</td>
<td>—</td>
<td>—</td>
<td>6051</td>
</tr>
<tr>
<td>Takeda et al [43]</td>
<td>2017</td>
<td>Retrospective</td>
<td>SVM classifier</td>
<td>EC-CAD</td>
<td>242</td>
<td>375</td>
<td>5843</td>
<td>5643</td>
<td>200</td>
</tr>
<tr>
<td>Byrne et al [44]</td>
<td>2017</td>
<td>Retrospective</td>
<td>DCNN(^i)</td>
<td>NBI</td>
<td>—</td>
<td>125</td>
<td>—</td>
<td>60,089</td>
<td>—</td>
</tr>
<tr>
<td>Komeda et al [45]</td>
<td>2017</td>
<td>Retrospective</td>
<td>CNN</td>
<td>Endoscopic images</td>
<td>—</td>
<td>—</td>
<td>1200</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Misawa et al [46]</td>
<td>2017</td>
<td>Retrospective</td>
<td>EndoBRAIN and ECV(^j)-CAD</td>
<td>NBI</td>
<td>100</td>
<td>124</td>
<td>1834</td>
<td>173</td>
<td>1661</td>
</tr>
<tr>
<td>Mori et al [47]</td>
<td>2018</td>
<td>Retrospective</td>
<td>—</td>
<td>EC</td>
<td>—</td>
<td>144</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Chen et al [48]</td>
<td>2018</td>
<td>Prospective</td>
<td>DNN(^k)</td>
<td>NBI</td>
<td>193</td>
<td>284</td>
<td>2441</td>
<td>2157</td>
<td>284</td>
</tr>
<tr>
<td>Renner et al [49]</td>
<td>2018</td>
<td>Retrospective</td>
<td>DNN</td>
<td>NBI and HD-WL(^l)</td>
<td>250</td>
<td>231</td>
<td>788</td>
<td>602</td>
<td>186</td>
</tr>
<tr>
<td>Mori et al [50]</td>
<td>2018</td>
<td>Prospective</td>
<td>SVM classifier</td>
<td>NBI and EC</td>
<td>325</td>
<td>466</td>
<td>—</td>
<td>61,925</td>
<td>450</td>
</tr>
<tr>
<td>Mori et al [50]</td>
<td>2018</td>
<td>Prospective</td>
<td>SVM classifier</td>
<td>NBI and EC</td>
<td>325</td>
<td>466</td>
<td>—</td>
<td>61,925</td>
<td>450</td>
</tr>
<tr>
<td>Kudo et al [51]</td>
<td>2019</td>
<td>Retrospective</td>
<td>EndoBRAIN system</td>
<td>White light, NBI, and EC</td>
<td>89</td>
<td>100</td>
<td>—</td>
<td>69,142</td>
<td>5065</td>
</tr>
<tr>
<td>Kudo et al [51]</td>
<td>2019</td>
<td>Retrospective</td>
<td>EndoBRAIN system</td>
<td>White light, NBI, and EC</td>
<td>89</td>
<td>100</td>
<td>—</td>
<td>69,142</td>
<td>5065</td>
</tr>
<tr>
<td>Figueiredo et al [52]</td>
<td>2019</td>
<td>Retrospective</td>
<td>Segmentation algorithm</td>
<td>NBI</td>
<td>10</td>
<td>11</td>
<td>86</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>Rodriguez-Diaz et al [53]</td>
<td>2020</td>
<td>Retrospective</td>
<td>DeepLab framework</td>
<td>High magnification NBI</td>
<td>286</td>
<td>607</td>
<td>740</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yang et al [54]</td>
<td>2020</td>
<td>Retrospective</td>
<td>CNN-Inception-ResNet</td>
<td>White light</td>
<td>1339</td>
<td>—</td>
<td>3828</td>
<td>—</td>
<td>240</td>
</tr>
</tbody>
</table>

\(^{a}\) SVM: support vector machine.

\(^{b}\) NBI: narrow band imaging.

\(^{c}\) This value was not reported.

\(^{d}\) Shape-UCM is an algorithm for automatic polyp segmentation.

\(^{e}\) EC: endocytoscopy.

\(^{f}\) CAD: computer-aided diagnosis.

\(^{g}\) EndoBRAIN is a novel artificial intelligence system.
Table 3. Characteristics of randomized controlled trials whose primary outcome was polyp detection.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Recruitment</th>
<th>Machine learning approach</th>
<th>Imaging modality</th>
<th>Patients, n</th>
<th>Polyps, n</th>
<th>PDR(^a) – AI(^b), %</th>
<th>PDR – control, %</th>
<th>ADR(^c) – AI, %</th>
<th>ADR – control, %</th>
<th>Withdrawal time(^d), min</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al(^{[56]})</td>
<td>2019</td>
<td>Real-time, prospective</td>
<td>ANN-SegNet architecture</td>
<td>Video stream</td>
<td>1058</td>
<td>767</td>
<td>45.02</td>
<td>29.10</td>
<td>29.12</td>
<td>20.34</td>
<td>6.18 vs 6.07</td>
<td>.15</td>
</tr>
<tr>
<td>Wang et al(^{[57]})</td>
<td>2020</td>
<td>Prospective</td>
<td>ANN-SegNet architecture</td>
<td>Video stream</td>
<td>962</td>
<td>809</td>
<td>52</td>
<td>37</td>
<td>34</td>
<td>28</td>
<td>6.48 vs 6.37</td>
<td>.14</td>
</tr>
<tr>
<td>Su et al(^{[58]})</td>
<td>2020</td>
<td>Prospective</td>
<td>DCNN(^f)</td>
<td>Video stream</td>
<td>623</td>
<td>273</td>
<td>38.31</td>
<td>25.40</td>
<td>28.90</td>
<td>16.50</td>
<td>7.03 vs 5.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gong et al(^{[59]})</td>
<td>2020</td>
<td>Prospective</td>
<td>DCNN</td>
<td>Video stream</td>
<td>704</td>
<td>47</td>
<td>47</td>
<td>34</td>
<td>34</td>
<td>8</td>
<td>6.38 vs 4.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Liu et al(^{[60]})</td>
<td>2020</td>
<td>Prospective</td>
<td>ANN</td>
<td>Video stream</td>
<td>1026</td>
<td>734</td>
<td>43.65</td>
<td>27.81</td>
<td>39.10</td>
<td>23.89</td>
<td>6.82 vs 6.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Luo et al(^{[61]})</td>
<td>2020</td>
<td>Prospective</td>
<td>CNN-YOLO(^h)</td>
<td>Video stream</td>
<td>150</td>
<td>185</td>
<td>38.7</td>
<td>34.0</td>
<td>—</td>
<td>—</td>
<td>6.22 vs 6.17</td>
<td>.10</td>
</tr>
<tr>
<td>Repici et al(^{[62]})</td>
<td>2020</td>
<td>Prospective</td>
<td>CNN-GI Genius(^i)</td>
<td>Video stream</td>
<td>685</td>
<td>596</td>
<td>—</td>
<td>—</td>
<td>54.8</td>
<td>40.4</td>
<td>6.95 vs 7.25</td>
<td>.10</td>
</tr>
<tr>
<td>Wang et al(^{[63]})</td>
<td>2020</td>
<td>Prospective</td>
<td>ANN-Endoscreener</td>
<td>Video stream</td>
<td>369</td>
<td>—</td>
<td>63.59</td>
<td>55.14</td>
<td>42.39</td>
<td>35.68</td>
<td>6.55 vs 6.51</td>
<td>.75</td>
</tr>
</tbody>
</table>

\(^{a}\)PDR: polyp detection rate.
\(^{b}\)AI: artificial intelligence.
\(^{c}\)ADR: adenoma detection rate.
\(^{d}\)Withdrawal time excluded the time to perform the biopsy.
\(^{e}\)ANN: artificial neural network.
\(^{f}\)DCNN: deep convolutional neural network.
\(^{g}\)This value was not reported.
\(^{h}\)YOLO: you only look once.
\(^{i}\)GI Genius (Medtronic) is novel artificial intelligence system.

Detection or Localization of a Polyp
The diagnostic accuracy of the machine learning systems for detecting polyps was assessed using 103,049 still images in 10 studies, reporting a pooled sensitivity of 0.84 (95% CI 0.74-0.93), a specificity of 0.87 (95% CI 0.83-0.90), and an accuracy of 0.89 (95% CI 0.81-0.97). Lesions within video frames or images were used by 14 studies to report the diagnostic performance of their detection systems, highlighting a sensitivity of 0.92 (95% CI 0.89-0.95), a specificity of 0.89 (95% CI 0.84-0.94; Figure 2), and an accuracy of 0.87 (95% CI 0.76-0.97). There were 11 studies analyzing the accuracy of polyp detection through the use of images or video clips gathered from more than 17,401 patients. These demonstrated a sensitivity of 0.92 (95% CI 0.90-0.94), a specificity of 0.93 (95% CI 0.91-0.96), and accuracy of 0.92 (95% CI 0.87-0.98).
Characterization of a Detected Polyp

There were 9 studies reporting diagnostic accuracy characteristics for computer analysis of single image frames. These included a total of 22,862 images and demonstrated a sensitivity of 0.92 (95% CI 0.90-0.95; Figure 3), a specificity of 0.79 (95% CI 0.68-0.91), and an accuracy of 0.87 (95% CI 0.83-0.91). A further 20 studies assessed the diagnostic accuracy of techniques for predicting the histological diagnosis of a polyp, with a sensitivity of 0.94 (95% CI 0.92-0.95), a specificity of 0.87 (95% CI 0.83-0.90), and an accuracy of 0.91 (95% CI 0.88-0.93). A total of 16 studies analyzed diagnostic accuracy using images or video clips from a cohort of 4001 patients having undergone colonoscopy. These studies showed a sensitivity of 0.94 (95% CI 0.92-0.95), a specificity of 0.82 (95% CI 0.73-0.91), and an accuracy of 0.90 (95% CI 0.86-0.94).

Figure 2. Pooled analysis of specificity of polyp detection by the use of lesions or polyps within video frames or images. Effect sizes (ES) are shown with 95% CIs. A random-effects model was used.

Figure 3. Pooled analysis of sensitivity of polyp characterization by the use of images. Effect sizes (ES) are shown with 95% CIs. A random-effects model was used.
PDR and ADR for Polyp Detection: RCTs

The 8 RCTs consisted of a total of 5577 patients: 2438 patients in the AI group and 2463 patients in the control group with standard colonoscopy alone [56-59]. These captured data prospectively with the use of deep learning methods on real-time video streams from colonoscopy.

The meta-analysis showed a significant increase in pooled PDR in patients with the use of AI for polyp detection during colonoscopy compared with patients who had standard colonoscopy (odds ratio [OR] 1.75, 95% CI 1.56-1.96; \( P <.001 \); Figure 4). The PDR ranged from 38% to 64% when using AI, with a median of 45%. When comparing patients undergoing colonoscopy with the use of AI to those having standard colonoscopy, there was also a significant increase in ADR (OR 1.53, 95% CI 1.32-1.77; \( P <.001 \); Figure 5). The ADR ranged from 16% to 55% with a median of 34% when using AI technology compared to standard colonoscopy.

Figure 4. Pooled analysis of polyp detection rate. Odds ratios are shown with 95% CIs. A random-effects model was used for the meta-analysis.

Figure 5. Pooled analysis of adenoma detection rate. Odds ratios are shown with 95% CIs. A random-effects model was used for the meta-analysis.
Heterogeneity of Studies

There was a high degree of variation between studies. The heterogeneity was statistically significant when comparing the studies for polyp detection and characterization and assessing for sensitivity, specificity, and accuracy ($P<.05$). The lowest variation for polyp detection was among the studies assessing accuracy with polyp data ($I^2=86.3\%$), and the highest was among those analyzing the sensitivity of machine learning systems using image data sets ($I^2=99.9\%$). When considering studies for polyp characterization, the heterogeneity was lowest for studies analyzing sensitivity using patient data sets ($I^2=51.1\%$) and highest when assessing specificity using image data sets ($I^2=99.9\%$). Within the RCTs assessed, there was found to be a low degree of heterogeneity for PDR ($I^2=0\%$; $P=.70$) and a moderate degree of heterogeneity for ADR ($I^2=45.5\%$; $P=.09$). These results were not statistically significant.

Quality Assessment

The assessment of bias for the studies when using the QUADAS-2 tool is depicted in Table S1 in Multimedia Appendix 2. Most of the RCTs scored 3 or more on the Jadad scale and were, therefore, considered to be of good quality (Table S2 in Multimedia Appendix 2). One study scored 2, suggesting poor quality, but after reviewing the paper and its evidence in detail, the paper was included in the final analysis [64]. This is because despite the lack of mention of blinding, the selection process for participants was justified with consecutive patients enrolled, and there were no concerns regarding applicability. The paper matched the selection criteria of our study and was otherwise in line with other studies that were included.

Discussion

Principal Findings

The aim of this systematic review and meta-analysis was to examine the current status of diagnostic accuracy for AI-based technologies in the detection and characterization of colorectal polyps. We found a wide variety of machine learning systems being used for polyp detection and characterization in numerous studies. The overall diagnostic accuracy for these systems to detect polyps was high, predominantly with sensitivities, specificities, and accuracies above 84%. When characterizing polyps, the majority of machine learning systems had sensitivities, specificities, and accuracies above 82%. These outcomes show good results for current machine learning systems and algorithms to detect and characterize polyps, and indirectly in regard to the rate of false positives.

This meta-analysis highlights a significant increase in PDR and ADR when using AI systems in conjunction with colonoscopy in real time to detect polyps in the colon and rectum with an overall OR of 1.75 (95% CI 1.56-1.96; $P<.05$) and 1.53 (95% CI 1.32-1.77; $P<.05$), respectively. The UK key performance indicators and quality assurance standards for colonoscopy dictate that the minimal ADR should be 15%, with an aspirational target of 20% [65]. It has previously been shown that endoscopists with an ADR of less than 20% had a hazard ratio for interval cancer that was 10 times higher than those with an ADR of greater than 20% [66]. All RCTs in this review were shown to have an ADR of greater than 15% when detecting polyps with the use of an AI system, the majority of which highlighted an ADR of greater than 25% [56-58]. These outcomes are a promising start for the use of AI to detect missed polyps and, thus, may lead to a reduction in CRC incidence.

The assessment of quality of the diagnostic accuracy studies included in this paper highlighted an overall low risk of bias, justifying the validity of the study results and implying that their results may be applicable to clinical practice. The main area of bias in the RCTs was in the process of blinding. This may have contributed to an overestimation in the effects of AI in polyp detection.

There are many limitations within the published studies (Table S1 in Multimedia Appendix 3). Factors contributing to the miss rate of polyps are multifactorial and include patient-related factors, polyp-related factors, and image-related factors [67,68]. It is encouraging to note that a variety of imaging modalities were used in the studies in this review, since this will improve applicability in a clinical setting. We note that most studies with image enhancement techniques have used NBI, and it will be important to validate the performance of AI systems in endoscopy using image enhancement approaches from other manufacturers (eg, i-scan from PENTAX Medical and blue laser imaging from Fujifilm Corporation). Some studies analyzing polyp characterization used magnification NBI [11,36,38,69]. This imaging modality is not commonly used in Western endoscopic practice, so is less applicable to a health care setting in the Western world. Although there has been significant development in computer-assisted technologies to increase ADR, issues with image quality still remain. Many studies in this review excluded images that were blurred or of poor quality when assessing diagnostic accuracy of the machine learning systems. [27,40,42,51]. Recent RCTs have tried to tackle this problem by developing models to recognize blurry frames [58,59]. Other studies excluded images with poor bowel preparation [27,36,48]. Adequate bowel cleansing is vital for complete mucosal inspection; however, it has been shown in a meta-analysis that low-quality preparation does not significantly affect ADR, since these patients frequently undergo repeat colonoscopy [70]. Most RCTs included in this review used the Boston Bowel Preparation Scale [71] to assess adequacy of bowel preparation.

Sufficient withdrawal time allows full mucosal inspection with careful examination of all folds and flexures, in an attempt to avoid missing any polyps. It has been shown that an increase in withdrawal time is associated with an increase in ADR [72]. This supports the use of withdrawal times as a quality indicator for screening colonoscopy. In preclinical studies, it is difficult to assess withdrawal times given the use of still images and video clips. In the RCTs assessed, the withdrawal times—including biopsy time—were mostly higher with the use of AI-based technology, although not significantly so in all studies (Table 3). However, the ability to record the withdrawal time is equally important [58,59]. This may suggest that quality control during colonoscopy examinations can be maintained with the use of machine learning.
Given the fact that AI is a relatively new and evolving area of medical practice, there is a lack of evidence-based standards to support its development. This is highlighted through the inconsistencies in validating the machine learning systems in each study. The data used for training the algorithms vary in type, for example, as either a static image from the colonoscopy [45,46] or an image of a polyp [21,47], and in number, with some studies having very small sample sizes [21,52]. We acknowledge the high degree of heterogeneity in the included studies, which may, in part, be explained by the wide range of approaches or algorithms used. This may suggest that our findings are applicable to a wide range of study settings and outcomes. However, the high degree of heterogeneity also emphasizes the issue of inconsistencies within the development of AI systems and, thus, weakens their design and may hinder implementation of the AI systems in a clinical setting. In order to address this problem, we are developing a new multidisciplinary, consensus-based reporting standards statement called STARD-AI (Standards for Reporting of Diagnostic Accuracy Studies—Artificial Intelligence). It is being developed to provide stringent guidelines for all AI-based clinical trials that report diagnostic accuracy [73,74].

The lack of standards among these studies introduces an element of selection bias. In traditional computer programming, intelligent systems were built by writing models by hand and, therefore, understanding the rules from which conclusions were made. Neural networks and deep learning techniques are criticized for their “black box” problem, in failing to produce an intelligible description of the results produced. This creates tension between our need for explanations and our interests in efficiency. Most studies in this systematic review did not reveal their algorithms, which begs one to question whether they only used the algorithms that were most successful in producing the desired outcome without understanding the process underlying it.

Multiple other factors contribute to the lack of applicability of these studies in clinical practice. Many of the studies about polyp detection and characterization have been carried out in Japan [46,50,51] or China [19,56,59], and differences in polyp biology and tumorigenesis may limit application to Western endoscopy practice [75]. Furthermore, for real-time detection to be successful, the operation of the AI system to detect and characterize polyps must be fast, practical, and nondisruptive to workflow. However, most current studies are designed in a nonclinical environment and carried out retrospectively, with only a handful of recent RCTs. More RCTs are needed to provide prospective data by testing the machine learning systems while a colonoscopy procedure is undertaken.

The financial implications of introducing an AI system to endoscopy should be considered. The studies in this review lack evidence to show that AI systems would be cost-effective. Before clinical application, studies must demonstrate that the current burden on health care systems and histopathology departments can be relieved, both in view of workload and in terms of costs. A very recent study examining the use of AI combined with the diagnose-and-leave strategy for diminutive polyps has found substantial reductions in the cost of colonoscopy based on prospective data [76]. This is an encouraging outcome, but more studies are needed.

The role of the health care workforce must also be considered in a time of developing AI systems. At present, real-time detection systems during colonoscopy are not able to operate independently of human direction, but understanding the change in the role of the endoscopist and nurses will be crucial for the future. In addition, a skills gap to prepare the workforce for AI will need to be addressed. The refinement of machine learning systems in detecting polyps will eventually lead to the use of AI in conjunction with all routine colonoscopy procedures. This will allow the procedure to be performed by staff who will not require the lengthy training or accreditation [77]. In this scenario, only patients with complex polyps requiring more advanced management may need to be referred to expert endoscopists.

It is important to also consider some of the ethical dilemmas that arise from the use of AI in health care. The aim of AI in polyp detection and characterization is to introduce machine learning as a “checker system” for the endoscopist. As a result, incorporation of AI into endoscopy should be encouraged as a complementary tool and not as a replacement for a clinician. For this reason, a high degree of accuracy is required from AI systems. We expect that they operate with 100% sensitivity and a low rate of false positives. However, AI is not yet free from bias or errors, and an AI decision support tool could easily succumb to automation bias when its predictions are almost always followed by the endoscopist [78]. Machine learning systems can also unintentionally reproduce or magnify existing biases of their training data sets and exacerbate health disparities [79]. Many of the studies in this meta-analysis, for example, have excluded patients with IBD or sessile serrated polyps [39,43,56], limiting their applicability for these populations. We recognize that these other cohorts of patients, including those with benign colonic pathologies and not exclusively polyps, are important to include in such research. However, this technology is still in its infancy and these patient groups represent a minority. It is difficult and not entirely feasible to create validated AI algorithms for all patient cohorts until the technology is more established and works well in its own right.

Although this systematic review has shown the performance of the AI systems to be satisfactory, the majority of the studies are preclinical trials that have not addressed these clinical needs. As a result, there remains a lack of confidence by endoscopists and patients to fully adopt the system as a whole. The clinical expectations exceed the aims of the machine learning algorithms. To fully support the incorporation of an AI system into routine practice, the diagnostic accuracy for polyp detection and characterization must meet the desired threshold, while also providing confidence that quality requirements will be fulfilled. A further two challenges threaten the ability for AI to thrive in health care: patient confidentiality and accountability. The lack of stringent policies for the use of training data in AI means that the methods used to deidentify patient information are weak, and we suggest that standardized guidance is required for the consent of collection and use of patient data for AI training purposes. Once an algorithm-based health care system is
operational, the question of accountability arises. In the case
that a machine learning system working in unison with an
endoscopist detects and characterizes a polyp as hyperplastic
when, in fact, it is adenomatous, who is held liable for this
mistake? A robust legal framework in association with national
and international endoscopy representative groups (eg, the Joint
Advisory Group on Gastrointestinal Endoscopy in the United
Kingdom and the ASGE in the United States) for the use of AI
in health care is vital to protect endoscopists and patients.
Addressing these important concerns will help build confidence
and trust among patients and doctors for the use of machine
learning in the delivery of care.

Conclusions
This systematic review and meta-analysis highlights the growing
interest in the field of polyp detection and characterization
during colonoscopy using AI. The current accuracy of machine
learning for this role is high. There is potential to improve ADR
and, consequently, reduce the incidence of CRC.

However, AI and machine learning systems are still evolving.
Firstly, higher-quality research with modern trial designs is
needed in this field, with particular attention on using larger
data sets and by validating the AI systems prospectively in a
clinical setting. Secondly, these systems must provide quality
assurance with a robust ethical and legal framework before they
can be fully embraced by clinicians and patients in the future.
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Abstract

Background: Telemental health care has been rapidly adopted for maintaining services during the COVID-19 pandemic, and a substantial interest is now being devoted in its future role. Service planning and policy making for recovery from the pandemic and beyond should draw on both COVID-19 experiences and the substantial research evidence accumulated before this pandemic.

Objective: We aim to conduct an umbrella review of systematic reviews available on the literature and evidence-based guidance on telemental health, including both qualitative and quantitative literature.

Methods: Three databases were searched between January 2010 and August 2020 for systematic reviews meeting the predefined criteria. The retrieved reviews were independently screened, and those meeting the inclusion criteria were synthesized and assessed for risk of bias. Narrative synthesis was used to report these findings.

Results: In total, 19 systematic reviews met the inclusion criteria. A total of 15 reviews examined clinical effectiveness, 8 reported on the aspects of telemental health implementation, 10 reported on acceptability to service users and clinicians, 2 reported on cost-effectiveness, and 1 reported on guidance. Most reviews were assessed to be of low quality. The findings suggested that video-based communication could be as effective and acceptable as face-to-face formats, at least in the short term. Evidence on the extent of digital exclusion and how it can be overcome and that on some significant contexts, such as children and young people’s services and inpatient settings, was found to be lacking.

Conclusions: This umbrella review suggests that telemental health has the potential to be an effective and acceptable form of service delivery. However, we found limited evidence on the impact of its large-scale implementation across catchment areas. Combining previous evidence and COVID-19 experiences may allow realistic planning for the future implementation of telemental health.

(J Med Internet Res 2021;23(7):e26492) doi:10.2196/26492
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Introduction
Background
The use of technologies such as phone or video calls between mental health professionals and other mental health professionals, patients, service users, family members, or carers to deliver mental health care (telemental health) has become an essential tool in recent months; importantly, it has taken a central role internationally in maintaining mental health services during the COVID-19 pandemic [1]. Policy makers and mental health professionals, along with mental health service users, now express interest in continuing some use of these technologies long term, even in the absence of pandemic-related social distancing requirements [1-3]. The potential benefits of remote technologies extend beyond adaptation to government social distancing guidelines, allowing the efficiency and flexibility of mental health services to be maximized. The mobilization of telemental health during the pandemic has happened largely ad hoc, thereby achieving remarkably rapid but highly variable implementation. This emergency response has mostly occurred without systematic references to the literature. To plan the effective and acceptable deployment of telemental health beyond the pandemic, it is crucial that we now review all the relevant evidence regarding potential impacts, challenges, and outcomes of widespread remote technology utilization and identify the key mechanisms for its acceptable integration into routine care [4].

Telemental health offers a number of potential benefits that generate a significant interest among service providers not only during the pandemic but also in the long term. For service users across a range of populations, settings, and conditions [5], potential benefits include convenience and improved accessibility, particularly where issues such as physical mobility difficulties, anxiety, or paranoia impede a face-to-face contact [1]. Potential advantages for staff include reduced environmental impact, greater convenience with opportunities for working at home, and ease of communication within and between mental health teams [2]. Although some have argued that problems with building rapport [6] along with privacy and safety concerns may hinder the implementation of remote care, service users have been found to report such apprehensions less than clinicians [7]. Several studies have also suggested that telemental health may be more cost-effective than face-to-face delivery [7].

Despite potential benefits and a substantial body of relevant research, the delivery of remote working remained very limited in most countries before the pandemic with substantial implementation barriers [8], along with the potential for inequalities to be exacerbated. Digital exclusion is an important concern for service users who lack the necessary skills, space, equipment, and monetary resources to access web-based treatment. This is more marked in marginalized groups such as people from BAME (Black, Asian, and minority ethnic) and low socioeconomic status backgrounds [9]. Further risks include the loss of privacy and deterioration in therapeutic relationships [1,10-12]. Staff participation is also impeded by technological and environmental difficulties, and they express reservations regarding the quality of assessments, deterioration of therapeutic relationships, and limitations in the extent to which there is a focus on physical as well as mental health [8,11,12].

Objectives
Therefore, the potential benefits and disadvantages of telemental health are finely balanced. Risks of longer-term rollout of telemental health without close attention to intended and unintended consequences include the digital exclusion of some of those already most disadvantaged and decline in the quality of care and, potentially, of outcomes. One source with the potential to inform policy makers and service planners in their future telemental health strategies is the substantial body of research studies published before the pandemic. This paper therefore aims to provide a rapid summary of the existing literature on the effectiveness, cost-effectiveness, barriers and facilitators for implementation, acceptability, and reach of remote interventions for the assessment and treatment of mental health problems. Our objective is to identify, appraise, and synthesize the systematic reviews of literature and guidance on telemental health, including qualitative and quantitative outcomes using the umbrella review or review of reviews methodology. Umbrella reviews are useful in summarizing a broad evidence base to inform policy [13]. It is hoped that the results will help illuminate the benefits and remaining challenges while implementing telehealth technologies during the remainder of the pandemic and in the perhaps permanently changed reality that follows.

Methods
Overview
A rapid umbrella review was conducted guided by the World Health Organization practical guide for Rapid Reviews to Strengthen Health Policy and Systems [14] and adhering to PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [15] and umbrella review guidance [16]. In line with the agreed rapid review methodology, this review aims to provide a timely but robust answer to the research question by accelerating some aspects of the systematic review process while maintaining transparency and protocol-driven decision making throughout [14]. The protocol was prospectively registered on PROSPERO (CRD42020208085).

Search Strategy and Selection Criteria
Overview
The search strategy implemented a combination of keywords and subject heading searches across PsycINFO (01/01/2010-26/08/2020), PubMed (01/01/2010-26/08/2020), and the Cochrane Database of Systematic Reviews
(01/01/2010-26/08/2020). Searches combined terms for systematic reviews, mental health disorders, and telemental health. The full search strategy is available in Multimedia Appendix 1. We included systematic reviews that met the following criteria.

**Population**

Staff working within the field of mental health, people receiving mental health care or with mental health diagnoses, family members, or carers of people receiving mental health care were included. In line with our focus on people whose conditions tend to make them eligible for telemental health care, we also included people with dementia, neurodevelopmental disorders, and addiction but excluded people with primary sleep disorders, unless combined with other mental health problems.

**Interventions**

Any form of spoken or written communication conducted between mental health professionals and patients, service users, family members, carers, or other mental health professionals using either the internet or the telephone were included. We excluded the reviews of digital interventions where the primary aim of the technology was not to facilitate direct therapeutic contact with a mental health professional; thus, for example, we excluded apps and websites delivering assessment or treatment in a digital format.

**Outcomes**

Reviews reporting at least one of the following: implementation outcomes (outcomes relating to the process of care, adherence to intended models, uptake and coverage, and barriers and facilitators to implementation), acceptability outcomes (including staff and service user satisfaction, and experiences of the therapeutic relationship and communication), clinical effectiveness, cost-effectiveness, or evidence-based guidance for telemental health were included. Qualitative and quantitative data were analyzed.

**Design**

Systematic reviews with or without meta-analyses, realist reviews, and qualitative meta-syntheses were included. We considered reviews to be of sufficient quality for inclusion if they searched at least three databases based on recommendations by Cochrane and the Assessment of Multiple Systematic Reviews (AMSTAR) [17], meaning that at least two databases plus subject-specific databases were searched. In line with recommendations for conducting systematic reviews for quantitative data [15], quantitative reviews were also required to include appraisal of the quality of included studies.

Owing to the rapid nature of the review, we limited our search to reviews published since January 2010 and those available in the English language. This was a pragmatic decision because studies published before 2010 would still be picked up within systematic reviews.

A total of 3 reviewers (PB, LG, and CC) double screened 10% of titles and abstracts, and disagreements were discussed until consensus was reached. The remaining titles were independently screened, and studies not meeting the inclusion criteria were excluded. Full-text articles were subsequently reviewed by 5 reviewers (PB, TS, LG, CC, and LW). A selection of full texts was double checked to ensure consistency, and any reviews that did not facilitate a straightforward inclusion or exclusion decision were discussed with the wider review group.

**Data Extraction**

A total of 7 reviewers (LG, CC, PB, TS, LSR, JW, and HIJ) extracted data from the included reviews using a Microsoft Excel-based form. In total, 10% of extractions were double checked by a second reviewer, and inconsistencies were discussed and corrected. The extracted data included citation details, objectives, type of review, participant details (including gender, ethnicity, age, and mental health diagnosis accompanied by staff details where relevant), types of telemental health intervention reviewed, setting and context (mental health service, community, inpatient or residential, or primary mental health care service), number of databases sourced and searched, date range of database searching, the publication date range of studies included in the review informing each outcome of interest, number of included studies, types of studies and country of origin of studies included, instrument used to appraise the primary studies and the rating of their quality; reported clinical, cost-effectiveness, and implementation outcomes; method of synthesis or analysis employed to synthesize the evidence; and conclusions of the review authors.

**Quality Assessment**

The quality of each included systematic review was assessed using the AMSTAR 2 checklist [17]. This is a revised version of the original AMSTAR checklist [18], which is a validated measure of systematic review quality [19]. The checklist was used to give each review an overall rating of quality ranging from high (0 or 1 noncritical weakness: providing an accurate and comprehensive summary of the results of the available studies that address the question of interest) to critically low (more than 1 critical flaw with or without noncritical weaknesses: the review should not be relied upon to provide an accurate and comprehensive summary of the available studies) [17]. The study quality was assessed along with data extraction. Table 1 presents the quality ratings.
Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention type (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Search dates</th>
<th>Number of studies included</th>
<th>Study designs (number of studies)</th>
<th>Patients included, n (% female)</th>
<th>Diagnoses (number of studies)</th>
<th>Population age in years, mean (range)</th>
<th>Ethnicity, n (%)</th>
<th>Countries covered (number of studies)</th>
<th>Quality appraisal rating (AM-STAR 2a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harerimana et al (2019) [20]</td>
<td>Mobile apps (NR); smart technologies (NR); teleconferencing systems (NR); internet-based therapies (NR); Skype (videoconferencing) calls (NR)</td>
<td>Waiting list or TAU&lt;sup&gt;c&lt;/sup&gt; (NR); no comparator (NR)</td>
<td>1946-2017</td>
<td>9</td>
<td>Pilot RCT&lt;sup&gt;d&lt;/sup&gt; (n=2); RCT (n=2); program case analysis (n=1); quasiexperimental study (n=1); prospective design (n=1); cross-sectional survey (n=1); case study (n=1)</td>
<td>2032 (NR)</td>
<td>Depression or self-reported depressive symptoms (n=9)</td>
<td>&gt;65 (NR)</td>
<td>NR</td>
<td>United States (n=5); Australia (n=1); Canada (n=1); China (n=1); The Netherlands (n=1)</td>
<td>Low</td>
</tr>
<tr>
<td>Dorstyn et al (2013) [21]</td>
<td>Telecounseling, that is, telephone, videophone, and computer (NR) or web-based digital media, that is, email, audio-only, or audio-video communication via the internet (NR)</td>
<td>TAU (n=3); face-to-face (n=1); minimal support or waitlist (n=2); no comparator (n=2)</td>
<td>1970-2013</td>
<td>9 (8 different samples)</td>
<td>RCT (n=7); single arm (n=1); nonrandomized controlled trial (n=1)</td>
<td>498 (n=66)</td>
<td>Depression or psychiatric comorbidities with depression symptoms (n=9)</td>
<td>54 (NR)</td>
<td>Hispanic, 243 (52); Latino, 139 (30); Asian, 105 (21); African American, 11 (2)</td>
<td>Critically low</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Population age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AM-STAR 2a)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>--------------</td>
<td>---------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>-------------------------------------</td>
<td>----------------</td>
<td>--------------------------------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>Berryhill et al (2019a) [22]</td>
<td>Video-based CBT (n=12); video-based behavioral activation (n=3); video-based acceptance and behavioral therapy (n=1); video-based exposure therapy (n=2); video-based metacognitive therapy (n=1); video-based problem-solving therapy (n=2); video-based therapy in multiple modalities (n=9)</td>
<td>Face-to-face psychotherapy (n=16); face-to-face or telephone (n=2); no control (n=15)</td>
<td>1991-2017</td>
<td>33</td>
<td>RCT (n=14); quasi-experimental (n=4); single cohort study—before and after (n=9); case study (n=4); multiple baseline design (n=1); single case interrupted time series (n=1)</td>
<td>NR</td>
<td>Depression (n=9); PTSD (n=12); depression with comorbid anxiety or PTSD (n=12)</td>
<td>(10.3-80.4)</td>
<td>NR</td>
<td>NR</td>
<td>Critical low</td>
</tr>
<tr>
<td>Berryhill et al (2019b) [23]</td>
<td>Video-based CBT (n=12); video-based behavioral activation (n=3); video-based ACT (n=1); video-based exposure therapy (n=2); video-based problem-solving therapy (n=1); video-based metacognitive therapy (n=1); multiple modality (n=1)</td>
<td>Face-to-face psychotherapy (n=20); no control (n=1)</td>
<td>1991-2017</td>
<td>21</td>
<td>RCT (n=6); quasi-experimental (n=4); uncontrolled (n=11)</td>
<td>NR</td>
<td>Depression (n=2); PTSD (n=7); anxiety disorder (ie, PD), GAD, and social phobia; n=5; depression or mood disorder (n=7)</td>
<td>(8-62)</td>
<td>NR</td>
<td>NR</td>
<td>Critical low</td>
</tr>
<tr>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>Internet-based CBT with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face psychotherapy (n=5); supportive counseling (n=1); waitlist (n=1); no comparator (n=4)</td>
<td>1970-2014</td>
<td>11</td>
<td>RCT (n=4); nonrandomized (n=7)</td>
<td>472 (NR)</td>
<td>PTSD (n=11)</td>
<td>40 (18-68)</td>
<td>NR</td>
<td>United States (n=6); Australia (n=3); Canada (n=1); United Kingdom (n=1)</td>
<td>Critical low</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Population age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AM-STAR 2a)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------------------------------</td>
<td>--------------------------------</td>
<td>--------------</td>
<td>----------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------</td>
<td>----------------</td>
<td>---------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Chrestensen et al (2019) [25]</td>
<td>Video consultations and telepsychiatry (n=21)</td>
<td>Face-to-face (n=11); no control (n=10)</td>
<td>2000-2017</td>
<td>21</td>
<td>RCT (n=7); surveys (n=3); intervention study (n=6); evaluation using qualitative and quantitative methods (n=1); qualitative studies (n=4)</td>
<td>2525 (NR)</td>
<td>Depression (n=6); various diagnoses (n=15)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=12); Canada (n=5); Spain (n=1); Australia (n=1); Hong Kong (n=1); Germany (n=1)</td>
<td>Low</td>
</tr>
<tr>
<td>Coughtrey and Pistrang (2018) [26]</td>
<td>CBT (n=12); ERP (n=1); behavior therapy (n=1)</td>
<td>Face-to-face exposure response therapy (n=1); telephone emotion-focused therapy (n=1); TAU (n=5); waitlist (n=3); no comparator (n=4)</td>
<td>1991-2016</td>
<td>14</td>
<td>RCT (n=9); uncontrolled design (n=3); quasi-experimental (n=2)</td>
<td>750 (NR)</td>
<td>Depression (n=10); 5 with physical comorbidities; OCD (n=2); anxiety disorders (n=2)</td>
<td>NR (32-66)</td>
<td>NR</td>
<td>United States (n=11); United Kingdom (n=2); Canada (n=1)</td>
<td>Low</td>
</tr>
<tr>
<td>Drag et al (2016) [27]</td>
<td>Videoconference (n=24)</td>
<td>Face-to-face (n=23); no comparator (n=1)</td>
<td>2000-2015</td>
<td>26</td>
<td>RCT (n=26)</td>
<td>Analysis of assessment, 765 (NR); analysis of efficacy 2097 (NR)</td>
<td>Analysis of assessment: multiple diagnoses (n=6); Alzheimer disease (n=2); schizophrenia (n=3); autism (n=1); analysis of efficacy: multiple diagnoses (n=2); PTSD (n=3); ADHD (n=1); major depression (n=6); Alzheimer disease (n=1); eating disorders (n=1)</td>
<td>Analysis of assessment, NR (9-68); analysis of efficacy, NR (9-65)</td>
<td>NR</td>
<td>United States (n=17); Canada (n=2); Japan (n=2); China (n=1); New Zealand (n=1); India (n=1); Norway (n=1); Spain (n=1)</td>
<td>Low</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Populotion age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AM-STAR 2a)</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------------------</td>
<td>--------------------------------</td>
<td>--------------</td>
<td>---------------------------</td>
<td>-----------------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>----------------------------------</td>
<td>----------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Garcia-Lizana and Munoz-Mayorga (2010) [28]</td>
<td>Videoconference (n=10)</td>
<td>NR</td>
<td>1997-2008</td>
<td>11</td>
<td>RCT (n=10)</td>
<td>1054 (NR)</td>
<td>Multiple diseases (n=4); depression (n=2); panic disorder (n=1); PTSD (n=1); bulimia (n=1); schizophrenia (n=1)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=6); Canada (n=4); Spain (n=1)</td>
<td>Critically low</td>
</tr>
<tr>
<td>Hassan and Sharif (2019) [29]</td>
<td>Not specified videoconferencing treatment intervention (n=2); video-based CBT (n=7); video-based psychoeducation (n=2); video-based relapse prevention (n=1); video-based treatment management (n=1); video-based evaluation of competency to stand trial (n=1)</td>
<td>Face-to-face (n=14)</td>
<td>2000-2017</td>
<td>14</td>
<td>RCT (n=14)</td>
<td>1714 (NR)</td>
<td>Multiple (n=4); depression (n=5); panic disorder (n=1); PTSD (n=1); schizophrenia (n=1); bulimia nervosa (n=1); mental incompetency (n=1)</td>
<td>NR</td>
<td>NR</td>
<td>Canada (n=5); United States (n=8); Spain (n=1)</td>
<td>Critically low</td>
</tr>
<tr>
<td>Lin et al (2019) [30]</td>
<td>Psychotherapy (n=10); medication (n=3)</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); TAU (n=1); no comparator (n=3)</td>
<td>1998-2018</td>
<td>13</td>
<td>RCT (n=7); quasiexperimental (n=1); nonrandomized pilot studies (n=2); retrospective studies (n=3)</td>
<td>5546 (NR-substantial variability in gender reported)</td>
<td>Substance use disorders, including alcohol (n=5), nicotine (n=3), opioid (n=5)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=10); Canada (n=2); Denmark (n=1)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Lins et al (2014) [31]</td>
<td>Telephone counseling (n=9)</td>
<td>Friendly calls (n=3); TAU (n=6)</td>
<td>2000-2008</td>
<td>12</td>
<td>RCT (efficacy: n=9); qualitative study (experience of intervention: n=3)</td>
<td>NR</td>
<td>Depressive symptoms (n=8); anxiety symptoms (n=1)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=8); Germany (n=1); Canada or United States (n=3)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Population age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AM-STAR)</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------------------------------</td>
<td>--------------------------------</td>
<td>--------------</td>
<td>-----------------------------</td>
<td>-----------------------------------</td>
<td>--------------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------------</td>
<td>-----------------</td>
<td>-------------------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Muskens et al (2014) [32]</td>
<td>Telephone diagnostic interviewing (n=16)</td>
<td>Traditional face-to-face diagnostic interviewing</td>
<td>NR (search was conducted in 2012)</td>
<td>16</td>
<td>NR</td>
<td>1001 (NR)</td>
<td>Studies conducted diagnostic interviewing for a range of diagnoses including depression, anxiety, substance misuse, psychotic disorders, autism, PTSD, manic episodes or mania, panic disorder, social phobia, simple phobia, dysthymia. Included studies interviewed for between 1 and 21 disorders</td>
<td>NR (8.92-76.9)</td>
<td>NR</td>
<td>Moderate</td>
<td></td>
</tr>
<tr>
<td>Naslund et al (2020) [33]</td>
<td>Videoconference for psychiatric or neurological assessment or treatment (n=23); videotaping psychiatric histories (n=1); sending clinical information electronically to psychiatrist for diagnosis and treatment plan (n=1); therapy via text messages (n=1)</td>
<td>Face-to-face (n=26)</td>
<td>2000-2018</td>
<td>26</td>
<td>RCT (n=11); observational study (n=10); pre-post study (n=3); quasi-experimental (n=2)</td>
<td>17.967 (NR)</td>
<td>Depression (n=7); general mental disorders (n=7); child mental health (n=4); geriatric mental health (n=4); PTSD (n=2); suicidal ideation (n=1); epilepsy (n=1)</td>
<td>NR</td>
<td>NR</td>
<td>Critically low</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Population age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AM-STAR 2.0)</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------------</td>
<td>---------------------------------</td>
<td>--------------</td>
<td>---------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------</td>
<td>----------------</td>
<td>----------------------------------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>Norwood et al (2018) [34]</td>
<td>Video-based CBT (n=10)</td>
<td>Face-to-face CBT (n=10)</td>
<td>NR (search took place in 2018)</td>
<td>10</td>
<td>RCT (n=4); non-RCT (n=2); case studies or series (n=3); uncontrolled trial (n=1)</td>
<td>343 (NR)</td>
<td>Depression, anxiety, or mood disorder (n=3); bulimia nervosa or EDNOS (n=1); PTSD (n=2); OCD (n=1); panic disorder with agoraphobia (n=1); social anxiety (n=1); NR (n=1)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=6); Canada (n=1); France (n=1); United Kingdom (n=1); Australia (n=1)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Olthuis et al (2016a) [35]</td>
<td>Internet CBT with therapist email or telephone support (n=37); internet behavioral therapy with exposure (n=1)</td>
<td>Waitlist or attentional control (n=20); face to face (n=7); other internet therapies (n=6); multiple control groups (n=5)</td>
<td>Up to 2015</td>
<td>30</td>
<td>RCT</td>
<td>218 (67.1)</td>
<td>Social phobia (n=11); PD with or without agoraphobia (n=8); GAD (n=5); PTSD (n=2); OCD (n=2); specific phobia (n=2); mixed anxiety (n=8)</td>
<td>37.3 (NR)</td>
<td>NR</td>
<td>Sweden (n=18); Australia (n=14); Switzerland (n=3); Netherlands (n=2); United States (n=1)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Olthuis et al (2016b) [36]</td>
<td>Internet CBT (with therapist contact) or CBT by phone (n=19)</td>
<td>Face-to-face (n=8); internet-based supportive counseling (n=1); TAU (n=2); telephone (n=1); self-help iCBT (n=1); waiting list (n=6)</td>
<td>Up to 2016</td>
<td>19</td>
<td>RCT</td>
<td>1491 (67.7)</td>
<td>PTSD (n=13); subclinical PTSD (n=6)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=13); Sweden (n=3); Germany (n=1); Australia (n=2)</td>
<td>Moderate</td>
</tr>
<tr>
<td>Sansom-Daly et al (2016) [37]</td>
<td>N/A° (systematic review of guidelines)</td>
<td>N/A</td>
<td>2004-2014</td>
<td>20</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>United States (n=10); Canada (n=5); Australia (n=1); United Kingdom (n=1); Europe (n=1); South Africa (n=1); New Zealand (n=1)</td>
<td>Low</td>
</tr>
<tr>
<td>Study</td>
<td>Intervention type (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Search dates</td>
<td>Number of studies included</td>
<td>Study designs (number of studies)</td>
<td>Patients included, n (% female)</td>
<td>Diagnoses (number of studies)</td>
<td>Population age in years, mean (range)</td>
<td>Ethnicity, n (%)</td>
<td>Countries covered (number of studies)</td>
<td>Quality appraisal rating (AMSTAR 2)</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------------</td>
<td>-------------------------------</td>
<td>--------------</td>
<td>---------------------------</td>
<td>----------------------------------</td>
<td>---------------------------------</td>
<td>-----------------------------</td>
<td>-------------------------------------</td>
<td>----------------</td>
<td>-------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Turgoose et al (2018) [38]</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=1); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>Up to 2018</td>
<td>41</td>
<td>NR, A mix of experimental and nonexperimental designs</td>
<td>4130 (NR)</td>
<td>PTSD (n=41)</td>
<td>NR</td>
<td>NR</td>
<td>United States (n=40); Canada (n=1)</td>
<td>Critically low</td>
</tr>
</tbody>
</table>

aAMSTAR 2: Assessment of Multiple Systematic Reviews.
bNR: not reported.
cTAU: treatment as usual.
dRCT: randomized controlled trial.
eCBT: cognitive behavioral therapy.
fPTSD: posttraumatic stress disorder.
gACT: acceptance and commitment therapy.
hPD: Parkinson disease.
iGAD: generalized anxiety disorder.
jERPT: exposure response prevention therapy.
kOCD: obsessive-compulsive disorder.
lADHD: attention-deficit/hyperactivity disorder.
mEDNOS: eating disorders not otherwise specified.
nICBT: internet-based cognitive behavioral therapy.
oN/A: not applicable.

**Data Synthesis**

Heterogeneity in study populations and interventions included in the review, as well as broad inclusion criteria for review study design (eg, qualitative and quantitative), prevented the quantitative pooling of syntheses. As a result, we conducted a narrative synthesis of all interventions and outcomes [39]. This allowed for a more in-depth consideration of all outcome measures and variations in the remote intervention delivery. We grouped reviews by the included population (mental health diagnosis) and further considered the variation in interventions on offer within these subgroups. This was performed for each outcome of interest. Most reviews provided a synthesis of multiple intervention types or failed to adequately differentiate them, making a more thorough comparison across formats impossible.

**Results**

**Overview**

The search returned 1086 reviews, of which 292 potentially relevant full-text articles were identified. Following full-text checks, 19 reviews met the inclusion criteria (Figure 1), reporting 239 individual studies and 20 guidance documents. In total, 15 of the included reviews examined the clinical effectiveness of telemental health as compared with (1)
face-to-face interventions and assessments (n=4), (2) treatment as usual (n=2), or (3) a variety of comparators, including face-to-face, telephone, and treatment as usual (n=9). Eight reviews reported on implementation (broadly defined), including process variables, fidelity, and uptake of interventions, and 10 reviews reported outcomes related to acceptability, including the satisfaction of both service users and clinicians. In total, 1 review focused specifically on the differences in therapeutic alliances between treatment modalities. One review synthesized international guidance on the conduct of videoconferencing-based mental health treatments. Table 1 presents full details of the included reviews, and Figure 1 shows the information on the search and screening process.

Some primary studies were included in more than 1 review: 26 studies appeared in 2 reviews and 27 studies appeared in 3 or more. The remaining 186 studies were included in only 1 review. The double counting of primary studies due to inclusion in multiple reviews contributing to the same outcome was only found for clinical effectiveness outcomes. However, conclusions were similar across reviews, and no review had all the same studies contributing to any synthesis. Multimedia Appendix 2 [20-36,38,40-276] and Multimedia Appendix 3 [40-276] present further details of the study overlap.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram.

Quality of Included Reviews
Most reviews elicited low confidence in quality appraisal because of multiple weaknesses in the study design. The most common weaknesses were a lack of explicit statements that a protocol was developed before the commencement of the review (explicit statements were reported in two reviews [20,35]), lack of duplicate study selection (duplicate selection was reported in five reviews [28,31,32,35,37]), no report of excluded studies and reasons for exclusion (exclusions were reported in two reviews [31,35]), and no report of sources of funding (sources of funding were reported in three reviews [26,27,31]). Meta-analysis was not performed in the majority of reviews, usually because of heterogeneous data or aims centering around more narrative conclusions such as acceptability (n=12) but in those that included meta-analysis [24,27,31,34-36], all except two [31,34] reviews assessed publication bias. The potential impact of risk of bias was only assessed in two reviews performing meta-analysis [31,34], but all reviews performing meta-analysis used appropriate statistical methods for combining results. The reviews eliciting higher confidence (moderate) were two Cochrane reviews [31,36]. Table 1 presents the quality ratings of reviews, and Multimedia Appendix 4 [20-32,34-38] shows the full details of quality assessments.

Clinical Outcomes
Clinical outcomes were reported in 15 reviews [20-24,26-31,34-36,38]. Across all patient populations, including patients with anxiety (n=3), posttraumatic stress disorder (PTSD; n=2), depression (n=4) (including in ethnic minorities, n=1 [21], and older adults, n=1 [20]), substance use disorders (n=1), and multiple disorders (n=4), videoconferencing interventions have been reported to cause significant reductions in symptom severity, with outcomes comparable with face-to-face controls where these were included. Telephone-based interventions tended to report similar significant reductions in symptom severity. However, a review of telephone interventions with older adults with depression [20] reported more mixed findings: reductions were reported in emergency room and hospital visits in one study, and in depression in another; however, a third
study suggested that telephone interventions did not add to benefit gained from a web-only intervention. Follow-up treatment gains were less widely reported, and conclusions were mixed across the reviews. Although the maintenance of improvements was found at varying follow-up assessments in one review [34] and at 3-6 months in two additional reviews [26,38], two other reviews reported that evidence was inconsistent with some studies reporting that videoconference interventions may show less longevity in the maintenance of effects up to 6 months compared with face-to-face interventions [21,24]. A final review of mixed modality remote interventions suggested that although inferior to face-to-face formats at shorter follow-up, remote interventions may be more beneficial than face-to-face interventions at longer follow-ups (36 months) [20]. Table 2 presents further details on the clinical outcomes.
### Table 2. Clinical effectiveness outcomes.

<table>
<thead>
<tr>
<th>Main diagnosis</th>
<th>Study</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Berryhill et al (2019b) [23]</td>
<td>Video-based CBT (n=12); video-based behavioral activation (n=3); video-based ACT (n=1); video-based exposure therapy (n=2); video-based problem-solving therapy (n=1); video-based metacognitive therapy (n=1); multiple modality (n=1)</td>
<td>Face-to-face psychotherapy (n=20); no control (n=1)</td>
<td>In total, 66% (14/21) of studies found statistically significant improvement on validated anxiety measures when videoconferencing psychological therapy was involved. A total of 52% (11/21) of studies reported clinically significant improvements among participants. Controlled study designs comparing face-to-face and videoconferencing psychological therapy sessions (7/10, 70%) found no statistical difference between them.</td>
<td>No combined data were available</td>
</tr>
<tr>
<td></td>
<td>Coughtrey and Pistrang (2018) [26]</td>
<td>Telephone-based CBT (n=2); telephone-based exposure response prevention therapy (n=1); telephone-based behavioral therapy (n=1)</td>
<td>Face-to-face exposure response therapy (n=1); waitlist (n=3)</td>
<td>All 3 RCTs on anxiety reported significant reductions in anxiety symptoms following telephone-delivered intervention (OCD); comparable reductions with face-to-face treatment, maintained over 6-month follow-up. Panic disorder: significant reductions in panic and gains maintained over 3-month follow-up. Transdiagnostic intervention: significant reductions in anxiety sensitivity, panic, social phobia and PTSD. One quasi-experimental study found significant reductions in OCD symptoms as compared with controls maintained at 12-week follow-up.</td>
<td>RCTs: Cohen d range 0.34–1.07 (median 0.69; n=2); uncontrolled: Cohen d=1.07 (n=1)</td>
</tr>
<tr>
<td></td>
<td>Othuis et al (2016a) [35]</td>
<td>Internet CBT with therapist email or telephone support (n=37); internet behavioral therapy with exposure (n=1)</td>
<td>Waitlist or attentional control (n=20); face to face (n=7); other internet-based therapy (n=6); multiple control groups (n=5)</td>
<td>Versus control: therapist-supported iCBT showed significantly larger improvements in anxiety at posttreatment (n=12), disorder-specific anxiety symptom severity (n=30), and general anxiety symptom severity (n=19) at posttreatment as compared with waiting list, attentional control, information only or internet-based discussion group only controls. Versus unguided iCBT: therapist-supported iCBT showed no difference in improvements in anxiety at posttreatment (n=1), disorder-specific anxiety symptom severity at posttreatment (n=5), and general anxiety symptom severity (n=2) at posttreatment compared with unguided self-help iCBT. Versus face-to-face: therapist-supported iCBT showed no difference in improvements in anxiety at posttreatment (n=4) and 6- to 12-month follow-up (n=3), disorder-specific anxiety symptom severity at posttreatment (n=7) and 6- to 12-month follow-up (n=6) and general anxiety symptom severity (n=6) at posttreatment and at 6- to 12-month follow-up (n=5) as compared with face-to-face CBT.</td>
<td>Waitlist, attentional control, information only or internet-based discussion group–only controls at posttreatment: SMD=–1.06 (95% CI –1.29 to –0.82), P&lt;0.001; face-to-face CBT at posttreatment: SMD=0.06 (95% CI 0.25 to 0.37); P=.36 (no difference between iCBT and face-to-face sessions)</td>
</tr>
<tr>
<td><strong>PTSD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main diagnosis</td>
<td>Study</td>
<td>Intervention (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Results</td>
<td>Data</td>
</tr>
<tr>
<td>----------------</td>
<td>-------</td>
<td>----------------------------------</td>
<td>---------------------------------</td>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>PTSD symptoms</td>
<td>Turgoose et al (2018, veterans) [38]</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=1); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>In total, 18 studies looked at the clinical effectiveness of teletherapy interventions. All of these studies reported that teletherapy was associated with significant reductions in PTSD symptoms, regardless of the type of intervention used, except one study that only measured anger in veterans with PTSD. Of those studies that used follow-up measures, all but one found these changes to be present at 3 or 6 months following treatment. In total, 67% (12/18) of studies compared teletherapy with in-person interventions. In all, 9 studies concluded that teletherapy was as effective as in-person therapy. Two suggested in-person therapy produced significantly greater reductions in PTSD symptoms (though neither were randomized), and 1 study found that teletherapy was more effective than in-person therapy.</td>
<td>No combined data available</td>
</tr>
<tr>
<td>PTSD symptoms</td>
<td>Olthuis et al (2016b) [36]</td>
<td>Video-based CBT (n=3); video-based cognitive processing therapy (n=3); internet CBT with therapist email or telephone support (n=9); video-based prolonged exposure (n=2); telephone mindfulness (n=1); video-based behavioral activation and exposure (n=1)</td>
<td>Face-to-face (n=8); internet-based supportive counseling (n=1); treatment as usual (n=2); telephone (n=1); self-help iCBT (n=1); waiting list (n=6)</td>
<td>Overall, telehealth interventions showed significant improvement in PTSD symptoms postintervention (n=18), at 3- to 6-month follow-up (n=11), and at 7- to 12-month follow-up (n=3); videoconferencing: in total, 9 studies examined videoconferencing interventions for PTSD. Results showed a significant improvement in PTSD symptoms at postintervention. There was no difference in improvements in PTSD symptoms between telehealth and face-to-face interventions at posttreatment (n=7); however, face-to-face interventions showed a significantly greater improvement at 3- to 6-month follow-up (n=5). Internet-based therapy delivered with telephone or email support: in total, 8 studies examined internet-delivered interventions with telephone or email support. Results showed significant improvements in PTSD symptoms at postintervention. Furthermore, telehealth interventions were found to show a significantly greater improvement in PTSD symptoms as compared with waitlist controls (n=6). There were no data comparing these interventions with face-to-face treatments. No follow-up data were available.</td>
<td>Total: within group: pre- and postintervention: g=0.78 (95% CI 0.59 to 0.97), n=11 ( favors telehealth); preintervention to 3- to 6-month follow-up: g=0.75 (95% CI 0.25 to 1.26), n=3 ( favors telehealth); Between group: as compared with waitlist control postintervention: g=0.6 (95% CI 0.51 to 0.86), n=6 (favors telehealth) compared with face-to-face treatment for PTSD postintervention: g=0.05 (95% CI –0.31 to 0.20), n=7 (no difference) compared with face-to-face treatment for PTSD 2- to 6-month follow-up: g=–0.25 (95% CI –0.44 to –0.07), n=5 (favors face-to-face). Videoconferencing: within group: pre- and postintervention: g=0.71 (95% CI 0.47 to 0.96), n=8 (favors telehealth). Between group: compared with waitlist control postintervention: g=–0.05 (95% CI –0.31 to 0.20), n=7 (no difference). Internet-delivered interventions with telephone or email support. Within group: pre- and postintervention: g=0.94 (95% CI 0.69 to 1.20), n=8 (favors telehealth). Between group: compared with waitlist control postintervention: g=0.73 (95% CI 0.56 to 0.91), n=5 (favors telehealth) compared with face-to-face treatment for PTSD postintervention (no data).</td>
</tr>
</tbody>
</table>
### Results

**Main diagnosis**

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>iCBT with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face (n=5); supportive counseling (n=1); waitlist (n=1); no control (n=4)</td>
<td>Therapist-assisted internet programs. Statistically significant reductions in the severity of depression and anxiety symptoms (including PTSD) were associated with therapist-assisted internet programs in five studies, including significant large reductions in fear reactions, suicidal ideation, social functioning, and insomnia. Treatment effects 1-6 months post-telepsychology were mixed, with both deterioration and continued improvement found in psychological functioning. This included an increased risk of alcohol consumption over time but also a decline in PTSD and depression symptoms in participants using internet programs. Videoconferencing: video-based interventions also produced short-term reductions in affective symptoms; however, face-to-face therapy demonstrated slightly higher treatment gains. The longer-term effectiveness of videoconferencing was reported in only two studies which showed nonsignificant effect sizes at follow-up.</td>
<td>No useful synthesis of data</td>
</tr>
<tr>
<td>Hareriman et al (2019, older adults) [20]</td>
<td>Telephone-based (n=3); video-based (n=2); web based (n=1)</td>
<td>Waiting list (n=NR); treatment as usual (n=NR)</td>
<td>Telephone: three studies examined a telephone-based intervention. One study found that a home electronic messaging service reduced emergency room and hospital visits. Another study found that older adult veterans given a combined telephone-based psychotherapy and long-term illness management intervention showed significant reductions in depression as compared with usual care. However, a third study found that adding tele-coaching to a web intervention did not significantly improve symptoms compared with providing only the web intervention. Videoconferencing: two studies examined Skype-based videoconferencing interventions with inconsistent results. One study found that depression scores improved significantly from baseline but got worse at the 2-month follow-up. Another found that face-to-face and Skype-based intervention were not significantly different at postintervention and shorter follow-ups, but at 36 months, the telehealth intervention showed significantly larger improvements in symptoms. Web-based CBT: one web-based CBT intervention was effective in reducing depression symptoms ($P=.04$), even with high rates of attrition.</td>
<td>No combined data available</td>
</tr>
</tbody>
</table>

### Depression

**Depression**

- **Telephone-based** (n=3); video-based (n=2); web based (n=1)
- **Waiting list** (n=NR); treatment as usual (n=NR)
<table>
<thead>
<tr>
<th>Main diagnosis</th>
<th>Study</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Berryhill et al (2019a) [22]</td>
<td>Video-based CBT (n=12); video-based behavioral activation (n=5); video-based acceptance and behavioral therapy (n=1); video-based exposure (n=3); video-based metacognitive therapy (n=1); video-based problem-solving therapy (n=2); video-based therapy in multiple modalities (n=9)</td>
<td>Face-to-face psychotherapy (n=16); face-to-face or telephone (n=2); no control (n=15)</td>
<td>In total, 67% (22/33) of studies included reported statistically significant reductions in depressive symptoms following videoconference-based psychotherapy. Most controlled studies reported inconsistent results while comparing face-to-face and video-based psychotherapy.</td>
<td>No combined data available</td>
</tr>
<tr>
<td></td>
<td>Coughtry and Pistrang (2018) [26]</td>
<td>Telephone-based CBT (n=10)</td>
<td>Telephone emotion-focused therapy (n=1); treatment as usual (n=5); no control (n=4)</td>
<td>In total, 83% (5/6) of RCTs on depression reported a significant reduction in depression symptoms following telephone-delivered CBT (n=3) or IPT (n=2). These studies included people with recurrent depression (n=1), HIV (n=1), multiple sclerosis (n=1), and people from rural Latino communities (n=1). Two RCTs reported follow-up: only one of these found the maintenance of reductions in depressive symptoms. One RCT found that depression symptoms were not significantly reduced in veterans. One quasi-experimental study found significant reductions in depression following telephone-delivered CBT, with similar patterns of change found in the comparison group. Three uncontrolled studies reported statistically significant reductions in depression following telephone-delivered CBT, including people with Parkinson disease (n=1), HIV (n=1), and veterans with depression (n=1).</td>
<td>RCTs: Cohen $d$ range: 0.25-1.98 (median 0.58), n=5; uncontrolled: Cohen $d$ range: 1.13-1.90 (median 1.25), n=2</td>
</tr>
<tr>
<td></td>
<td>Dorstyn et al (2013; minority ethnicity communities) [21]</td>
<td>Telephone CBT (n=2); telephone supportive counseling (n=1); telephone structural ecosystems therapy (n=1); internet-based CBT with weekly individual sessions (n=2); internet telepsychiatry (n=1); internet supportive counseling and personalized email correspondence (n=1)</td>
<td>Face-to-face (n=1); treatment as usual (n=3); minimal support control or waitlist (n=2); no control (n=2)</td>
<td>Telephone- and internet-mediated services were associated with significant improvements in the measurements of depression, anxiety, quality of life and psychosocial functioning. The review also found that two studies demonstrated similar effects on depression ratings (CES-D) in telephone and face-to-face psychotherapy. Three studies reported longer-term effects of telecounseling, with conflicting findings.</td>
<td>No combined data available</td>
</tr>
<tr>
<td>Main diagnosis</td>
<td>Study</td>
<td>Intervention (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Results</td>
<td>Data</td>
</tr>
<tr>
<td>---------------</td>
<td>-------</td>
<td>---------------------------------</td>
<td>--------------------------------</td>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>Carers of people with dementia (for depressive symptoms)</td>
<td>Lins et al (2014) [31]</td>
<td>Telephone counseling (n=9)</td>
<td>Friendly calls (n=3); treatment as usual (n=6)</td>
<td>Telephone counseling without any additional intervention showed significant reductions in depressive symptoms in three studies; however, two additional studies showed no differences between groups. A study of telephone counseling with video sessions showed reductions in depressive symptoms in the intervention group but these did not significantly differ from the control group. One study found that telephone counseling with video sessions and a workbook showed significant reductions in depressive symptoms. Burden, distress, anxiety, quality of life, satisfaction, and social support outcomes were inconsistent. Results show that it is still unclear whether telephone counseling can reduce caregiver burden.</td>
<td>Telephone counseling only: depressive symptoms: n=3, SMD=0.32 (95% CI 0.01 to 0.63), ( P = .04 ); burden: n=4, SMD=0.45 (95% CI -0.01 to 0.90), ( P = .05 )</td>
</tr>
<tr>
<td>Substance use disorders</td>
<td>Lin et al (2019) [30]</td>
<td>Video or telephone-based psychotherapy (n=10); remote medication management (n=3; patient presents at local clinic with nurse and is connected to a physician at a distant site via videoconference)</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); treatment as usual (n=1); no control (n=3)</td>
<td>Tobacco: videoconferencing interventions were not significantly better than in-person (n=1) or telephone (n=2) conditions in terms of abstinence. Alcohol: no significant difference in alcohol use outcomes as compared with usual treatment (n=1), but lower dropout was reported in the telemental health intervention (n=1). Opioid: no significant difference in abstinence between videoconference-based psychotherapy and in-person psychotherapy for methadone patients (n=2), and no difference in time to abstinence (n=1). Notably, none of the included studies described a noninferiority design that specifically assessed whether the intervention was not significantly worse than usual in-person delivered care. Overall, most studies suggested telemental health interventions were an effective alternative, especially when access to treatment is otherwise limited.</td>
<td>No combined data available</td>
</tr>
<tr>
<td>Nonspecific</td>
<td>Hassan and Sharif (2019, refugee populations) [29]</td>
<td>Not specified videoconferencing treatment intervention (n=2); video-based CBT (n=7); video-based psychoeducation (n=2); video-based relapse prevention (n=1); video-based treatment management (n=1); video-based evaluation of competency to stand trial (n=1)</td>
<td>Face-to-face CBT (n=14)</td>
<td>Five studies compared remote and face-to-face interventions in symptom reduction. Two reviews found greater improvement in the remote intervention, whereas 3 found no significant difference between the intervention and control groups.</td>
<td>No combined data available</td>
</tr>
<tr>
<td>Norwood et al (2018) [34]</td>
<td>Video-based CBT (n=10)</td>
<td>Face-to-face CBT (n=10)</td>
<td>All 10 studies showed that video-based CBT improved symptom severity. Eight studies offered follow-up data, and the postintervention improvement was maintained in all of them. Symptom reduction in video-based CBT was noninferior to face-to-face sessions across all six studies which offered a face-to-face comparison.</td>
<td>No combined data available</td>
<td></td>
</tr>
<tr>
<td>Main diagnosis</td>
<td>Study</td>
<td>Intervention (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Results</td>
<td>Data</td>
</tr>
<tr>
<td>---------------</td>
<td>-------</td>
<td>---------------------------------</td>
<td>--------------------------------</td>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>Videoconferencing versus face-to-face therapy: SMD=–0.11 (95% CI –0.41 to 0.18)</td>
<td>Drago et al (2016) [27]</td>
<td>Videoconferencing (n=24)</td>
<td>Face-to-face (n=23). No comparator (n=1)</td>
<td>In total, 14 RCTs focused on efficacy of remote psychiatric counseling. There was no difference between treatment outcomes in remote and face-to-face settings.</td>
<td>Videoconferencing versus face-to-face therapy: SMD=–0.11 (95% CI –0.41 to 0.18)</td>
</tr>
<tr>
<td>Face-to-face (n=23). No comparator (n=1)</td>
<td>Garcia-Lizana and Munoiz-Mayorga (2010) [28]</td>
<td>Videoconferencing for diagnosis and follow-up (n=3); video-based evaluation of competency to stand trial (n=1); nonspecific video-based CBT (n=5); video-based psychoeducation and counseling (n=1)</td>
<td>Face-to-face (n=10)</td>
<td>Across seven studies, there was no statistically significant difference between telepsychiatry and face-to-face interventions in symptom reduction. Across three studies, there was no statistically significant difference between telepsychiatry in improvements in quality of life.</td>
<td>No combined data available</td>
</tr>
</tbody>
</table>

aCBT: cognitive behavioral therapy.
bACT: acceptance and commitment therapy.
cRCTs: randomized controlled trials.
dOCD: obsessive-compulsive disorder.
ePTSD: posttraumatic stress disorder.
fCBT: internet-based cognitive behavioral therapy.
gSMD: standardized mean difference.
hNR: not reported.
iIPT: interpersonal psychotherapy.
jCES-D: Center for Epidemiological Studies-Depression Scale.

Implementation Outcomes

Overview

Implementation outcomes were reported in eight reviews [21,24,25,27,28,30,32,38]. Relevant outcomes included assessment comparability (n=2 reviews), fidelity to intervention and competence of therapists (n=1) [38], patient adherence to intervention (n=3) [21,24,28], patient attendance (n=4) [21,25,30,38], safety (n=2) [24,38], and technical difficulties (n=3) [24,25,38].

Assessment Comparability

Limited evidence from one review suggests that videoconferencing can be used to conduct assessment, which is consistent with face-to-face assessment, with a correlation coefficient of 0.73 (95% CI 0.63–0.83) between the conclusions of videoconference and face-to-face assessments [27]. A review of telephone assessments found lack of properly performed studies on telephone assessments [32].

Fidelity and Competence of Therapists

One review [38] found that fidelity and therapist competence using telemental health had been found to be comparable with face-to-face interventions in 3 studies of interventions for PTSD in veterans.

Patient Adherence to Intervention

From 3 reviews [21,24,28] examining patients’ adherence to remote interventions the general consensus was that the comprehension of tasks and completion rates are high during both telephone and video-based CBT. However, another review reported mixed findings, with one of the two included relevant studies reporting better adherence in the face-to-face intervention group for patients with PTSD, whereas another study on patients with depression reported equivalent adherence in remote and face-to-face conditions [28].

Patient Attendance

An increase in uptake and access to care following the introduction of telemental health has been reported in the reviews of depression treatment in older adults [20], PTSD treatment in veterans [38], and substance use disorder treatment [30]. Dropouts tended to be comparable with face-to-face interventions [30,38]. However, one review included a study reporting difficulty in reaching ethnic minority patients with depression [21].

Safety

Patient safety while using remote interventions has been reported only in the reviews of populations with PTSD. Two reviews agreed that safety was acceptable, with one reporting that with correct steps taken, safety could usually be managed in remote settings [38], and another study reported that client safety was deemed satisfactory (however, no further details were provided on this result) [24].

Technical Difficulties

A total of 3 reviews reported technical difficulties, none of which were identified as severe barriers to the implementation.
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of remote technology. A review of older adults with depression found that four studies reported mistrust in technology [25], while the challenges of a more logistical nature, such as low image resolution and connectivity problems, were reported in a review of video-based PTSD interventions for veterans [38]. Another review reported findings from one included study that participants preferred mobile apps to supplement remotely delivered support [24]. Table 3 presents further details on the implementation outcomes.
### Table 3. Implementation outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
<th>Assessment or treatment</th>
<th>Main diagnosis</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment comparability</td>
<td>Drago et al (2016) [27]</td>
<td>Assessment and treatment</td>
<td>Multiple</td>
<td>Videoconferencing (n=24)</td>
<td>Face-to-face (n=23); no comparator (n=1)</td>
<td>Assessment was found to be highly consistent between remote and face-to-face settings; correlation coefficient=0.73 (95% CI 0.63-0.83).</td>
</tr>
<tr>
<td></td>
<td>Muskens et al (2014) [32]</td>
<td>Assessment</td>
<td>Multiple</td>
<td>Telephone diagnostic interviewing (n=16)</td>
<td>Face-to-face diagnostic interviewing (n=16)</td>
<td>There were a few studies that were properly performed to draw conclusions regarding the comparability of telephone and face-to-face interviews for psychiatric morbidity. Telephone interviewing for research purposes in depression and anxiety may however be a valid method.</td>
</tr>
<tr>
<td>Fidelity and competence of therapists</td>
<td>Turgoose et al (2018, veterans) [38]</td>
<td>Treatment</td>
<td>PTSD^a^</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=1); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>High levels of fidelity and therapist competence (n=3), with no significant differences compared with face-to-face settings.</td>
</tr>
<tr>
<td>Patient adherence to intervention</td>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>Treatment</td>
<td>PTSD</td>
<td>Internet-based CBT^b^ with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face (n=5); supportive counseling (n=1); waitlist (n=1); no control (n=4)</td>
<td>Qualitative feedback revealed that the comprehension of the therapy materials was high, with participants completing a set of homework tasks (n=5).</td>
</tr>
<tr>
<td></td>
<td>Dorstyn et al (2013, ethnic minorities) [21]</td>
<td>Treatment</td>
<td>Depression</td>
<td>Telephone CBT (n=2); telephone supportive counseling (n=1); telephone structural ecosystems therapy (n=1); internet-based CBT with weekly individual sessions (n=2); internet telepsychiatry (n=1); internet supportive counseling and personalized email correspondence (n=1)</td>
<td>Face-to-face (n=1); treatment as usual (n=3); minimal support control or waitlist (n=2); no control (n=2)</td>
<td>Most studies reported good treatment adherence with rates of completion of 75-97%.</td>
</tr>
<tr>
<td>Outcome</td>
<td>Study</td>
<td>Assessment or treatment</td>
<td>Main diagnosis</td>
<td>Intervention (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Results</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>-----------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Across two studies, mixed results were found for treatment adherence, with one study finding no difference and another reporting better adherence in the face-to-face group.</td>
<td>Garcia-Lizana and Munoiz-Mayorga (2010) [28]</td>
<td>Face-to-face (n=10)</td>
<td>Videoconferencing for diagnosis and follow-up (n=3); video-based evaluation of competency to stand trial (n=1); nonspecific video-based CBT (n=5); video-based psychoeducation and counseling (n=1)</td>
<td>Face-to-face (n=10)</td>
<td>Across two studies, mixed results were found for treatment adherence, with one study finding no difference and another reporting better adherence in the face-to-face group.</td>
<td></td>
</tr>
<tr>
<td>Patient attendance</td>
<td>Dorstyn et al (2013, ethnic minorities) [21]</td>
<td>Treatment</td>
<td>Depression</td>
<td>Telephone CBT (n=2); telephone supportive counseling (n=1); telephone structural ecosystems therapy (n=1); internet-based CBT with weekly individual sessions (n=2); internet telepsychiatry (n=1); internet supportive counseling and personalized email correspondence (n=1)</td>
<td>Face-to-face (n=1); treatment as usual (n=3); minimal support control or waitlist (n=2); no control (n=2)</td>
<td>One study reported difficulty reaching participants by telephone resulting in fewer sessions completed.</td>
</tr>
<tr>
<td></td>
<td>Chris-tensen et al (2019, older adults) [25]</td>
<td>Treatment</td>
<td>Depression or a range of diagnoses including depression</td>
<td>Video consultations for telepsychiatry (n=21)</td>
<td>Face-to-face (11), no control (10)</td>
<td>Video consultations increased access to care and removed barriers such as having to travel (n=4).</td>
</tr>
<tr>
<td></td>
<td>Lin et al (2019) [30]</td>
<td>Treatment</td>
<td>Substance use disorders</td>
<td>Video- or telephone-based psychotherapy (n=10); remote medication management (n=3; patient presents at local clinic with nurse and are connected to a physician at a distant site via videoconference)</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); treatment as usual (n=1); no control (n=3)</td>
<td>Most studies reported increased retention in telemental health groups (n=4); however, no difference in in number of sessions attended was sometimes reported (n=2). One alcohol addiction study reported lower dropout in the telemental health group, and more patients in this group were still in treatment at 6 months and one year. Two opioid addiction studies found that videoconference interventions resulted in a better retention of participants up to one year as compared with those receiving in-person care. Another opioid study found &gt;50% retention at 12 weeks but did not have a comparison group. However, another two studies found no difference between videoconference-delivered psychotherapy and in-person psychotherapy in the number of sessions attended.</td>
</tr>
<tr>
<td>Outcome</td>
<td>Study</td>
<td>Assessment or treatment</td>
<td>Main diagnosis</td>
<td>Intervention (number of studies)</td>
<td>Comparator (number of studies)</td>
<td>Results</td>
</tr>
<tr>
<td>---------</td>
<td>-------</td>
<td>-------------------------</td>
<td>----------------</td>
<td>----------------------------------</td>
<td>-------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>PTSD</td>
<td>Turgoose et al (2018 veterans) [38]</td>
<td>Treatment</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=11); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>In the majority of cases, there were no differences between teletherapy and in-person treatments on dropout or attendance. There was some indication that teletherapy may help to increase uptake.</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>Treatment</td>
<td>Internet-based CBT with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face (n=5); supportive counseling (n=1); waitlist (n=1); no control (n=4)</td>
<td>Client safety was deemed satisfactory.</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>Turgoose et al (2018, veterans) [38]</td>
<td>Treatment</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=11); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>There might be some occasions where veterans have concerns about exposure tasks due to the lack of physical presence of the therapist; however, overall, it was established that these can be used just as effectively remotely. If appropriate steps are taken to manage safety, then episodes of acute suicidality can also be managed.</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>Treatment</td>
<td>Internet-based CBT with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face (n=5); supportive counseling (n=1); waitlist (n=1); no control (n=4)</td>
<td>Minimal technical difficulties were encountered (n=1); participants reported that they would have preferred different forms of media, for example, a mobile app, to supplement support (n=1).</td>
<td></td>
</tr>
<tr>
<td>Depression or a range of diagnoses including depression</td>
<td>Christensen et al (2019, older adults) [25]</td>
<td>Treatment</td>
<td>Video consultations for telepsychiatry (n=21)</td>
<td>Face-to-face (11), no control (10)</td>
<td>Challenges such as mistrust in technology were reported frequently (n=4).</td>
<td></td>
</tr>
</tbody>
</table>

**Safety**

- Bolton and Dorstyn (2015) [24]
- Turgoose et al (2018, veterans) [38]
Commonly reported technical difficulties were low-image resolution on videoconferencing technology, not being able to connect, and audio delays.

Acceptability Outcomes

Overview

Acceptability outcomes were reported in 10 reviews [20,21,24,25,28-31,34,38]. Relevant outcomes included clinician satisfaction (n=5) [20,28,29,31,38], therapeutic alliance (n=6) [24,25,30,31,34,38], patient satisfaction (n=7) [21,25,28-31,38], and convenience (n=3) [25,30,31].

Clinician Satisfaction

Overall, clinicians tend to report a preference for face-to-face interventions for both assessment and treatment [28,29]. However, some reviews have reported that clinicians find video-based therapies to be acceptable [29,38]. One review of remote interventions for the carers of people with dementia found that counselors felt they might need more support via debriefing following remote counseling sessions. They also reported problems when the reactions of carers could not be ascertained via remote technology along with the feelings of helplessness due to the impersonal nature of remote technology [31]. Health care providers using remote interventions in older adults noted the practical benefits of telehealth [20].

Therapeutic Alliance

Overall, therapeutic alliances were reported to be comparable with face-to-face interventions. However, some patient groups were found to feel more comfortable talking to therapists face to face, if possible, such as older female adults [25] or veterans [38]. A meta-analysis was conducted in one review, which found that although standardized mean differences in alliance ratings were not significantly different, the lower limit of the 95% CI fell outside the prespecified limit of noninferiority, indicating that videoconference interventions may be inferior to face-to-face treatment, likely the result of therapist-rated (but not patient-rated) alliance scores being lower in the videoconference groups [34].

Patient Satisfaction

High patient satisfaction was generally reported across seven reviews, and patients tended to find remote interventions as satisfactory as face-to-face alternatives. This was true in substance use disorders [30], depression [21,25,28,29], PTSD [38], older adults [25], ethnic minorities [21], and carers of patient populations with dementia [31]; however, Hassan and Sharif [29] reported a few studies indicating preference for face-to-face interventions. A review of older people noted that initial skepticism between both service users and providers tended to dissipate following positive experiences of videoconferencing; moreover, with appropriate support and access to technology, patients who had not previously used computers reported positive experiences of video calls [25]. Accepting the need for treatment to be in teletherapy form instead of face-to-face therapy was reported as important in a study of veterans with PTSD [38].

Convenience

Patients reported the benefits of added convenience of therapy sessions at home via remote interventions for both depression [25,31] and substance use disorders [30]. Table 4 presents further details on the acceptability outcomes.
### Table 4. Acceptability outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
<th>Assessment or treatment</th>
<th>Main diagnosis</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clinician satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Garcia-Lizana and Munoiz-Mayorga (2010) [28]</td>
<td>Assessment and treatment</td>
<td>Multiple</td>
<td>Videoconferencing for diagnosis and follow-up (n=3); video-based evaluation of competency to stand trial (n=1); non-specific video-based CBT (n=5); video-based psychoeducation and counseling (n=1)</td>
<td>Face-to-face (n=10)</td>
<td>The lowest level of satisfaction was found to be in the videoconferencing group in two studies that examined clinician satisfaction.</td>
</tr>
<tr>
<td></td>
<td>Hassan and Sharif (2019; refugee populations) [29]</td>
<td>Assessment and treatment</td>
<td>Multiple</td>
<td>Not specified videoconferencing treatment intervention (n=2); video-based CBT (n=7); video-based psychoeducation (n=2); video-based relapse prevention (n=1); video-based treatment management (n=1); video-based evaluation of competency to stand trial (n=1)</td>
<td>Face-to-face (n=14)</td>
<td>Clinicians tended to report higher satisfaction in the face-to-face interventions; however, most reported good satisfaction with the videoconference group.</td>
</tr>
<tr>
<td></td>
<td>Turgoose et al (2018; veterans) [38]</td>
<td>Treatment</td>
<td>PTSD</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=11); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>One study reported that clinicians delivering therapy found teletherapy acceptable, with no difference with in-person therapies.</td>
</tr>
<tr>
<td></td>
<td>Harerimana et al (2019; older adults) [20]</td>
<td>Treatment</td>
<td>Depression</td>
<td>Telephone based (n=6); video based (n=2); web based (n=1)</td>
<td>Waiting list (NR); treatment as usual (NR)</td>
<td>Health care providers have positive perceptions and notice practical benefits associated with the use of telehealth for delivery of community mental health care (n=1). However, nurses of a telepsychiatry consultation generally did not rate it positively (n=1).</td>
</tr>
<tr>
<td></td>
<td>Lins et al (2014) [31]</td>
<td>Support for carers of people with dementia (depressive symptoms)</td>
<td>Carers of people with dementia (for depressive symptoms)</td>
<td>Telephone counseling (n=9, n=2 reporting implementation outcomes)</td>
<td>Friendly calls (n=3); treatment as usual (n=6)</td>
<td>Spatial distance could be a problem because counselors cannot see the reactions of carers (n=1). Counselors also expressed a need for a debriefing with colleagues after counseling sessions.</td>
</tr>
<tr>
<td><strong>Therapeutic alliance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bolton and Dorstyn (2015) [24]</td>
<td>Treatment</td>
<td>PTSD</td>
<td>Internet-based CBT with therapist support via telephone calls, introductory face-to-face meetings, or emails (n=6); video-based CBT (n=5)</td>
<td>Face-to-face (n=5); supportive counseling (n=1); waitlist (n=1); no control (n=4)</td>
<td>Good therapeutic alliance reported (n=5)</td>
</tr>
<tr>
<td></td>
<td>Christensen et al (2019, older adults) [25]</td>
<td>Treatment</td>
<td>Depression or a range of diagnoses including depression</td>
<td>Video consultations for telepsychiatry (n=21)</td>
<td>Face-to-face (11), no control (10)</td>
<td>Video sessions were considered better than telephone sessions because of their similarity to face-to-face sessions (n=2); however, in one study, female patients found videoconferencing interventions more impersonal than face-to-face sessions. One clinician reported reduced communication intensity because of less clear facial movements (n=1).</td>
</tr>
</tbody>
</table>
### Results

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
<th>Assessment or treatment</th>
<th>Main diagnosis</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lin et al (2019) [30]</td>
<td>Treatment</td>
<td>Substance use disorders</td>
<td>Video- or telephone-based psychotherapy (n=10); remote medication management (n=3; patient presents at local clinic with nurse and are connected to a physician at a distant site via videoconference)</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); treatment as usual (n=1); no control (n=3)</td>
<td>Participant and therapist ratings of therapeutic alliance ratings were high in both videoconference and in-person interventions (n=1).</td>
</tr>
<tr>
<td></td>
<td>Lins et al (2014) [31]</td>
<td>Support for carers of people with dementia (depressive symptoms)</td>
<td>Telephone counseling (n=2 reporting implementation outcomes)</td>
<td>Friendly calls (n=3); treatment as usual (n=6)</td>
<td></td>
<td>Counselors can feel frustrated and helpless during telephone counseling because it is relatively impersonal (n=1).</td>
</tr>
<tr>
<td></td>
<td>Norwood et al (2018) [34]</td>
<td>Treatment</td>
<td>Multiple</td>
<td>Video-based CBT (n=10)</td>
<td>Face-to-face CBT (n=10)</td>
<td>Six studies used a face-to-face condition as a control group, with four finding that therapeutic alliance was noninferior in the videoconferencing condition as compared with face-to-face conditions. The remaining two reported that alliance was higher in the face-to-face group, though one reported no difference in participant rated alliance, only significantly higher therapist-rated alliance for the face-to-face group. Standardized mean difference in alliance ratings –0.30 (95% CI –0.67 to 0.07), $P_{-}=.11$, n=4. The lower limit of the 95% CI fell outside the prespecified limit of noninferiority (Cohen $d_{-}=-0.50$), indicating that with respect to working alliance, videoconference interventions were inferior to face-to-face treatment.</td>
</tr>
<tr>
<td></td>
<td>Turgoose et al (2018, veterans) [38]</td>
<td>Treatment</td>
<td>PTSD</td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=11); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psycheducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>Although most studies found that alliance was equivalent in teletherapy and in-person conditions, some suggested that veterans may feel more comfortable talking to therapists face-to-face. Challenges in detecting body language were reported, but overall clinicians felt that teletherapy did not affect their ability to establish rapport.</td>
</tr>
</tbody>
</table>

**Patient satisfaction**

---

https://www.jmir.org/2021/7/e26492

J Med Internet Res 2021 | vol. 23 | iss. 7 | e26492 | p.80

*(page number not for citation purposes)*
<table>
<thead>
<tr>
<th><strong>Outcome</strong></th>
<th><strong>Study</strong></th>
<th><strong>Assessment or treatment</strong></th>
<th><strong>Main diagnosis</strong></th>
<th><strong>Intervention (number of studies)</strong></th>
<th><strong>Comparator (number of studies)</strong></th>
<th><strong>Results</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Christensen et al (2019; older adults) [25]</td>
<td>Treatment</td>
<td>Depression or a range of diagnoses including depression</td>
<td>Video consultations for telepsychiatry (n=21)</td>
<td>Face-to-face (11), no control (10)</td>
<td>High levels of patient satisfaction and acceptability were frequently reported, and there were no significant differences between face-to-face and videoconferencing in RCT studies. Patients preferred the reduced waiting time (n=1). Some patients reported initial skepticism as a reason for preference of face-to-face interventions, however this usually dissipated with use of remote technology.</td>
</tr>
<tr>
<td></td>
<td>Dorstyn et al (2013, ethnic minorities) [21]</td>
<td>Treatment</td>
<td>Depression</td>
<td>Telephone CBT (n=2); telephone supportive counseling (n=1); telephone structural ecosystems therapy (n=1); internet-based CBT with weekly individual sessions (n=2); internet telepsychiatry (n=1); internet supportive counseling and personalized email correspondence (n=1)</td>
<td>Face-to-face (n=1); treatment as usual (n=3); minimal support control or waitlist (n=2); no control (n=2)</td>
<td>Consistent patient satisfaction was reported.</td>
</tr>
<tr>
<td></td>
<td>Garcia-Lizana (2010) [28]</td>
<td>Assessment and treatment</td>
<td>Multiple</td>
<td>Videoconferencing for diagnosis and follow-up (n=3); video-based evaluation of competency to stand trial (n=1); non-specific video-based CBT (n=5); video-based psychoeducation and counseling (n=1)</td>
<td>Face-to-face (n=10)</td>
<td>Patients generally appeared satisfied with the technology utilized and its quality (n=2). High satisfaction was reported in other studies; however, it is unclear if satisfaction was generated by the program or the technology (n=5).</td>
</tr>
<tr>
<td></td>
<td>Hassan and Sharif (2019; refugee populations) [29]</td>
<td>Assessment and treatment</td>
<td>Multiple</td>
<td>Not specified videoconferencing treatment intervention (n=2); video-based CBT (n=7); video-based psychoeducation (n=2); video-based relapse prevention (n=1); video-based treatment management (n=1); video-based evaluation of competency to stand trial (n=1)</td>
<td>Face-to-face (n=14)</td>
<td>Most studies reported a high satisfaction with videoconference interventions (n=3) or no difference in satisfaction as compared with face-to-face groups (n=3); however, one study reported a lower satisfaction as compared with face-to-face sessions.</td>
</tr>
<tr>
<td></td>
<td>Lin et al (2019) [30]</td>
<td>Treatment</td>
<td>Substance use disorders</td>
<td>Video- or telephone-based psychotherapy (n=10); remote medication management (n=3; patient presents at local clinic with nurse and are connected to a physician at a distant site via videoconference)</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); treatment as usual (n=1); no control (n=3)</td>
<td>Satisfaction was generally quite high in videoconference interventions and that participants would recommend the intervention to others.</td>
</tr>
<tr>
<td></td>
<td>Lins et al (2014) [31]</td>
<td>Support for carers of people with dementia (depressive symptoms)</td>
<td>Carers of people with dementia (for depressive symptoms)</td>
<td>Telephone counseling (n=9, n=2 reporting implementation outcomes)</td>
<td>Friendly calls (n=3), treatment as usual (n=6)</td>
<td>Reservations expressed about getting advice from an unknown person (n=1). Both studies reported that carers found the information given helpful and were grateful for it. One study found that telephone counseling helped alleviate loneliness in carers.</td>
</tr>
</tbody>
</table>
### Cost-Effectiveness

A total of 2 reviews presented conclusions regarding the economic impact of telepsychiatry [29,33]. One review concluded that telepsychiatry can be cost-effective as compared with face-to-face interventions, particularly in rural areas where there were lower numbers of consultations required before telepsychiatry becomes more cost-effective (combatting initial equipment costs) [29]. The second review, in which the focus was on the cost-effectiveness of telepsychiatry, reported that 60% (15/25) of the included studies found telepsychiatry programs to be less expensive than standard in-person care, due to savings such as the travel time and reduced need for patients and their families to take time off work. However, the remaining studies included in the review concluded that telepsychiatry programs were more expensive, particularly because of videoconferencing equipment costs (n=8) or found no difference in costs (n=1). The review also found a large range in reported costs, with, for example, whether personnel costs or initial equipment costs were included, and that there remains a need for future efforts to determine the cost-effectiveness of different forms of telepsychiatry, particularly for different disorders and applications of remote technology (eg, consultation vs therapy). In addition, a third review [21] examined health service utilization, which impacts cost-effectiveness. They found that the rates of antidepressant and health service utilization were similar in the 3 months following both telephone and web-based counseling as compared with usual care or face-to-face controls.

### Guidelines

Only one review [37] of guidelines for telemental health met the inclusion criteria. This review comprehensively summarizes the guidance published to date, including guidance on decisions about the appropriateness of e-mental health, ensuring the competence of mental health professionals, legal and regulatory issues, confidentiality, professional boundaries, and crisis intervention. Recommendations from 19 guidelines were characterized as either firm (50% or more of the guidelines recommended this) or tentative (fewer than 50% of the guidelines recommended this). The review identified the following as firm recommendations: ensuring that the remote interventions were appropriate for the needs of individual

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Study</th>
<th>Treatment</th>
<th>Main diagnosis</th>
<th>Intervention (number of studies)</th>
<th>Comparator (number of studies)</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PTSD</td>
<td></td>
<td>Video-based exposure (n=10); video-based cognitive processing therapy (n=6); video-based CBT (n=5); mixed interventions (n=11); telephone mindfulness (n=1); video-based behavioral activation (n=2); video-based eye movement desensitization and reprocessing (n=1); video-based anger management (n=2); video-based general coping and psychoeducation interventions (n=3)</td>
<td>Face-to-face (n=41)</td>
<td>Patients found teletherapy and face-to-face treatments equally satisfactory: accepting the need for treatments to be in teletherapy form was shown to be important.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Video consultations for telepsychiatry (n=21)</td>
<td>Face-to-face (11), no control (10)</td>
<td>Patients reported that video consultations were more relaxing, and it was convenient to stay at home (n=3).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Substance use disorders</td>
<td></td>
<td>Video or telephone-based Psychotherapy (n=10); remote medication management (n=3); patient presents at local clinic with nurse and are connected to a physician at a distant site via videoconference</td>
<td>Face-to-face psychotherapy (n=7); telephone (n=2); treatment as usual (n=1); no control (n=3)</td>
<td>Participants found the increased convenience important as they would have had difficulty obtaining the intervention without telemental health (n=1).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Carers of people with dementia (depressive symptoms)</td>
<td>Carers of people with dementia (for depressive symptoms)</td>
<td>Telephone counseling (n=9, n=2 reporting implementation outcomes)</td>
<td>Friendly calls (n=3); treatment as usual (n=6)</td>
<td>Carers found telephone counseling good because it avoided the stress involved in coordinating an appointment (n=1). Needs for 24-hour counselor availability (n=1).</td>
</tr>
</tbody>
</table>

patients and within the boundaries of therapist competence, as well as adhering to laws and regulations; maintaining confidentiality and seeking informed consent (including for specific aspects of remote appointments such as data security); and ensuring that geographically accessible in-person clinical support is available in the case of a crisis or emergency. Guidelines suggested a higher risk of harm for people with cognitive impairments and psychotic disorders but did not provide stronger recommendations on how to adapt delivery to these populations. Furthermore, a minority of guidelines discussed remote technology in young people, with the main message being the importance of checking consent with both the patient and parent. A full summary of the recommendations from the review can be found in Multimedia Appendix 5.

Discussion

Principal Findings

Our umbrella review retrieved a variety of recent relevant systematic reviews on which the future planning of telemental health implementation can be usefully drawn. Across the 19 reviews included in this umbrella review, the results suggest that the remote forms of assessment and intervention can produce at least moderate decreases in symptom severity for people affected by a variety of mental health conditions. Arguments are strongest for videoconferencing interventions, with multiple reviews concluding that outcomes appear comparable with face-to-face interventions at the end of treatment. However, at present, conclusions regarding longer-term results remain uncertain, whereas some reviews have reported the maintenance of positive effects up to six months for both videoconference- and telephone-based interventions, other reviews have suggested that effects are less long-lasting than for face-to-face interventions and the amount of evidence on which to base this assessment is limited. An avenue for future research could be to further examine possible differences between settings in which longer-term benefits have been found compared with those which did not find this.

Reviews also suggest that remote interventions are acceptable to service users participating in studies who tend to report being as satisfied as in face-to-face interventions. This, along with reports that participants adhere to telemental health-based interventions at similar rates to face-to-face interventions, is promising with respect to adaptations during the COVID-19 crisis and for the future, but the reviews tend to relate to small-scale and carefully planned implementations of telemental health with volunteer participants, rather than to large-scale emergency implementations, as in the current crisis. Conclusions drawn from the reviews regarding specific factors that could impact patient satisfaction should also be noted. For example, a report of reduced skepticism following positive experiences [25], if confirmed, suggests that induction sessions and other methods of familiarizing patients with technology and making it accessible to them may improve acceptability and uptake. Clinician satisfaction varied more with reviews tending to it accessible to them may improve acceptability and uptake. Evidence yielded by reviews on the important questions of whether assessments appeared accurate and comprehensive and whether treatment was delivered as intended was limited. A total of 2 reviews examined the comparability of remote versus face-to-face assessment, with one review finding a good correlation between assessments and another finding that there was insufficient high-quality evidence published thus far to draw accurate and meaningful conclusions [27,32]. Regarding fidelity, we found one review that reported good therapist fidelity and competence in remotely delivered interventions in the context of service delivery for veterans with PTSD [38], but systematic reviews do not appear to yield evidence as to whether high fidelity and quality is achieved with telemental health interventions. Standardized training rooted in evidence will be important in ensuring high-quality intervention delivery and overcoming self-doubt among clinicians in delivering remote interventions [37,277,278].

A crucial question regarding the rapid adoption of remote technologies during the pandemic has been whether service users may drop out of or be excluded from care as a result. A minority of the reviews included relevant data, most of which were relatively reassuring. Reviews reported that remote interventions were convenient and that examining uptake reported an increase. When examined, retention was also comparable with face-to-face treatment [30,38]. Reports of technological difficulties were reassuringly few across reviews, although this may be more easily achieved with well-planned, smaller-scale implementations of telemental health that characterize research studies than with larger-scale implementation. However, one aspect of remote delivery on which reviews did not generally report is the risk of complete digital exclusion for patients who may not have the skills or resources to engage with remote therapy or assessments [1,2]. The implementation of telemental health across service systems is only likely to be beneficial if there are clear plans to prevent patients with limited access to technology from being at a disadvantage [279,280], whether by supporting them to engage with remote care or ensuring that equivalent care is available face-to-face.

Digital exclusion may result in the exacerbation of existing inequalities where already disadvantaged groups, such as older adults, people with sensory or cognitive impairment, or members of some BAME groups are at a greater risk of exclusion [1,9,281]. Some reviews have examined this issue [20,25]. A single review by Dorstyn et al [21] reported that members of
predominantly North American ethnic minority communities with depression benefited from telecounseling. A more substantial evidence base is thus urgently required to evaluate the risk of exacerbating ethnic inequalities in mental health care access through telemental health adoption. Furthermore, many have argued that the shift to remote working may exclude older adults [25,281]. On the basis of one review [20] suggesting that videoconferencing interventions can be comparable with face-to-face sessions, and another review [25] finding high levels of patient satisfaction, therapeutic alliance, attendance, and convenience, this review suggests that effective remote intervention delivery may be feasible for older adults. This is encouraging as staying at home and avoiding infection during the pandemic is especially desirable for older adults. No reviews were found regarding other subgroups of potential concern, such as people with sensory or cognitive impairments, children and adolescents and their families, or people with comorbid mental and physical health conditions. We also did not find substantial evidence on settings of particular interest, such as mental health inpatient services (including the use of telemental health in compulsory detention processes) and crisis services.

Limitations

The findings of this umbrella review should be considered along with a number of limitations. First, umbrella reviews aim to present an overview of findings from systematic reviews [282], making conclusions reliant on the quality and accuracy of reporting of included reviews and necessarily resulting in some loss of nuance when findings are pooled. For example, information regarding follow-up periods was not always clear in the conclusions presented in reviews, making a thorough examination of the longevity of benefits difficult. Although we included only reviews considered to be systematic (defined here as searching at least three databases and conducting a quality assessment when synthesizing quantitative data), it was apparent from our quality assessment that the majority of reviews lacked several attributes or characteristics of a high-quality review with robust conclusions, such as prespecified protocols and duplicate study selection. However, our aim was to gain a rapid overview, especially relevant to the current and future rapid implementation of telemental health, of the extent of supporting evidence available in previous literature regarding telemental health: the umbrella review method provides a useful route to achieving this. The inclusion of systematic reviews focused on methods other than randomized controlled trials and on guidance further increases the methodological variability of included reviews and studies, but it is a choice we have made to maximize the retrieval of material from which real-world important lessons can be learned regarding feasibility, acceptability, and implementation barriers and facilitators [283].

This review also aimed to summarize the outcomes related to the cost-effectiveness of remote delivery. We found only two reviews that summarized this outcome and only one that did so comprehensively. It is important that further work should be done to establish the cost-effectiveness of different forms of telemental health, for different patient groups, but there is a significant gap in the literature, despite efficiency being presented as one of the arguments made to support remote interventions [284].

Finally, this review aimed to summarize the literature published before the COVID-19 pandemic to identify evidence relevant to the current context and the recovery from the pandemic. However, the pandemic has given rise to a much more extensive switch to telemental health than previously, meaning that not all conclusions may be generalized to the new normal. In particular, the evidence retrieved in this review tends not to relate to the implementation of telemental health across whole catchment areas and does not yield much evidence relevant to currently highly salient issues such as risks of digital exclusion or exacerbation of mental health inequalities and economic disadvantage, which may well be exacerbated as a result of COVID-19 [1,2]. The conclusions of this review should be supplemented with the further scrutiny of the adoption of telemental health within the context of these societal changes, for example through discussion with people with lived experience (Textbox 1).
Textbox 1. Lived experience commentary.

**Lived Experience Commentary (by SM From South London Applied Research Collaboration)**

As a somewhat long-term user of remote working to access assessment and treatment for a mental disorder, I found it fascinating to read this umbrella review. My experience of remote working has unsurprisingly arisen out of the spatial distancing restrictions imposed upon us all as a result of the SARS-CoV2 outbreak. No surprises there!

My personal experience has been, that although remote working is better than nothing, it isn’t in general as good as face-to-face working. Through my patient and public involvement work within my local Trust, I am aware that many fellow patients and carers are also of this view; remote working is okay as an interim measure, but could never replace the therapeutic alliance that can be achieved through sharing space as well as thoughts, feelings, and experiences.

I found it very interesting that the umbrella review found that, in general, clinicians have concerns about remote working as the vast majority of clinicians who I have liaised with via nonlocal advisory groups and PPI have voiced the opinion that they prefer assessing and delivering talking therapy remotely as they find it quicker and more efficient and means they don’t have to waste time traveling to different venues. This is understandable; however, for patients who have never met a clinical assessor or therapist before, it can be somewhat alienating to consult with a voice over a phone or an image on a smartphone rather than a present living breathing human being.

One of the main questions which came to mind as I read through the umbrella review was whether it was clarified in any of the individual reviews what service users meant or interpreted remote interventions being satisfactory or acceptable; better than nothing, okay, fine, what? It would have been useful to clarify this.

Another interesting point was that “reports of technological difficulties were reassuringly few across reviews.” Maybe it’s just me, but I have experienced regular and sometimes quite disastrous “technological difficulties,” being locked out of virtual meetings, poor audio and visual reception, loss of signal, not being able to access Wi-Fi, etc. This isn’t just annoying but can be incredibly frustrating if you are relying on a therapy session to help you to manage difficult matters in your life, including the mass COVID-19 related isolation and loneliness.

Regarding guidelines for remote working, I am glad that the umbrella review highlighted the gap in guideline provision for remote working with young people. A child psychiatrist I know well has found it very frustrating to have to rely on remote means of assessing young patients and has deep concerns about various risk and safety issues.

Overall, I think the umbrella review raises many pertinent questions and issues, and I hope that at some time in the future, there will be another review of the research literature that will begin in time to proliferate with regard to peoples’ experiences of using remote mental health assessments and interventions during this time of COVID-19.

**Conclusions**

The research across a range of mental health conditions suggests that telemental health is potentially an effective, feasible, and acceptable tool for providing mental health treatment, at least when interventions are relatively well-designed and well-planned, as has been the case in research studies. Comparability in terms of symptom improvement and satisfaction relative to face-to-face methods suggests the move to telemental health to sustain mental health services during the pandemic has been a reasonable one; however, the context of this emergency implementation has been very different from most research studies. Further research should seek to build on existing evidence for establishing the long-term effectiveness and cost-effectiveness of telemental health in a range of groups and settings, such as including children and young people and inpatient acute services and focusing on issues of inclusion and reach. A further question on which further evidence would be highly desirable is the extent to which digital exclusion can be remedied, including the examination of interventions designed to include those with limited previous digital resources or skills. Future planning for telemental health implementation should draw on previous research evidence, often acquired in relatively small-scale studies, and on experiences of trying to engage large service user populations and most of the mental health workforce with remote technology delivery during the COVID-19 pandemic.
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Abstract

Background: The increasing prevalence of dementia has promoted a move toward equipping people with the skills required for greater self-management of the condition to enable a better quality of life. Self-management encompasses numerous skills, such as goal setting and decision making, which aim to improve an individual’s physical and mental well-being when they live with long-term health conditions. Effective self-management may lead to increased well-being and quality of life. Reviews of web-based and app-based interventions have suggested that they have the potential to provide self-management support for people living with a range of conditions, including dementia.

Objective: The aim of this review is to explore the existing use of web-based or app-based interventions that facilitate or support self-management in dementia and discuss their effectiveness in promoting self-management and independence.

Methods: A total of 5 electronic databases were systematically searched for relevant articles published between January 2010 and March 2020. Included studies were appraised using the Downs and Black checklist and the Critical Appraisal Skills Program qualitative research checklist. A narrative synthesis framework was applied using tables and conceptual mapping to explore the relationships within and among studies.

Results: A total of 2561 articles were identified from the initial search, of which 11 (0.43%) met the inclusion criteria for the final analysis. These included 5 quantitative, 4 mixed methods, and 2 qualitative studies. All the included articles were of fair to high quality across the two appraisal measures. Interventions were delivered through a range of web-based and app-based technologies and targeted several self-management concepts. However, there was inconsistency regarding the domains, often affected by dementia, that were targeted by the interventions reviewed.

Conclusions: Web-based and app-based interventions for dementia can be delivered through a range of means and can target different aspects of self-management. The small number of studies included in this review report positive outcomes that seem to support the use of these interventions for people living with dementia. However, there is a clear need for more high-quality research into this type of intervention delivery and for studies that use a much larger number of participants across the dementia spectrum. Future research should consider the barriers to and facilitators of intervention adoption highlighted in this review and whether interventions can encompass the physical, social, cognitive, and emotional domains affected by dementia.

(J Med Internet Res 2021;23(7):e26551) doi:10.2196/26551
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Introduction

Background

Technology-based interventions have the potential to provide practical and effective delivery of support to affected populations across a range of health conditions [1]. Their role in dementia care is still emerging, and more research is needed to explore their current use and potential impact and highlight gaps in the literature and knowledge [2].

Dementia currently affects an estimated 885,000 people in the United Kingdom [3, 4] and leads to impaired ability and performance across multiple cognitive domains, such as memory, cognitive ability, and communication, which appear even in the early stages [4]. The provision of care for people aged above 65 years who are living with dementia currently costs the United Kingdom £34.7 (US $47.9) billion a year and is expected to rise to £94.1 (US $129.9) billion by 2040 [5]. With the ever-increasing aging population, it is estimated that 1.6 million people will have a dementia diagnosis by 2040 [5]. Social care costs alone amount to £15.7 (US $21.6) billion, and the hours of unpaid care by families equate to £13.9 (US $19.2) billion a year [5]. Enabling people living with dementia to manage their condition more effectively, improve their overall well-being, and maintain their independence for as long as possible may provide benefits for both the population living with dementia and the health and social care sectors [6]. The role of technology-based interventions in dementia care is still emerging; however, they may offer the potential to provide practical and effective delivery of support for people living with dementia and their families [6].

The UK government highlighted the importance of enabling people with dementia to live well and independently in their dementia action plan [7]. Self-management was identified as a potential strategy in response to the increasing incidence and prevalence of dementia and in helping people and their families to retain control over their lives. Self-management encompasses multiple components that can support an individual to improve their physical and mental well-being, either independently or in collaboration with their health care team [8]. These components include goal setting, decision making, problem solving, accessing and using resources, strong collaboration between patients and health professionals, and patient activation [8-10]. The latter refers to the knowledge, skills, and confidence an individual has in managing their long-term condition and overall health and has been linked to a lower number of medical appointments and hospital admissions [11].

The lived experiences of people with dementia vary considerably, and it has been suggested that this may be due to the interaction between cognitive impairment and a range of psychological and social factors [12]. One review found that multicomponent, nonpharmacological interventions for people living with dementia had a positive effect on the activities of daily living, cognitive functioning, and mood [13]. In addition, interventions targeted at dyads were found to have positive effects on the quality of life of people with dementia and their caregivers. Oyebode and Parveen [12] extended the previous evidence by updating the evidence base to consider randomized controlled trials (RCTs), controlled studies, and reviews from 2008 to 2015. The 61 studies and reviews included covered the entire dementia care pathway, from community-dwelling people to residential care and end-of-life care, and considered interventions aimed at caregivers [12]. Many of the publications included discussed residential care, with a focus on managing the behavioral symptoms of dementia. The authors concluded that more research was needed into care within the community-dwelling dementia population and a greater focus on interventions that help to enrich the overall quality of life.

A review of web-based interventions that targeted support and education to informal caregivers found that they have potential benefits for both the supporter and the person with dementia [14]. A systematic search of the literature pertaining to RCTs of web-based interventions resulted in 17 studies. Interventions were found to be effective in decreasing symptoms of depression and anxiety in informal caregivers but failed to significantly reduce caregiver burden or improve quality of life. However, 6 studies demonstrated that caregiver interventions had the potential to positively improve the symptoms of depression and anxiety in caregivers and the quality of life of people with dementia. The review suggested that, when tailored to individuals and targeted at both caregivers and people with dementia, web-based interventions have the potential to improve the well-being and quality of life of all involved in informal dementia care.

Although the older population is generally perceived to have fewer technology skills, there is an emerging evidence base suggesting that technology plays a role in the self-management of dementia. In fact, it has been suggested that technology has five potential roles in dementia care [15]: facilitating declining cognition, enabling better performance of daily activities, ensuring safety, helping maintain active social involvement, and providing support and reassurance for informal caregivers. All these roles aim to assist people living with dementia to maintain their independence, improve their quality of life, and contribute to their self-management.

Research focused specifically on app-based interventions targeted at people living with dementia has also supported their use in the self-management of the condition. A study exploring the use of tablet computers and apps by people with mild dementia demonstrated that people were quickly able to learn how to use new technology and engage positively with the content of the apps [16]. The findings highlighted the importance of motivational benefits for people to incorporate new technology into their daily lives, such as improving their self-management and quality of life. Access to informal technology support to aid adoption was shown to be valued by people living with dementia and their families. However, consideration should be given to individualizing interventions to encourage engagement [16]. Several factors should be considered when creating and delivering self-management interventions (SMIs) in dementia to maximize their potential benefit and use.

Dementia is a chronic, progressive condition that affects multiple faculties in daily life [4]. The evidence base for self-management in dementia is limited, particularly regarding support for people
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living with mild dementia [8,17]. Therefore, an in-depth review of the current knowledge and use of interventions, particularly regarding the role of technology, is needed.

**Objectives**

There are a range of nonpharmacological digital interventions that may be beneficial to people living with dementia, such as cognitive stimulation therapy [18]. However, the aim of this review is to explore the existing use of web- or app-based interventions that facilitate or support self-management in dementia, the concepts they target, and their effectiveness.

The findings are likely to be useful to health services and policy makers when considering how to include self-management in dementia and to researchers to help design better studies on the effectiveness of web- and app-based SMIs. This review could provide useful insights into the role of web- and app-based interventions in the self-management of dementia, and the findings should be considered in clinical practice. A protocol was written for this review but was not registered with PROSPERO [19].

**Methods**

**Overview**

Narrative synthesis is one approach to the systematic review and synthesis of findings from multiple studies and different methodologies. Although it allows for the inclusion of statistical data, the distinguishing characteristic of narrative synthesis is the use of a textual approach to summarize and describe findings to form a story from the included studies.

**Search Strategy**

A systematic search was conducted across five electronic databases in February 2020: Cochrane (Central Register of Controlled Trials), Web of Science, PubMed, Scopus, and ProQuest (Science Database, Technology Collection, PsycArticles, and Social Science Database). After scoping the literature, a trial-and-error process was applied to explore search term combinations. With each combination, every third title and abstract were screened on the first two pages of results to determine whether they were relevant to the review questions. The key terms found were combined to create the final search: (web* OR online* OR computer* OR internet* OR app* OR smartphone*) AND (intervention* OR support*) AND (self-manag* OR independ*) AND (dement*). Independence was found to be a term often used in discussions about self-management; therefore, it was included in the final search. Terms such as tablet were excluded from the search because of their connotations with pharmacological interventions found during the initial scope of the literature. The search included research, journal, and review or evaluation articles, as it was thought that these would encompass novel research and evaluation studies. The date limits of January 2010 to March 2020 were placed on the search to encompass any prospective publications.

**Study Selection**

The search results were imported into EndNote (Clarivate Analytics), and duplicates were removed. Each title and abstract were read twice and vetted by the primary reviewer (ARL), with the inclusion criteria acting as a guide to identify possible papers. A second reviewer (EVG) independently examined 5% of the total results to provide a consensus on the quality of the search. Potentially relevant references were imported into Rayyan [20], ready for a full-text review by the 2 reviewers (ARL and EVG). Each reviewer independently read the full texts twice before deciding whether to include or exclude the review. Any conflicts regarding the inclusion or exclusion of papers at any stage of the process were discussed by the two reviewers. A manual search of the references from the included papers was conducted for any suitable additions.

**Inclusion Criteria**

The inclusion criteria were as follows:

- Participant population included adults aged 18 years or older, with a confirmed diagnosis of dementia.
- Participant population was community dwelling.
- Included a web- or app-based intervention aimed at improving self-management or independence for people living with dementia.
- Intervention was for independent or dyadic use (involvement from an informal supporter).
- Included RCTs or quasi-experimental, observational, qualitative, or mixed methods studies.
- Publication dates were between January 2010 and March 2020. These years were selected based on the definition of web-based interventions by Barak et al [21].

**Exclusion Criteria**

The exclusion criteria were as follows:

- Protocol papers, opinion pieces, conference abstracts, scoping reviews, or systematic reviews.
- Interventions that were exclusively for supporters.
- Studies with a focus on care management and community-delivered interventions where the planning and coordination of dementia care was the focus [22].
- Published in a language other than English, and a translation was not available.

**Data Extraction**

The principal reviewer (ARL) completed the data extraction using bespoke extraction forms based on the guidance of the Centre for Reviews and Dissemination for systematic reviews [23]. The data extraction forms were piloted before the review. A second independent review of the completed data extraction was provided by EVG. The following data items were extracted: (1) study information, (2) study characteristics, (3) population characteristics, (4) intervention, (5) outcome data, and (6) results.

**Quality Assessment and Risk of Bias in Individual Studies**

The quality of studies assessed aspects such as the appropriateness of the study design, the potential risk of bias, and the quality of reporting. A total of 2 assessment tools were used: the modified Downs and Black [24] checklist, as used in Trac et al [25], to measure study quality for quantitative trials and the Critical Appraisal Skills Programme (CASP) checklist
for qualitative research [26]. Mixed methods studies were assessed using both checklists.

The scoring system used for the modified Downs and Black checklist followed that outlined in the study by O’Connor et al [27], with 24-28 points regarded as excellent, 19-23 as good, 14-18 as fair, and less than 14 as poor. The 10-item CASP checklist had three response options: meeting the criteria, unable to tell, and not meeting the criteria. It was scored according to the method detailed in Stansfeld et al [28], with meeting the criteria given a score of 1 and unable to tell or not meeting the criteria given a score of 0. For the tenth item, which asks how valuable the research is and does not provide the response options, the principal reviewer decided whether to award a score of 1. The principal reviewer administered a scoring system in which a score of 4 or less was defined as poor, 5-7 as moderate, and 8 or above as high. These tools were selected as they are suitable for randomized, nonrandomized, and qualitative studies. They have also been used in previous narrative synthesis systematic reviews [28,29] and are recommended by the Centre for Reviews and Dissemination [23].

Data Synthesis

Narrative synthesis allows for the inclusion of qualitative, quantitative, and mixed methods studies and for a systematic yet transparent review of results. Therefore, owing to the diverse selection of studies and review transparency, narrative synthesis was viewed as the most suitable option for this review.

Unlike more analytical approaches to literature reviews, such as meta-analyses, narrative synthesis does not rely on a rigorously tested structured technique [30]. Popay et al [30] created guidance and a framework of four interconnecting elements to improve the transparency of narrative synthesis reviews. This review applied the following guidance and framework:

- Developed a theory of how the intervention works, why, and for whom: a scoping of the relevant literature provided a greater understanding of the review topic, and the rationale for using web- or app-based interventions in dementia studies was considered. This stage guided the research questions, development of the search terms, and inclusion criteria for the review.
- Developed a preliminary synthesis of findings of included studies: data were extracted from each of the studies and tabulated. Descriptive summaries of the same features from each study were extracted and tabulated to help with the initial comparison. Studies were clustered according to the methodology: quantitative, qualitative, and mixed methods.
- Explored relationships within and between studies: concept mapping was used on the extracted data to explore the similarities and differences between the studies and the factors that might have affected this.
- Assessed the robustness of the synthesis: two validity assessment tools were used in this study. Quantitative studies were assessed using the modified Downs and Black checklist [25], and qualitative studies were assessed using the CASP checklist [26]. Studies with mixed methodologies were assessed using both tools.

Results

Reviewing Process

A total of 2560 references were identified using the search strategy. After duplicates were removed, 1164 references remained, and their titles and abstracts were screened for inclusion criteria. Of these, 1130 were excluded as they did not focus on relevant interventions or include participants with dementia, leaving 34 papers for full-text screening. One additional paper was found through a manual search of the reference lists of the papers selected for full-text screening. After a full-text review conducted by the principal and secondary reviewers, 11 papers met the inclusion criteria and were accepted for this review. The main reasons for exclusion were that the app- or web-based interventions were not the primary focus of the study; they were not described in sufficient detail for analysis, for example, lacking description of the intervention and mode of delivery; and the outcome measures were not relevant to self-management in relation to independence. Figure 1 shows a PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) diagram of the study selection process.
Preliminary Synthesis of Findings

Study Characteristics
The included articles varied in location (Denmark=2, Sweden=1, United Kingdom=1, Netherlands=1, and United States=1); however, several studies did not specify a country (n=5). For studies with an unspecified location, the primary reviewer contacted the corresponding author but received no reply. Day and activity centers were the most common locations for the interventions (n=6), with private homes being the second most popular (n=5). Almost all the articles had either quantitative (n=5) or mixed methodology (n=4), and a nonrandomized, nonconcurrent multiple baseline approach was the most common study design (n=6). This meant that data from multiple baseline and intervention sessions were not collected simultaneously for all participants. No control groups or blinding procedures were used in any of the included studies.

Participant Characteristics
A total of 189 people living with dementia participated across the included studies, with an age range of 59-92 years. All studies had small sample sizes of ≤11, except for one study, which had 116 participants [31]. Alzheimer disease was the most common diagnosis among study participants (n=7), and the Mini Mental State Exam score was the most common measure used to describe participants (n=8). Scores varied from <6 to 22, indicating that the participants had mild to severe dementia. Participants were mainly recruited from day and activity centers for people living with dementia (n=6) or from memory clinics (n=3). Supporters were recruited in 4 studies, 2 as part of a dyad [32,33], and 2 as supporters [31,34]. Of the 121 supporters recruited, 119 (98.3%) were informal and 2 (1.7%) were formal (see Tables S1 and S2 of Multimedia Appendix 1 [31-41] and Multimedia Appendix 2 [31-41], respectively, for further details of the study and participant characteristics).

Exploring Relationships Within and Among Studies

Robustness of the Synthesis
The quality of the included studies varied between fair and high. All the quantitative studies [35-39] were of fair quality, in accordance with the Downs and Black checklist scoring. These studies scored highly on reporting aims, intervention details, measuring outcome measures and providing a comprehensive summary of their findings. Mixed methods studies [31-33,40] scored high or moderate on the qualitative CASP checklist but fair on the quantitative checklist. Qualitative commentary on participant recruitment and the summary of findings

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) diagram of the search and review process.
complemented the quantitative reporting of aims, outcome measures, intervention details, and participant numbers and characteristics. Both measures suggested that greater reporting of data analyses, ethical considerations, the acknowledgment of monitoring for adverse events, and the inclusion of blinding would strengthen the methodology and study reporting. Of the 2 qualitative studies, one [34] scored highly on the CASP, whereas the other was moderate [41]. The reporting of study aims, data collection, and findings was strong; however, more details on the data analysis techniques used, reasoning for the chosen research design, and the relationship between researchers and participants would have been preferred. In addition, wider contribution of the research could have been discussed more thoroughly in both papers. The content of the included studies was judged to be of sufficient quality and robust enough to be included in the narrative synthesis. Table 1 shows the quality assessment scores of each of the included studies.

### Table 1. Quality assessment scores.

<table>
<thead>
<tr>
<th>Study</th>
<th>Methodology</th>
<th>Quality assessment score</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lancioni et al (2017) [37]</td>
<td>Quantitative</td>
<td>16 (57)</td>
<td>28</td>
</tr>
<tr>
<td>Lancioni et al (2018) [38]</td>
<td>Quantitative</td>
<td>14 (50)</td>
<td>28</td>
</tr>
<tr>
<td>Øksnebjerg et al (2020) [31]</td>
<td>Mixed methods (quantitative)</td>
<td>14 (50)</td>
<td>28</td>
</tr>
<tr>
<td>Øksnebjerg et al (2020) [31]</td>
<td>Mixed methods (qualitative)</td>
<td>9 (90)</td>
<td>10</td>
</tr>
<tr>
<td>Kerssens et al (2015) [33]</td>
<td>Mixed methods (qualitative)</td>
<td>6 (60)</td>
<td>10</td>
</tr>
<tr>
<td>McGoldrick et al (2019) [40]</td>
<td>Mixed methods (quantitative)</td>
<td>17 (61)</td>
<td>28</td>
</tr>
<tr>
<td>McGoldrick et al (2019) [40]</td>
<td>Mixed methods (qualitative)</td>
<td>9 (90)</td>
<td>10</td>
</tr>
<tr>
<td>Kerkhof et al (2019) [41]</td>
<td>Qualitative</td>
<td>8 (80)</td>
<td>10</td>
</tr>
<tr>
<td>Boman et al (2014) [41]</td>
<td>Qualitative</td>
<td>7 (70)</td>
<td>10</td>
</tr>
</tbody>
</table>

### Interventions

Concept mapping enabled a clear comparison of the interventions among the included studies. All the studies described their interventions in detail. There was a range of web- and app-based technologies used to deliver SMIs: touch screen computers (n=1), smartphone apps (n=3), and multicomponent (n=7). Of the multicomponent interventions, smartphones or tablets were the most commonly used (n=4), followed by earpieces or headphones (n=3) and headsets (n=3), although apps (n=2), computers (n=1), and smartwatches (n=1) were also used. These findings suggest that apps are becoming more popular in the delivery of interventions, either alone or as part of a more complex, multicomponent method. A total of 2 studies examined the same intervention but with different participants [35,36], and 3 others focused on a similar alternative intervention in different participant groups [37-39].

There were similarities and differences among the aims of the studies with regard to the self-management concepts targeted by the interventions. In total, 7 of the studies focused on interventions that targeted more than one self-management concept, although no intervention covered all domains or self-management concepts. One study targeted three concepts, 6 studies considered two concepts, and 3 studies focused on one self-management concept. Four overarching self-management concepts were widely assessed across the included studies: independence, activities of daily living, communication, and cognition.

Independence was the most commonly identified concept (n=8). A total of 2 studies focused on the effect of independence on the quality of life. Other popular concepts targeted by interventions in several studies were improving activities of daily living (n=5) and communication (n=5). Studies that explored communication could be divided into enhancing social relationships (n=3) and promoting social engagement (n=2). A total of 2 studies centered on improving cognitive functioning and memory enhancement. Figure 2 shows the intervention concept map. The numbers refer to the study identities found in the study and outcome tables.
All interventions could be tailored or modified in their delivery to fit individual needs or goals. The study period was reported either through the number of intervention sessions or the number of days, with one exception where the duration of the session was provided. The number of intervention sessions varied between 20 and 119 sessions and the number of days from 24 days to 9 months. Researchers or the research team was heavily involved in the intervention setup and provision across all 11 included studies.

**Outcomes**

Table S3 (Multimedia Appendix 3 [31-41]) outlines the outcomes and key findings of each of the included studies.

**Activities**

A total of 6 studies focused on outcomes that measured or explored the completion of activity. In total, 2 studies measured the completion rate of independent phone calls to people who were relevant to the participants [35,36]. The mean number of independent calls in the baseline of both studies was 0; however, this increased to around 4 during the respective interventions. A similar study explored the experiences of using a mock-up videophone [41]. Observations and qualitative feedback from participants showed that they initially struggled with the new intervention but could use it independently following guidance from the research team. Participants reported that the intervention was enjoyable to use, but they would have preferred more options to individualize it. A total of 3 studies had outcomes that measured independent ambulation and object use [37-39]. The interventions in these studies appeared to have a considerable impact on participants’ ability to start and complete independent activities successfully, such as making a cup of coffee or preparing food. In particular, one study reported a significant improvement in all participants executing the correct steps to complete their activities [38].

**Engagement**

The outcomes of the other 5 studies [31-34,40] explored the wider impact and experiences of app-based and wearable technology in dementia care. Interventions in 2 studies led to increased activity levels and a sense of independence in participants, which promoted positive engagement with daily activities [32,33]. Several issues regarding the incorporation of web- and app-based interventions in dementia were highlighted in the qualitative outcomes. Contextual and personal factors, such as a lack of confidence in using technology, concerns about dealing with technical difficulties, and forgetting to use apps, were some of the issues raised by participants and their families. These factors were key to nonadoption in the respective studies and should be considered when designing and delivering future studies in dementia care.

**Adoption and Usability**

The adoption and usability of apps were measured in 2 studies. One study [31] trialed the Rehabilitation in Alzheimer Disease Using Cognitive Support Technology app-based intervention, designed to assist with memory symptoms and daily activities. The overall mean Usefulness, Satisfaction, and Ease of use Questionnaire for dementia scores in this study of 40 for participants and 34 for supporters out of a total of 60 indicated a moderately high-level satisfaction rating of the intervention regarding usefulness, satisfaction, and ease of use. The researchers divided participants into adopters and nonadopters, depending on their usage of the intervention. There were 18 participants and 7 supporters who continued to use the app after the 90-day study period and were classed as adopters. However, 47 participants and 78 supporters did not activate the app. The survey, which was completed by 35 participants, showed that those who adopted the app were not significantly different from nonadopters in their skills, level of experience, and need for...
help when using a tablet [31]. For those who did not activate or continue to use Rehabilitation in Alzheimer Disease Using Cognitive Support Technology, several reasons were given, including that it was not relevant for the stage of their condition and a preference for using nontechnology-based solutions [31].

Another study [40] used the Unified Theory of Acceptance and Use of Technology Questionnaire to assess changes in attitudes toward the use of their reminder app in eight domains. Unified Theory of Acceptance and Use of Technology Questionnaire scores were collected from 2 participants, with one showing a positive decrease in pre- and postscores but the other showed a negative increase in half of the domains. The adoption of web- and app-based interventions appears to depend upon individuals connecting with the intervention and feeling confident about using it and may or may not result in a positive research outcome.

**Discussion**

**Principal Findings**

After reviewing the current evidence, it is clear that web- and app-based interventions have the potential to benefit the lives and care of people living with dementia. This narrative synthesis review examined the literature discussing the use of web- and app-based technology in delivering SMIs in dementia care. From the 11 studies that met the inclusion criteria, it is apparent that a range of methodologies have been applied when researching this topic. All the included studies were generally of fair to good quality, and the results were consistent and coherent, which suggests that the synthesis was robust. However, the scores from the quality appraisal measures suggest that there is a lack of high-quality research on web- and app-based interventions. More details on participant recruitment methods and the acknowledgment of potential adverse events were needed, and the blinding of those conducting outcome measures would have strengthened the methodology. The interventions reviewed targeted independence, communication, and activities of daily living, and 7 studies focused on multiple concepts of self-management. However, there was inconsistency regarding the number of domains related to dementia self-management, such as daily living activities, that were targeted by each intervention.

Most studies had very small participant numbers, ranging from 3 to 11, except for Øksnebjerg et al [31], who recruited 116 participants living with dementia and 98 supporters. Owing to the small sample sizes, studies were unable to conduct comprehensive analyses on their results and often relied on reporting changes in the mean scores of outcome measures. Recruitment methods across studies were open to bias, as they usually relied on people who had contact with memory clinics or day centers. Therefore, the participants might not have been representative of the wider dementia population. There were no suitable RCTs, and none of the included studies reported blinding participants or researchers. This highlights the shortfall in comprehensive, large-scale RCTs of web- and app-based SMIs in dementia and identifies an area for future research.

**Critical Reflection**

Reflection was undertaken by the authors throughout the review process to identify any limitations or biases that could influence the review findings. As critical reflection is not a linear process, the authors acknowledge that there may be additional missed limitations. One strength of this review is that the search terms were created according to the scope of the relevant literature. This helped ensure that the final search would find the most relevant results and that the number of missed articles would be significantly reduced. Another strength is that the articles were differentiated and excluded using a standardized definition of care management. Having a definition meant a uniform exclusion of articles and a greater inclusion of self-management–focused results.

Although the search terms appear robust and the results were excluded in a uniform manner, this review has several limitations. First, the included articles were limited to those published in English or those that had an English translation available, which might have led to some relevant research being missed. It was decided to restrict participant populations to people living with dementia in the community, rather than those in residential homes or institutionalized care, which means the search strategy missed any web- or app-based SMIs in those settings. This could be a potential area for future reviews. Finally, owing to the small number of participants involved across the included studies, it is difficult for this review to provide a comprehensive evaluation of the effects of web- or app-based interventions on the self-management of dementia. There is a need for studies to explore these interventions in larger samples of people living with dementia and across a range of dementias and severities, for more significant conclusions to be drawn. As narrative synthesis takes a textual approach to analyzing evidence, the quality of methodological reporting could have biased the findings.

**Comparison With Previous Work**

To our knowledge, this is the first review to systematically synthesize evidence concerning web- and app-based SMIs for people living with dementia. However, previous reviews have identified digital interventions aimed at people living with noncommunicable diseases, such as cardiovascular diseases. One such review examined the potential role of digital interventions in promoting healthy behavior change and improving self-management [1]. A search of 9 databases resulted in 29 publications meeting the inclusion criteria, with these studies covering 7 different interventions. All 7 interventions were identified as web-based, with 4 also having mobile-based delivery and targeted health behaviors such as physical activity and diet.

Clinical and psychosocial outcomes, such as quality of life, were reported in the included studies. Significant effects on psychosocial outcomes were reported only for one intervention. However, positive clinical outcomes on activity levels, disease-specific self-care, and self-monitoring behaviors were apparent across all interventions. These findings present a similar view to this review and indicate that evidence-based digital interventions, often provided through web- or app-based delivery, have the potential to promote positive behavior change.
and better support the self-management of conditions when delivered with correct guidance and tailored to the individual.

Conclusions
This review explored and examined evidence concerning web- and app-based interventions targeted at self-management of dementia through a narrative synthesis methodology. Many of the interventions reviewed had a positive impact on the self-management concept they were targeting, which suggests that their use could prove beneficial in dementia care. The successful adoption of these interventions appears to be dependent on individuals’ engagement and their confidence in using the technology. Common factors influencing nonadoption appear to be a lack of confidence or familiarity with using technology, apprehension about encountering and resolving technological difficulties, and forgetting to use the intervention. The findings are beneficial to health services and policy makers in considering how to incorporate self-management in dementia care and to researchers to help design better studies on the effectiveness of web- and app-based interventions. Barriers to adoption and implementation should be considered when delivering these interventions digitally to maximize the potential reach and effect on people living with dementia and their families. Conclusions drawn from this review will provide a positive contribution to the growing evidence base and increase the understanding of the use of these types of interventions in the self-management of dementia and their role in service provision.
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Abstract

Background: Poor treatment adherence in patients with chronic obstructive pulmonary disease (COPD) or asthma is a global public health concern with severe consequences in terms of patient health and societal costs. A potentially promising tool for addressing poor compliance is eHealth.

Objective: This review investigates the effects of eHealth interventions on medication adherence in patients with COPD or asthma.

Methods: A systematic literature search was conducted in the databases of Cochrane Library, PsycINFO, PubMed, and Embase for studies with publication dates between January 1, 2000, and October 29, 2020. We selected randomized controlled trials targeting adult patients with COPD or asthma, which evaluated the effectiveness of an eHealth intervention on medication adherence. The risk of bias in the included studies was examined using the Cochrane Collaboration’s risk of bias tool. The results were narratively reviewed.

Results: In total, six studies focusing on COPD and seven focusing on asthma were analyzed. Interventions were mostly internet-based or telephone-based, and could entail telemonitoring of symptoms and medication adherence, education, counseling, consultations, and self-support modules. Control groups mostly comprised usual care conditions, whereas a small number of studies used a face-to-face intervention or waiting list as the control condition. For COPD, the majority of eHealth interventions were investigated as an add-on to usual care (5/6 studies), whereas for asthma the majority of interventions were investigated as a standalone intervention (5/7 studies). Regarding eHealth interventions targeting medication adherence for COPD, two studies reported nonsignificant effects, one study found a significant effect in comparison to usual care, and three reported mixed results. Of the seven studies that investigated eHealth interventions targeting medication adherence in asthma, three studies found significant effects, two reported nonsignificant effects, and two reported mixed effects.

Conclusions: The mixed results on the effectiveness of eHealth interventions in improving treatment adherence for asthma and COPD are presumably related to the type, context, and intensity of the interventions, as well as to differences in the...
Introduction

With a global prevalence of over 299 million people living with chronic obstructive pulmonary disease (COPD) and almost 273 million people living with asthma in 2017 [1], COPD and asthma are common chronic lung diseases. They are a worldwide public health concern and they increasingly affecting the lives of patients due to climate change and pollution [2]. The clinical and economic burden of asthma and COPD have been widely established [3]. Both these respiratory diseases are typically treated and managed with drug therapies, often in the form of daily inhaled medication. Full adherence is important for optimal management and treatment of COPD and asthma [4-6]. This is especially the case when patients become more vulnerable, such as during environmental disruptions or the current COVID-19 pandemic [7].

Unfortunately, adherence to treatment regimens for COPD and asthma is often poor. Adherence to inhaled corticosteroids (ICS) in adult patients with asthma is estimated to range from 22% to 63% [8]. Medication adherence in patients with COPD reportedly ranges from 0.3% to 68%, depending on the type and combination of medications [9]. Adherence is a complex, multifaceted concept, including many potential contributing factors, which can be medication-related (eg, side effects) or patient-related (eg, forgetfulness, medication beliefs) [10]. Poor adherence can severely impact patients’ health outcomes, with consequences including an increased risk of mortality and exacerbations, as well as diminished disease control and quality of life [5]. Poor adherence has furthermore been associated with higher health care utilization and costs [5,6]. Therefore, there is an urgent need for interventions that can improve treatment adherence in individuals with COPD or asthma.

A recent Cochrane review comprising 28 randomized controlled trials reported positive effects of various interventions to improve adherence to ICS in asthma in comparison to usual care [11]. After approximately 71 weeks of follow-up, a 20% improvement was achieved for people who were given education about adherence (20 trials) or who were provided with electronic monitoring or reminders to use their inhaler (11 trials). Another review investigated the effect of interventions to improve medication adherence in COPD [12]. Overall, five of the seven studies reported significant improvements in adherence. Effective strategies involved brief counseling, monitoring, and feedback on adherence through electronic medication delivery devices, as well as multicomponent interventions including education, self-management, motivational interviewing, and extra support (eg, clinic visits, phone calls) by health care professionals. Whether such strategies produced effects of similar magnitudes remains unclear.

Increasingly, eHealth is being used in the provision of health care services such as patient communication, monitoring, and education. In general, eHealth can be an effective tool to address poor treatment adherence in patients with chronic diseases, as indicated by the results of numerous studies focusing on different target populations [13-17]. However, to our knowledge, no systematic review or meta-analysis has yet been performed investigating the effects of eHealth interventions on adherence specifically for patients with COPD and only limited research has focused on youth or adult asthma populations. Bonini [18] conducted a systematic review of the literature published in 2016 that assessed the effects of eHealth on asthma management, incorporating multiple components including medication adherence in children and adults. The findings suggested an overall beneficial effect of eHealth on asthma control and management, whereby eHealth included mobile health systems (mHealth), telemedicine, electronic health records, and digital app interventions. A recent meta-analysis investigated the effect of eHealth on ICS adherence in patients with asthma (including both children and adults), comprising 15 randomized controlled trials with a total of 13,907 participants. Compared with usual care, a small but significant overall effect of eHealth interventions was observed. In addition, a pooled analysis of four studies provided evidence for the superiority of mHealth interventions such as SMS text messages and audiovisual reminders as compared to usual care [19].

The aim of our study was to systematically review the effectiveness of eHealth interventions in improving medication adherence in adult patients with COPD or asthma. In this review, the results were presented separately for asthma and COPD in order to enable investigation of potential differences between the diseases, as well as to allow for potential nuance in terms of the effectiveness of specific eHealth interventions for the two diseases separately.

Methods

No review protocol was made beforehand and the review was not registered in any database or registry. The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist can be found in Multimedia Appendix 1.

Search Strategy

Our search strategy was part of a broader search performed in a research project on the role of eHealth in treatment adherence in chronic lung disease, including obstructive sleep apnea (OSA), asthma, and COPD. The results regarding OSA have been published elsewhere [20]. The search was conducted in the electronic databases of the Cochrane Library (Wiley),
PsycINFO (EBSCO), PubMed, and Embase. The search results were limited to available full-text articles in English or Dutch with publication dates from January 1, 2000, to October 29, 2020. Numerous terms related to eHealth technology, patient adherence, and the target populations (asthma, COPD) were combined, using both free-text and index terms (for the full search string, see Multimedia Appendix 2). In addition, reference lists of the included studies, as well as relevant systematic reviews, were checked for potentially relevant additional studies.

Study Selection and Data Extraction

Inclusion criteria were as follows: (1) The target population comprised patients aged ≥18 years with COPD or asthma. (2) One or more main component(s) of the intervention were delivered by eHealth technology, or an eHealth component was investigated as an add-on intervention to usual care. The criteria to qualify as an eHealth intervention were that (A) the intervention was delivered via information and communications technology such as telephone calls, telemedicine (eg, videoconferencing), websites, smartphone apps, or SMS text messages; and (B) the intervention was delivered independently of time and place (eg, videos delivered in face-to-face sessions were not considered eligible). (3) Intervention effects were compared to a control group, with exclusion of control conditions containing the same eHealth component as the experimental condition. (4) Outcomes were assessed in terms of at least one quantitative measure of adherence to the medical treatment—that is, to oral or inhaler medication. (5) Adherence measures were compared statistically between study conditions. (6) The study design was a randomized controlled trial.

All titles and abstracts were independently screened by two reviewers (JA and LL: January 1, 2000, through March 20, 2018; MS and LV: March 21, 2018, through October 29, 2020). Subsequently, the full-text articles of the selected papers were screened to determine eligibility for this review. Covidence software was used to manage the screening process and the risk-of-bias assessments. Data on study reference, design, population, interventions, outcomes, and results were extracted by means of a data extraction form in an Excel spreadsheet by JA (January 1, 2000, through March 20, 2018) and MS (March 21, 2018, through October 29, 2020).

Quality Assessment

The Cochrane Collaboration’s risk-of-bias tool [21] was used to assess the quality of all included studies. Two reviewers (JA and LL or MS and LV, depending on publication date; see above) independently evaluated the following dimensions of risk of bias: (1) adequacy of random sequence generation, (2) adequacy of concealment of allocation sequence to personnel, (3) blinding of study participants and personnel, (4) blinding of outcome assessors, (5) adequacy of handling of incomplete outcome data, and (6) selective outcome reporting. Each study was rated per dimension as “low risk,” “high risk,” or “unclear risk.” Disagreements between reviewers were resolved by discussion.

Data Analysis

Due to the limited number of available studies and the heterogeneity of the studies in terms of designs and characteristics, as well as the assessments and operationalizations of medication adherence, the results were narratively reviewed and no meta-analysis has been performed.

Results

Search and Screening

Figure 1 depicts the PRISMA flow diagram of study identification and selection. The pooled systematic search resulted in a total of 6447 potentially relevant articles covering COPD or asthma. After removal of 2520 duplicates, a total of 3923 articles were selected for title and abstract screening. A total of 78 studies were then selected for full-text screening. Of these, 32 targeted COPD and 46 targeted asthma. Full-text screening of the eligibility criteria eventually led to the inclusion of 6 studies targeting COPD and 7 studies targeting asthma.
Figure 1. PRISMA flowchart describing study identification and selection process. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

Results for COPD

Study Characteristics

Multimedia Appendix 3 provides an overview of study and intervention characteristics; of the six included studies, two interventions were internet-based and four were telephone-based. Interventions involved the telemonitoring of symptoms and adherence, education and counseling (eg, knowledge of the disease, smoking cessation, inhaler techniques), and self-support modules (eg, to help patients identify disease exacerbations or to support psychological well-being). Medication adherence was a primary outcome in three studies and a secondary outcome in three others. The studies were conducted in Europe, China, and New Zealand.

Quality Assessment

Figure 2 presents the results of the risk-of-bias assessment for each study separately. None of the studies were rated as having low risk of bias on all six dimensions. The majority of studies had a high risk of performance bias (n=5) and detection bias (n=4). These were due to the lack of blinding and participants self-reporting their medication adherence while being aware of their allocated study condition. Studies with a high risk of attrition bias (n=2) generally did not analyze the data according to an intention-to-treat design, thus excluding participants who did not adhere to the intervention or were lost to follow-up.
Effects of eHealth Interventions on Medication Adherence

The effectiveness of the interventions is shown in Table 1. Of the six included studies, four studies focusing on medication adherence in COPD demonstrated the eHealth intervention to be more effective than care as usual in terms of improving medication adherence on at least one of the operationalizations of adherence [22-25]. However, three of these four studies reported nonsignificant effects when other operationalizations of medication adherence were used [22,24,25]. In addition, two studies found no differences between participants who received the eHealth intervention (ie, online monitoring and as-needed telephone contact) supplemental to care as usual, or care as usual only [26,27]. Both of these studies used the self-report Medication Adherence Rating Scale (MARS).

Telephone-based pharmaceutical care including education and counseling was found to be effective as compared to care as usual in terms of adherence operationalized as pill count [23]. The three studies that reported mixed results all investigated the effect of an eHealth intervention as an add-on to care as usual. These studies differed regarding the type of intervention and the technology used, as well as how medication adherence was operationalized. In one study, telephone-based integrated care resulted in significant effects in terms of the percentages of self-reported medication inhaler adherence and observed correct inhaler maneuvers, whereas no effects were found for the percentages of self-reported oral medication adherence [22]. In another study, telephone-based telemonitoring did not result in significant effects on adherence to the medication regimen, but there were significant effects on the percentages of people adhering at least 80% to the regimen; in both those operationalizations, adherence was measured objectively by an administration tracker attached to the device [25]. In the last study, telemonitoring and treatment reminders delivered by an internet-linked robot resulted in significant results when medication adherence was measured with a self-reported questionnaire, but nonsignificant results when the percentages of medication adherence were measured objectively by an administration tracker attached to the device [24].

Results for Asthma

Study Characteristics

Multimedia Appendix 3 presents the details on study and intervention characteristics. Of the seven included studies focusing on asthma, six interventions were telephone-based.
Interventions involved monitoring and management of medication, including reminders for intake and refills, as well as pharmacist consultations. Control conditions included, among others, asthma education, monitoring and treatment by a general practitioner or specialist, and inhaler use tracking. Study periods ranged from 2.5 to 18 months. Overall, five studies included medication adherence as a primary outcome. Most studies were conducted in the United States (n=4).

Quality Assessment

Figure 3 presents the results of the risk-of-bias assessment. None of the studies were rated as having low risk of bias on all six dimensions. A substantial number of studies had a high risk of performance bias (n=5) or detection bias (n=3), due to the lack of blinding. Most studies also had a high risk of attrition bias (n=4), mainly because they did not analyze the data in an intention-to-treat design.

Figure 3. Risk of bias analysis on individual studies investigating effectiveness of eHealth interventions on medication adherence in patients with asthma.

Effects of eHealth Interventions on Medication Adherence

The effectiveness of the interventions is displayed in Table 1. We determined that five of the seven included studies on medication adherence in asthma reported significant effects on at least one of the operationalizations of medication adherence compared to control conditions [28,30,31,33,34]. However, at the same time, two of these five studies reported nonsignificant effects when other operationalizations of medication adherence were used [30,33]. In addition, two studies reported nonsignificant effects [29,32]. In two studies, a standalone eHealth intervention involving an interactive voice response system for monitoring, medication reminders, and education was found to significantly increase self-reported medication adherence [28,31]. One of these studies operationalized medication adherence on the basis of self-report [31], whereas the other tracked inhaler use or assessed inhaler weight [28]. In another study, a guided standalone internet-based monitoring and management tool was found to significantly increase self-reported medication adherence as compared to a control group receiving monitoring and treatment by a general practitioner or specialist [34]. Another study also investigating the effect of SMS text message medication reminders as an add-on to care as usual reported mixed results depending on how adherence was operationalized [30]. Compared to care as
usual, there was a significant improvement in the percentage of inhaler use, but not in the percentage of participants collecting their medication refills, as recorded in pharmacy reports. Another study also investigated the effect of a standalone monitoring and management support tool, but provided via SMS text message or telephone interactive voice response or via email [33]; the results were mixed depending on the operationalization of medication adherence and the group comparisons. Comparing the combined intervention groups with care as usual, the study found no significant effects on self-reported medication adherence. When the intervention groups were compared, no significant effect was found on self-reported use of reliever medication or on the asthma medication ratio, but a greater increase in self-reported use of controller medication was found in the SMS text message/telephone group as compared to the email group. Telephone-based pharmacist consultations as an add-on to care as usual did not result in a significant increase in self-reported adherence rates compared with care as usual [32]. Lv and colleagues [29] investigated the effect of a standalone eHealth intervention using SMS reminders about asthma management; they reported nonsignificant effects in comparison with care as usual or with verbal or written asthma education. Medication adherence was defined as the percentage of participants that were adherent, although the exact operationalization was unclear.
### Table 1. Effects of eHealth interventions for medication adherence in chronic obstructive pulmonary disease and asthma: study results

<table>
<thead>
<tr>
<th>Condition; reference and study design; and outcome operationalization</th>
<th>Outcome measure</th>
<th>Between-group results</th>
<th>Between-group statistic ($P$ value)</th>
<th>Study quality (number of dimensions unclear/low/high risk)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chronic obstructive pulmonary disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farmer, 2017 [26], add-on to care as usual</td>
<td>Medication adherence</td>
<td>Medication Adherence Rate Scale</td>
<td>Difference in score from baseline to 12 months. TG: 0.17 (2.47) vs CG: 0.33 (3.65).</td>
<td>.77</td>
</tr>
<tr>
<td>Garcia-Aymerich, 2007 [22], add-on to care as usual</td>
<td>Percentage of oral medication adherence</td>
<td>Medication Adherence Scale</td>
<td>12-month results. TG: 90% vs CG: 85%</td>
<td>.57</td>
</tr>
<tr>
<td>Percentage of inhaler medication adherence</td>
<td>Inhaler Adherence Scale</td>
<td>12-month results. TG: 71% vs CG: 37%</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>Percentage of correct inhaler maneuvers</td>
<td>Observed inhaler skills</td>
<td>12-month results. TG: 86% vs CG: 24%</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Pinnock, 2013 [27], add-on to care as usual</td>
<td>Medication adherence</td>
<td>Medication Adherence Rate Scale</td>
<td>12-month results. TG: 24.0 (1.7) vs CG: 23.7 (1.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Wei, 2014 [23], standalone</td>
<td>Percentage of medication adherence</td>
<td>Pill count</td>
<td>12-month results. TG: 66.5 (8.6) vs CG: 54.4 (12.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Broadbent, 2018 [24], add-on to care as usual</td>
<td>Percentage of medication adherence</td>
<td>Administration tracker on device</td>
<td>TG: 48.5% vs CG: 29.5%</td>
<td>.03</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>Medication Adherence Rate Scale</td>
<td>Difference in score from baseline to 4 months. TG: 1.63 (0.56) vs CG: 0.12 (0.55)</td>
<td>.06</td>
<td></td>
</tr>
<tr>
<td>To, 2020 [25], add-on to care as usual</td>
<td>Medication regimen adherence</td>
<td>Ratio number of doses taken (administration tracker) / number of doses prescribed</td>
<td>2-month results. TG: 99.8 (15.0) vs CG: 92.7 (30.0)</td>
<td>.12</td>
</tr>
<tr>
<td>Percentage of 80% adherence</td>
<td>Ratio number of doses taken (administration tracker)/number of doses prescribed</td>
<td>2-month results. TG: 85.7 vs CG: 71.4</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Correct inhaler technique</td>
<td>Inhaler use checklist</td>
<td>2-month results. TG: 91.9 (7.8) vs CG: 79.9 (17.1)</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td><strong>Asthma</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bender, 2010 [28], standalone</td>
<td>Percentage of inhaled corticosteroids adherence (number of taken puff/number of prescribed puffs)</td>
<td>Electronic tracking device</td>
<td>CG: 64.5 (17.2) vs TG: 49.1 (16.8)</td>
<td>.003</td>
</tr>
<tr>
<td>Lv, 2012 [29], add-on to care as usual</td>
<td>Percentage of adherers</td>
<td>Not specified</td>
<td>TG: 80 vs CG1: 74.1 vs CG2: 50</td>
<td>.11</td>
</tr>
<tr>
<td>Rasmussen, 2005 [34], standalone</td>
<td>Percentage of inhaled corticosteroids adherers</td>
<td>Self-reported as almost always taking inhaled corticosteroids</td>
<td>TG: 87 vs CG2: 54</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage of inhaled corticosteroids adherers</td>
<td>Self-reported as almost always taking inhaled corticosteroids</td>
<td>CG1: 79 vs CG2: 54</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>
### Discussion

#### General Discussion

This review investigated the effects of eHealth interventions in improving adherence to medication treatment by patients with COPD or asthma. In general, mixed results were found and no definite conclusions could be drawn.

The mixed results of the current review may be explained by differences in study design, type and intensity of eHealth interventions, type of control condition, and assessment and operationalization of outcome measures. Previous reviews and meta-analyses have demonstrated small but significant effects of eHealth interventions in improving medication adherence for patients with asthma [18,19], as well as for more diverse populations of chronically ill patients [13] and individuals with long-term medication [35]. The latter two studies found positive effects in 66% and 59% of the studies, respectively. In line with our rather inconclusive and mixed findings, all of the abovementioned overview studies highlighted the considerable amount of heterogeneity among study designs and outcomes, and the limited number of high-quality studies conducted.

Differences in operationalization may have contributed to the discrepant results, in that self-report questionnaires such as the MARS [36] might be less sensitive in detecting actual changes in treatment adherence than more direct adherence assessments such as pill counts or inhaler use tracking devices. Indeed, such variations in objective and subjective measurements of medication adherence have been widely reported in the literature [37,38]. To the best of our knowledge, this is the first systematic review to investigate the effects of eHealth interventions on medication adherence in adult patients with COPD or asthma. Our findings are limited by the small number of included studies and considerable heterogeneity regarding different study aspects. This challenges the interpretation of eHealth intervention effects.

---

**TABLE 1**

<table>
<thead>
<tr>
<th>Condition; reference and study design; and outcome operationalization</th>
<th>Outcome measure</th>
<th>Between-group results</th>
<th>Between-group statistic ($P$ value)</th>
<th>Study quality (number of dimensions unclear/low/high risk)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strandbygaard, 2010 [30], add-on to care as usual</td>
<td>Percentage of inhaled corticosteroids adherence</td>
<td>Administration tracker on device</td>
<td>TG: 81.5 vs CG: 70.1</td>
<td>.02</td>
</tr>
<tr>
<td>Vollmer, 2011 [31], standalone</td>
<td>Change in medication adherence</td>
<td>Difference in modified medication possession ratio</td>
<td>TG: 0.40 (0.32) vs CG: −0.04 (0.24)</td>
<td>.002</td>
</tr>
<tr>
<td>Young, 2012 [32], standalone</td>
<td>Percentage of low adherers</td>
<td>Morisky Medication Adherence Scale</td>
<td>TG: 47.0 vs CG: 26.0</td>
<td>.07</td>
</tr>
<tr>
<td>Bender, 2020 [33], standalone</td>
<td>Reliever medication use</td>
<td>Number of beta-agonist canisters dispensed</td>
<td>6- to 18-month results: CG: 4.71 (0.23) vs TG1+TG2: 4.96 (0.16)</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>Controller medication use</td>
<td>Number of inhaled corticosteroids canisters dispensed</td>
<td>6- to 18-month results: CG: 6.43 (0.26) vs TG1+TG2: 6.70 (0.20)</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>Ratio used medication</td>
<td>Asthma medication ratio</td>
<td>6- to 18-month results: CG: 0.58 (0.01) vs TG1+TG2: 0.57 (0.01)</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>Ratio used medication</td>
<td>Asthma medication ratio</td>
<td>6- to 18-month results: TG1: 0.57 (0.01) vs TG2: 0.58 (0.01)</td>
<td>.05</td>
</tr>
</tbody>
</table>

*a CG: control group; TG: treatment group.

b Risk of bias according to six dimensions of the Cochrane Collaboration’s risk of bias tool.

c Values represent means (ranges).
in terms of medication adherence for patients with asthma and COPD.

Future Research Directions and Recommendations

Given the limited number of high-quality studies, more studies that minimize potential bias risks are needed to create a more substantial and reliable body of research on the effectiveness of eHealth interventions to improve treatment adherence in COPD and asthma. Furthermore, as a wide variety of outcome measures have been used, future studies could benefit from standardizing measures with respect to adherence outcome. In addition, standardizing the operationalizations of such outcome measures and reporting effect sizes instead of mere statistics in terms of significance could potentially lead to more clear-cut results. Future research would benefit from studies with sufficient statistical power. This would also allow for subgroup analyses, which could provide more insight into what types, intensities, and components of interventions might be more effective for different subgroups, ultimately leading to more personalized or tailor-made treatments. Preliminary research suggests that increased adherence can improve patient outcomes as well as reduce health care costs [5,39]. However, more research is needed to elucidate the cost-effectiveness of eHealth interventions targeting adherence in comparison to usual care. Finally, future studies of eHealth interventions should therefore incorporate cost-effectiveness analyses to elucidate effects in relation to costs as compared with usual care.

Conclusion

No firm conclusion can be drawn due to the small numbers of studies and their heterogeneous results. Much remains to be learned about the potential of eHealth in optimizing treatment adherence in COPD and asthma—for example, in terms of what types and intensities of eHealth intervention components are effective for what types of individuals.

Acknowledgments

This study was funded by the Dutch National Health Care Institute. The funder was not involved in carrying out the research activities. We would like to thank Caroline Planting for her help in conducting the literature search.

Conflicts of Interest

None declared.

Multimedia Appendix 1

PRISMA 2020 checklist.

[DOCX File, 32 KB - jmir_v23i7e29475_app1.docx]

Multimedia Appendix 2

Search string.

[DOCX File, 21 KB - jmir_v23i7e29475_app2.docx]

Multimedia Appendix 3

Study and intervention characteristics.

[DOCX File, 20 KB - jmir_v23i7e29475_app3.docx]

References


multicentre, randomised controlled trial. BMJ 2013 Oct 17;347:f6070 [FREE Full text] [doi: 10.1136/bmj.f6070] [Medline: 24136634]


Abbreviations

COPD: chronic obstructive pulmonary disease
ICS: inhaled corticosteroids
MARS: Medication Adherence Rating Scale
OSA: obstructive sleep apnea
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses

Edited by G Eysenbach; submitted 08.04.21; peer-reviewed by B Pouls, I Yang; comments to author 27.04.21; revised version received 12.06.21; accepted 14.06.21; published 27.07.21.

Please cite as:
Schulte MHJ, Aardoom JJ, Loheide-Niesmann L, Verstraete LLL, Ossebaard HC, Riper H
Effectiveness of eHealth Interventions in Improving Medication Adherence for Patients With Chronic Obstructive Pulmonary Disease and Asthma: Systematic Review
J Med Internet Res 2021;23(7):e29475
URL: https://www.jmir.org/2021/7/e29475
doi:10.2196/29475
PMID:34313593

https://www.jmir.org/2021/7/e29475
J Med Internet Res 2021 | vol. 23 | iss. 7 | e29475 | p.124
(page number not for citation purposes)
Review

The Use of Twitter by Medical Journals: Systematic Review of the Literature

Natalie Erskine¹, BSc, MSc; Sharief Hendricks¹,²,³, BSc, MSc, PhD

¹Division of Physiological Sciences, Department of Human Biology, Faculty of Health Sciences, University of Cape Town, Cape Town, South Africa
²Health, Physical Activity, Lifestyle, and Sport Research Centre, Department of Human Biology, Faculty of Health Sciences, University of Cape Town, Cape Town, South Africa
³Carnegie Applied Rugby Research Centre, Institute for Sport, Physical Activity and Leisure, Leeds Beckett University, Leeds, United Kingdom

Corresponding Author:
Natalie Erskine, BSc, MSc
Division of Physiological Sciences
Department of Human Biology
Faculty of Health Sciences, University of Cape Town
Boundary Road
Newlands
Cape Town, 7725
South Africa
Phone: 27 0728716033
Email: natserskine@mweb.co.za

Abstract

Background: Medical journals use Twitter to engage and disseminate their research articles and implement a range of strategies to maximize reach and impact.

Objective: This study aims to systematically review the literature to synthesize and describe the different Twitter strategies used by medical journals and their effectiveness on journal impact and readership metrics.

Methods: A systematic search of the literature before February 2020 in four electronic databases (PubMed, Web of Science, Scopus, and ScienceDirect) was conducted. Articles were reviewed using the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines.

Results: The search identified 44 original research studies that evaluated Twitter strategies implemented by medical journals and analyzed the relationship between Twitter metrics and alternative and citation-based metrics. The key findings suggest that promoting publications on Twitter improves citation-based and alternative metrics for academic medical journals. Moreover, implementing different Twitter strategies maximizes the amount of attention that publications and journals receive. The four key Twitter strategies implemented by many medical journals are tweeting the title and link of the article, infographics, podcasts, and hosting monthly internet-based journal clubs. Each strategy was successful in promoting the publications. However, different metrics were used to measure success.

Conclusions: Four key Twitter strategies are implemented by medical journals: tweeting the title and link of the article, infographics, podcasts, and hosting monthly internet-based journal clubs. In this review, each strategy was successful in promoting publications but used different metrics to measure success. Thus, it is difficult to conclude which strategy is most effective. In addition, the four strategies have different costs and effects on dissemination and readership. We recommend that journals and researchers incorporate a combination of Twitter strategies to maximize research impact and capture audiences with a variety of learning methods.

(J Med Internet Res 2021;23(7):e26378) doi:10.2196/26378
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Introduction

The main goals of health science research are to improve health, services, and practice, as well as develop health care technologies [1]. Research needs to be translated from what we know to what we do to achieve these goals [1]. This process is generally referred to as knowledge translation [2]. Although knowledge translation does not have an agreed-upon definition [3], it typically includes all the steps from the creation of new knowledge to its application [4]. One primary step in knowledge translation is dissemination, that is, the communication and sharing of research findings [1]. Medical journals are a key source of information for health researchers and practitioners. They also play an important role in dissemination [5]. Traditional journal dissemination is passive, unplanned, and uncontrolled [1] and relies on the end user to search for information (known as the pull concept). This approach requires awareness of and access to the journal, which is not always the case for health researchers and practitioners [6].

Twitter is a microblogging service that allows the sharing of short messages (tweets) within a 280-character limit and can include images, videos, and hyperlinks to other sites. Users can share the tweet (retweet) with their web-based network or community (followers) [7]. Twitter’s global popularity and ubiquitous nature offers a rapid, accessible, and cost-effective medium for communication and sharing of information [8]. Among health professionals and researchers, Twitter is increasingly being used as a medium for health communication to stakeholders [9]. Medical journals have also recognized the potential of Twitter to disseminate their research articles and have implemented a range of strategies to maximize reach [10]. The simplest strategy is posting the title of the research article with a link to the article on the journal’s website. Beyond this, medical journals have also summarized research findings into a single post; produced infographics, visual abstracts, and podcasts; and hosted Twitter discussions and journal clubs [10]. In contrast to traditional dissemination, this approach can be considered active, as the journal pushes content to its audience [1].

Methods

Overview

For this review, Twitter was defined as “a microblogging and social networking service on which users post and interact with messages.” Medical journals were defined as “a peer-reviewed scientific journal that communicates medical information to health practitioners.” Journal impact was measured using citation-based metrics, such as citation count and impact factor. Article readership was measured using pageviews and full-text article downloads. Article dissemination was measured using Altmetric attention scores and Twitter metrics, including impressions, engagements, link clicks, and retweets. The definitions of each dissemination metric are provided in Textbox 1.
Textbox 1. Definitions of outcome measures reported by included studies.

<table>
<thead>
<tr>
<th>Retweets</th>
<th>The number of times a user retweeted (reposted) a tweet. This feature allows users to share information from the source with their followers. You can retweet your Tweets or Tweets from someone else [16].</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions</td>
<td>The number of people who saw your tweet [17].</td>
</tr>
<tr>
<td>Engagements</td>
<td>The total number of times a user interacted with a Tweet. Clicks anywhere on the Tweet, including retweets, replies, follows likes, links, cards, hashtags, embedded media, username, profile photo, or Tweet expansion [17].</td>
</tr>
<tr>
<td>Link Clicks</td>
<td>The number of times the article link in the Tweet is clicked [17].</td>
</tr>
<tr>
<td>Downloads</td>
<td>The number of times a research article was download as a pdf from the website of the medical journal [18].</td>
</tr>
<tr>
<td>Pageviews</td>
<td>The number of times an article on the website of the medical journal was loaded on a web browser (abstract and full text combined) irrespective of the source [18].</td>
</tr>
<tr>
<td>Altmetric Score</td>
<td>A weighted count of all the web-based attention an individual research output has received from web-based media platforms, including social media networks, news outlets, blogs, and others [19].</td>
</tr>
</tbody>
</table>

Literature Search Strategy
A systematic review was conducted to retrieve all relevant research studies. All study designs were included in the review to identify the best evidence available to address the research objectives. The literature search was conducted using the following four electronic databases: PubMed, Web of Science, Scopus, and ScienceDirect. The search was performed using the following search terms: “MEDICAL,” “MEDICINE,” “JOURNALS,” “SOCIAL MEDIA,” and “TWITTER.” For example, we searched PubMed using the following strategy: (“medical” OR “medicine”) AND “journals” AND “social media” AND “Twitter.”

Article Selection
Following the collection of studies from different electronic databases, duplicate studies were removed and screened for eligibility using the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. The inclusion criteria were as follows: (1) English language, full-text original research articles; (2) studies of medical journals; (3) evaluations of Twitter strategies implemented for article dissemination (eg, infographics and web-based journal clubs) or analysis of the relationship between alternative metrics and citation-based metrics; (4) published any time before February 2020; and (5) all research study designs. The exclusion criteria were (1) studies not in English; (2) literature reviews, dissertation theses, review papers, reports, conference papers or abstracts, letters to the editor, commentaries, and feature articles; and (3) studies involving nonmedical academic journals. Following abstract and title screening, we conducted a full-text review of the selected articles.

Data Extraction, Synthesis, and Evaluation
The following data were extracted from the included studies: first author, year of publication, study aim, study sample, Twitter strategy implemented, study methodology (description of the Twitter strategy implemented or metrics being analyzed), primary study outcomes, and results. A customized data extraction sheet was developed using Microsoft Excel. The Medical Education Research Study Quality Instrument was used to evaluate the quality of all included studies [20].

Results
Overview
The database search identified 4416 titles (Figure 1). After removing the duplicates and reviewing the titles, 425 articles remained for abstract review. After reviewing the abstracts, we retrieved 64 full-text articles. The reference list of the 64 full-text articles were manually searched. The total number of included studies was 44. Multimedia Appendix 1 provides a summary of the included studies.
Characteristics of Included Studies

Of the 43 included studies, 27 (63%) health-related disciplines were reviewed, with urology (6/43, 14%) and radiology (5/43, 9%) representing the top two disciplines. A total of 74% (32/43) of the published studies were within the last 4 years. A total of 53% (23/43) of the studies analyzed the relationship between alternative and citation-based metrics as their primary objective. The remaining 47% (20/43) studied how specific Twitter strategies used by medical journals impacted these relationships.

Assessing the Quality of Studies

In all, 74% (32/43) of studies used an observational study design [12,14,21-43,45-50] and 26% (11/43) used an experimental design [11,18,44,51-58]. Multimedia Appendix 1 presents the key findings of each study.

Assessing the Quality of Studies

The studies received an average score of 9.5 out of 13.5, ranging from 8 to 10.5. A total of 70% (30/43) of the studies scored above 9.5. For detailed scores, see Multimedia Appendix 2 [10-14,18,21-54,56-59].
Journals With a Twitter Account Have Greater Citation-Based and Alternative Metric Scores

Studies that compared journals with and without a Twitter account showed that Twitter has a higher impact factor (n=4) [27,29,32,34], an increase in Altmetric attention scores (n=1) [39], H-index scores (n=3) [21,31,35], SCImago Journal Rank (n=4) [21,31,35,40], and receive more citations (n=1) and tweets [12].

Number of Tweets May Be Positively Correlated to Publication Citations

A total of 6 studies [22,25,26,28,37,38] reported a positive and significant relationship between Twitter mentions and article citations, whereas 2 studies reported no significant relationship [57,58].

Textbox 2. Definitions of the Twitter strategies implemented by journals.

<table>
<thead>
<tr>
<th>Journal Club</th>
<th>Participants discuss a selected research article virtually using Twitter, often meeting at a set date and time.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Tweet</td>
<td>Posting a message on Twitter with the title of an academic article along with a link to the full-text version on the journals’ websites. The article may or may not be accessible.</td>
</tr>
<tr>
<td>Infographic</td>
<td>Posting a message on Twitter with the title of an academic article, a summary of the results in the form of an infographic, and a link to the full-text version on the journals’ websites. The article may or may not be accessible.</td>
</tr>
<tr>
<td>Podcast</td>
<td>Posting a message on Twitter containing the title of an academic article and a link to the full-text version of the article as well as a downloadable podcast based on the article on the journals’ websites. The article may or may not be accessible.</td>
</tr>
<tr>
<td>Observational</td>
<td>No intervention was implemented. The authors analyzed the relationship between Twitter metrics or alternative metrics and citation-based metrics for journals or articles.</td>
</tr>
</tbody>
</table>

Implementing Twitter Strategies Increases Research Dissemination

Twitter strategies implemented by medical journals to promote their research articles ranged from hosting internet-based journal clubs (7/43, 16%) [42-44,46-50], standard article promotion (7/43, 16%) [11,44,52,53,55,57,58], infographics or visual abstracts (6/43, 14%) [18,45,50,51,54,56], and podcasts (1/43, 2%) [56]. The effects of each strategy are shown in Multimedia Appendix 1, and the definitions for each strategy are provided in Textbox 2. The primary outcome measures included impressions, engagements, link clicks, pageviews (full-text or abstract or both), full-text downloads, and Altmetric scores. The definitions of each outcome are presented in Textbox 1.

Discussion

Principal Findings

This is the first review to analyze the use of Twitter in medical journals and its effect on research dissemination, readership, and journal impact metrics. The first key finding of this review is that journals should endeavor to have a dedicated Twitter account to promote their publications. This Twitter promotion will improve article dissemination, article readership, and citation-based metrics, ultimately leading to an increase in the impact factor. Beyond this, implementing different Twitter strategies maximizes the web-based dissemination of and engagement with publications and journals. There were four main Twitter strategies implemented by medical journals: basic tweeting, infographics, podcasts, and internet-based Twitter journal clubs. Each strategy was successful in the dissemination of publications, but different metrics were used to measure success. Thus, it was difficult to conclude which strategy was the most effective. The discussion below details the benefits and challenges of each strategy and how they increase the potential for successful dissemination.

Basic Tweeting

Basic tweeting was the simplest Twitter strategy used by medical journals, that is, tweeting the title of the article along with the link to the abstract or full-text version on the journal’s website. Basic tweeting had varying impacts on article readership and dissemination, based on a number of factors. These factors include the source of the tweet, posting frequency, and the number of Twitter followers.

The tweet source is as important as the content of the tweet. For example, Hawkins et al [44] increased weekly pageviews per article by 139% when the editorial board tweeted articles from their personal accounts compared with articles tweeted from the journal account only. In another study, using a pre-post study design on Twitter, a journal website received a 273% increase in monthly pageviews after a team of physicians and medical graduates (who were active social media users) began tweeting articles from their personal accounts [11]. Similarly, Luc et al [55] showed that tweeting journal articles via the personal accounts of key opinion leaders significantly increased 7-day posttweet Altmetric scores, Mendeley reads, and Twitter impressions. On the basis of these results, we recommend that...
journals should encourage key opinion leaders, editorial board members, and active social media users in their medical disciplines to promote articles on their personal Twitter accounts on behalf of the journal.

Increasing the posting frequency may increase the dissemination of articles. Fox et al [52] found no increase in pageviews for articles posted only twice. In contrast, Widmer et al [58] found a 900% increase in pageviews via Twitter for articles posted seven times. In another study, Hawkins et al [44] found that 4 tweets per article resulted in significantly more pageviews than 1 tweet per article. Although the studies differed in design, collectively, these results suggest that posting frequency plays an important role in the effectiveness of the basic tweet strategy and that a dose-response relationship between tweeting and impact may exist [58].

A large number of Twitter followers are essential for the success of social media promotion. Two studies, both by Fox et al [52,53], found no increase in monthly article pageviews after implementing a low-intensity (two posts per article) and high-intensity (three posts per article) posting frequency on the journal’s Twitter account. The journal accounts only had 2219 and 10,072 Twitter followers for each study. In contrast, Luc et al [55] and Widmer et al [58] had 52,983 and 1,177,514 Twitter followers, respectively, at the start of their intervention. From a social media recommendation for the journals’ perspective, this means journals starting out on Twitter should focus on increasing followers as opposed to being overly concerned about readership metrics.

Basic article promotion is an easy, cost-effective, and time-effective strategy for journals. From a reader’s perspective, it keeps them up to date with the latest publications, especially if they choose to be notified every time a journal tweets. However, it requires readers to click the link to the journal’s website to read the abstract of the article [51]. In addition, nonscientific readers may not be able to read paid-access articles which is beneficial to nonscientific readers who may not have access to full-text articles. As such, we recommend that journals allocate resources to the creation of visual abstracts.

Podcast
Articles tweeted with linked podcasts receive greater increases in Altmetric attention scores and abstract pageviews than visual abstracts or basic tweets, although they show no increase in full-text readership [56]. A possible explanation for this is that during the podcast, the research paper is critically analyzed and discussed, eliminating the need for users to read the full publication themselves [60]. Podcasts are convenient and accessible and can be heard while performing other tasks, such as commuting, household tasks, or exercise [61]. Podcasts are also enjoyable to listen to due to their entertainment and educational value, and practitioners have reported a positive impact of podcasts on their practices [60]. Creating a podcast is relatively inexpensive, with the minimum required piece of equipment being a dedicated microphone [61].

Internet-Based Twitter Journal Clubs
Hosting monthly 24-hour Twitter discussions of recent publications demonstrate positive growth metrics over the course of the intervention in terms of active participation (number of Twitter profiles involved in the discussion), tweet volume, engagement, and impressions and has the potential to increase traffic to the journal’s website [59]. Unlike other Twitter strategies, internet-based journal clubs are based on conversations and real-time discussions [42]. In addition to discussing the study, internet-based journal clubs build relationships between the journal and the audience [49], Chai et al [42] questioned whether participation in internet-based journal clubs improves knowledge of the topic and whether lessons learned are applied in real-world settings. Another caveat of internet-based journal clubs is that data are only captured on hashtags. As a consequence, important discussion points in tweets without the dedicated journal club hashtags may have been missed [48]. Successful implementation of a Twitter journal club also requires significant preparation and effort. For example, the development of a working group to select topics or manuscripts for tweet chats and having designated moderators to coordinate tweet chats and promote them [41]. If journals choose to implement the internet-based journal clubs strategy, recommendations to increase the likelihood of successful implementation thereof are ensuring that the authors of the studies participate in the web-based discussion [52], allowing opportunities for participants to provide feedback after the
internet-based journal clubs [44], and choosing an optimal time to schedule the chats to allow participants from different time zones to join [52].

Limitations and Future Research

The research designs of studies that tested the effectiveness of the same strategy differed. This made it difficult to draw definitive conclusions regarding Twitter strategy effectiveness [58]. Intervention periods for experimental studies were generally short (7-60 days), and it is unclear whether longer interventions will have greater impacts. In addition, although studies aimed at measuring the impact of different Twitter strategies on outcome measures, some studies also active or promoted articles on other social media platforms at the same time, thereby confounding the results. In terms of the systematic review itself, we tried to focus the search to Twitter studies only. As such, our Boolean terms were “social media” AND “Twitter” as opposed to “social media” OR “Twitter.” Admittedly, this may have excluded potential studies and may be considered a caveat of this review. Another potential limitation of our search strategy was the exclusion of the word tweet in the search terms.

Conclusions

Twitter is a valuable science communication and marketing tool for academic journals to increase web-based visibility, promote research, and translate science to lay and scientific audiences. Four key Twitter strategies are implemented by medical journals: tweeting the title and link of the article, infographics, podcasts, and hosting monthly internet-based journal clubs. In this review, each strategy was successful in promoting publications but used different metrics to measure success. Thus, it is difficult to conclude which strategy is most effective. In addition, the four strategies have different costs and effects on dissemination and readership. We recommend that journals and researchers incorporate a combination of Twitter strategies to maximize research impact and capture audiences with a variety of learning methods.

Conflicts of Interest

None declared.

Multimedia Appendix 1
Characteristics of included studies.
[DOCX File, 52 KB - jmir_v23i7e26378_app1.docx]

Multimedia Appendix 2
Quality of included studies using the Medical Education Quality Instruments.
[DOCX File, 25 KB - jmir_v23i7e26378_app2.docx]

References


Abbreviations

PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-analyses
Social Media and mHealth Technology for Cancer Screening: Systematic Review and Meta-analysis

Arlinda Ruco¹,², MPH; Fahima Dossa³, MD; Jill Tinmouth¹,⁴,⁵, MD, PhD, FRCPC; Diego Llovet¹,⁴, PhD; Jenna Jacobson¹,⁶, PhD; Teruko Kishibe⁷, MIST; Nancy Baxter¹,²,⁸, MD, PhD, FRCSC

¹Institute of Health Policy, Management and Evaluation, University of Toronto, Toronto, ON, Canada
²Li Ka Shing Knowledge Institute, St. Michael's Hospital, Unity Health Toronto, Toronto, ON, Canada
³Division of General Surgery, Department of Surgery, University of Toronto, Toronto, ON, Canada
⁴Prevention & Cancer Control, Ontario Health (Cancer Care Ontario), Toronto, ON, Canada
⁵Department of Medicine, Sunnybrook Health Sciences Centre, Toronto, ON, Canada
⁶Ted Rogers School of Management, Ryerson University, Toronto, ON, Canada
⁷Library Services, St. Michael's Hospital, Unity Health Toronto, Toronto, ON, Canada
⁸Melbourne School of Population and Global Health, University of Melbourne, Melbourne, Australia

Corresponding Author:
Nancy Baxter, MD, PhD, FRCSC
Melbourne School of Population and Global Health
University of Melbourne
207 Bouverie Street
Melbourne, 3053
Australia
Phone: 61 39035551
Email: Nancy.baxter@unimelb.edu.au

Abstract

Background: Cancer is a leading cause of death, and although screening can reduce cancer morbidity and mortality, participation in screening remains suboptimal.

Objective: This systematic review and meta-analysis aims to evaluate the effectiveness of social media and mobile health (mHealth) interventions for cancer screening.

Methods: We searched for randomized controlled trials and quasi-experimental studies of social media and mHealth interventions promoting cancer screening (breast, cervical, colorectal, lung, and prostate cancers) in adults in MEDLINE, Embase, PsycINFO, Scopus, CINAHL, Cochrane Central Register of Controlled Trials, and Communication & Mass Media Complete from January 1, 2000, to July 17, 2020. Two independent reviewers screened the titles, abstracts, and full-text articles and completed the risk of bias assessments. We pooled odds ratios for screening participation using the Mantel-Haenszel method in a random-effects model.

Results: We screened 18,008 records identifying 39 studies (35 mHealth and 4 social media). The types of interventions included peer support (n=1), education or awareness (n=6), reminders (n=13), or mixed (n=19). The overall pooled odds ratio was 1.49 (95% CI 1.31-1.70), with similar effect sizes across cancer types.

Conclusions: Screening programs should consider mHealth interventions because of their promising role in promoting cancer screening participation. Given the limited number of studies identified, further research is needed for social media interventions.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019139615; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=139615

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2019-035411
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Introduction

Background
The use of mobile health (mHealth) technologies and social media in the health care sphere has now become widespread [1-6] and has enabled the rapid sharing of health information, the launching of health promotional campaigns, access to peer support groups, and facilitation of appointment reminders [1,2,4,6]. The World Health Organization has defined mHealth as the use of mobile wireless devices for medical and public health practice [1]. Social media allows those with access to information and communication technology to become content creators and share content with others in virtual communities or networks in addition to accessing information and connecting communities [1,6]. The use of mHealth and social media for health presents an important opportunity to reach health consumers, as these technologies and platforms can provide more frequent interactions, deliver tailored material, and increase accessibility to health information [1], and they now constitute a major way of communicating and advertising. In addition, as access to mobile devices and the internet in low- and middle-resource nations is reported to be comparable with those in developed countries, mHealth and social media may play a role in closing the gap in health disparities between high- and low-resource nations [1,7].

With almost 19 million people expected to be diagnosed with cancer in 2020, cancer is one of the leading causes of death globally [8]. Cancer screening has been shown to reduce disease-specific mortality for a number of cancers [9-12], and as a result, many jurisdictions have implemented population-based screening programs [13,14]. However, screening participation remains suboptimal across jurisdictions and cancer types [13-16]. Emerging research has explored the use of social media and mHealth for cancer screening [17-21]. However, we currently lack an understanding of how effective mHealth and social media can be for cancer screening participation.

Objectives
This systematic review and meta-analysis aims to explore the effectiveness of social media and mHealth interventions to increase cancer screening participation and intention for screen detectable cancers.

Methods

Study Design and Registration
This systematic review was registered with the International PROSPERO (Prospective Register of Systematic Reviews; registration #CRD42019139615) and was written and reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist [22].

Inclusion and Exclusion Criteria
Studies included in this systematic review were randomized controlled trials (RCTs) or quasi-experimental studies with a pre- and postintervention design reporting on the effectiveness of an mHealth or social media intervention on cancer screening participation or intention. We included studies pertaining to breast, cervical, colorectal, prostate, or lung cancer, as guidelines for screening exist for these cancers. We defined mHealth interventions as those that delivered health-related information via telecommunication or other wireless technologies (eg, smartphones and tablets) [4]. Social media interventions included those delivered on an already established or new purpose-built social media platform where users could create a profile and share content with other users (virtual communities) [1]. Any comparator was acceptable, including a nonintervention group; an alternate, nonsocial media, non-mHealth intervention; or studies with a pre- and postintervention design. We included studies with multifaceted interventions if at least one component involved a social media– or mHealth-based strategy. Studies were restricted to those conducted in adults aged 18 years or older and articles published in English. In case we were unable to access full-text articles for relevant abstracts, we contacted study authors to obtain the articles. If the authors did not respond, we included the abstract if we could ascertain the eligibility criteria and if the data on the primary or secondary outcome were available. Commentaries, editorials, letters, and reviews were excluded. We also excluded articles published before 2000 because the use of social media was not widespread before this time [4].

Search Strategy
The search strategy was developed by a senior information specialist (TK) and used a combination of text words and MeSH (Medical Subject Headings) terms depending on the database to capture the following concepts: cancer, screening, and social media or mHealth interventions. The search strategy was peer reviewed by a second information specialist in accordance with the Peer Review of Electronic Search Strategies checklist [23] and has been previously published [24].

Information Sources
The search was conducted using the following databases: MEDLINE, Embase, PsycINFO, Scopus, CINAHL, the Cochrane Central Register of Controlled Trials, and Communication & Mass Media Complete from inception to May 31, 2019. The search was updated on July 17, 2020.

Data Management
We used systematic review software (DistillerSR, Evidence Partners Incorporated) to manage records during the screening and study selection phases.

Study Selection
Two independent reviewers (AR and FD) used a piloted data collection form and screened the studies in three stages: title, abstract, and full text. Citations that either reviewer considered potentially eligible at the title stage were included to maximize sensitivity in the early stages of screening. Inclusion in the abstract and full-text screening stages required consensus between the reviewers. Discrepancies between the reviewers at the abstract or full-text stages were resolved by discussion.

Data Extraction
Two reviewers independently extracted data from the included studies using a piloted data collection form in Excel (Version
Any discrepancies were resolved by discussion. Information extracted from each study included study characteristics (authors, date of publication, location or country, funding, and study design), participant characteristics (sample size, age, sex, ethnicity, and eligibility), intervention details (type of intervention, components, comparator or control group interventions, follow-up or duration, technology platform, and delivery of intervention by whom), and outcomes of interest (screening participation or intention including timeframe).

**Outcomes**

Screening participation (primary outcome) was defined as the proportion of adults who participated in the screening. This included self-reported outcomes as well as those confirmed through administrative records. Screening intention (secondary outcome) was defined as per the primary study authors. Typically, this is measured as the written intention to undergo screening within a specified timeframe (eg, within the next 3 months or 6 months).

**Assessment of Bias**

The Cochrane Risk of Bias 2 tool [25] was used to assess the quality of RCTs, and the Cochrane Effective Practice and Organization of Care framework was used to assess bias in pre- and postintervention studies [26]. The risk of bias assessment was independently completed for each study by 2 reviewers (AR and FD). Discrepancies were resolved by discussion or by a third investigator if needed. The Robvis tool was used to create a risk of bias plot [27].

**Data Synthesis and Analysis**

The study, participant, and intervention characteristics and the risk of bias assessments are presented descriptively. We categorized interventions based on their nature, including (1) reminders, (2) education or awareness, (3) navigation or counseling, (4) peer support, (5) decision aids, and (6) mixed. We report on the outcomes of interest in absolute and relative terms and pooled odds ratios (ORs) for screening participation from RCTs using the Mantel-Haenszel method in a random-effects model. If the outcome was measured at several time points, we used the values from the longest follow-up for our study. In RCTs where several intervention arms had a social media or mHealth component, we included them in our analysis and divided the proportion screened of the control or comparison group equally by the number of intervention arms of interest to maintain the same proportion of those screened while not counting the sample size of the control group more than once, as recommended by Cochrane [28]. Forest plots were created to graphically display results stratified by cancer type and the nature of the intervention. Statistical heterogeneity was calculated using the I² statistic, where a cutoff of ≥75% was defined as considerable heterogeneity [28]. We conducted a sensitivity analysis in which we excluded articles that were assessed to have a high risk of bias. In addition, we conducted sensitivity analyses to explore whether the overall pooled effect estimate would differ for studies measuring the outcome of cancer screening participation through self-reporting compared with objective or administrative records and for studies conducted in low- and middle-income countries (LMICs). We checked for publication bias for the primary outcome among the RCTs using a funnel plot. Statistical significance was set at a two-tailed \( P < .05 \). Meta-analyses were performed using Review Manager (RevMan, The Cochrane Collaboration) 5.0.

**Results**

**Search Results and Characteristics of Included Studies**

A total of 18,008 records were identified in the search. After duplicates were removed, 17,788 titles, 2607 abstracts, and 687 full-text articles were screened. After all the eligibility criteria were applied, 39 articles were included [29-67] (Figure 1). Table 1 presents a summary of the included RCTs (n=30), and Table 2 presents an overview of the included pre- and postintervention studies (n=9). Briefly, the studies that were included were published between 2011 and 2020 and conducted in North America, Europe, Asia, and Africa. Most of the studies (35/39, 90%) described mHealth interventions, and 10% (4/39) of them included social media. The most common type of intervention was mixed (n=19), followed by reminders (n=13), education or awareness (n=6), and peer support (n=1). Mixed interventions were most commonly a combination of reminder and education strategies. There were 16 studies focused on cervical cancer, 14 on colorectal cancer (CRC), 7 on breast cancer, and 1 each on lung and prostate cancer screening. The interventions were implemented by public or private screening programs, university-based research teams, or health care centers or units.
Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram outlining the steps involved in identifying screened and included studies in the meta-analysis.
Table 1. Summary of included randomized controlled trials (n=30).

<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Type of cancer</th>
<th>Intervention type</th>
<th>Population</th>
<th>Nature of intervention</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas et al [29]</td>
<td>Spain</td>
<td>Breast</td>
<td>mHealth&lt;sup&gt;a&lt;/sup&gt; Reminder</td>
<td>Women (aged 50-69 years) with a registered mobile phone number</td>
<td>Invitation letter and text message reminder 2 days before the mammography appointment</td>
<td>Proportion that screened for breast cancer during the 2-month rescreening period</td>
</tr>
<tr>
<td>Vidal et al [51]</td>
<td>Barcelona, Spain</td>
<td>Breast</td>
<td>mHealth</td>
<td>Reminder</td>
<td>Breast cancer screening target population of the southern Barcelona metropolitan area</td>
<td>Text message reminder 3 days before a scheduled appointment with or without a message, with a new appointment date if requested</td>
</tr>
<tr>
<td>Kerrison et al [41]</td>
<td>United Kingdom</td>
<td>Breast</td>
<td>mHealth</td>
<td>Reminder</td>
<td>Women (aged 47-53 years) who were due to be invited for their first routine breast screen</td>
<td>Text message reminder 48 hours before the appointment and an additional text message if they did not attend the initial appointment</td>
</tr>
<tr>
<td>Rashid et al [47]</td>
<td>Klang, Malaysia</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Reminder</td>
<td>Women (aged 20-65 years) residing in Klang who had a nonpositive Papanicolaou test in the previous year and were due for repeat screening</td>
<td>Text message reminder for a repeat Papanicolaou test within a month from the date of recall</td>
</tr>
<tr>
<td>Wanyoro and Kabiru [52]</td>
<td>Thika, Kenya</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Reminder</td>
<td>Women (aged 25-70 years) attending the general outpatient clinic who had never had cervical cancer screening, who owned a mobile phone, and who had normal cervical Papanicolaou test after the initial baseline screening</td>
<td>4 text message reminders in a period of 2 weeks</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>United Kingdom</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Reminder</td>
<td>Women (aged 24-64 years)</td>
<td>1 of 6 text message reminders: a simple reminder, general practice endorsement, total and proportional social norms messages, and gain- and loss-framed messages</td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>Type of cancer</td>
<td>Intervention type</td>
<td>Nature of intervention</td>
<td>Total sample size</td>
<td>Population</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>------------------</td>
<td>------------------------</td>
<td>------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Sly et al [50]</td>
<td>New York, United States</td>
<td>CRC(^b)</td>
<td>mHealth</td>
<td>Reminder</td>
<td>24</td>
<td>Adults (aged &gt;50 years) with referral for screening colonoscopy with no personal or family history of CRC or any chronic gastrointestinal disorder, with telephone service, and who spoke English</td>
</tr>
<tr>
<td>Hagoel et al [36]</td>
<td>Israel</td>
<td>CRC</td>
<td>mHealth</td>
<td>Reminder</td>
<td>48,091</td>
<td>Adults (aged 50-74 years) with no diagnosis of an inflammatory bowel disease or a bowel malignancy, who had not undergone colonoscopy within the previous 3 years, and who had not performed FOBT(^c) in the previous year</td>
</tr>
<tr>
<td>Coronado et al [32]</td>
<td>United States</td>
<td>CRC</td>
<td>mHealth</td>
<td>Reminder</td>
<td>2010</td>
<td>Adults (aged 50-75 years) not up to date with CRC screening and with a clinic visit in the previous year</td>
</tr>
<tr>
<td>Hirst et al [38]</td>
<td>United Kingdom</td>
<td>CRC</td>
<td>mHealth</td>
<td>Reminder</td>
<td>8269</td>
<td>Adults (aged 60-74 years)</td>
</tr>
<tr>
<td>Lam et al [61]</td>
<td>Hong Kong</td>
<td>CRC</td>
<td>mHealth</td>
<td>Reminder</td>
<td>500</td>
<td>Adults (aged 40-70 years) who were asymptomatic and had a previous negative FIT test and who were expected for an annual FIT screening in the subsequent year</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>Los Angeles, United States</td>
<td>CRC</td>
<td>mHealth</td>
<td>Reminder</td>
<td>1767</td>
<td>Adults (aged 50-75 years) who were overdue for CRC screening and had attended at least two clinic visits within the past 24 months</td>
</tr>
<tr>
<td>Hwang et al [40]</td>
<td>United States</td>
<td>CRC</td>
<td>Social media</td>
<td>Peer support</td>
<td>306</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>Type of cancer</td>
<td>Type of intervention</td>
<td>Nature of intervention</td>
<td>Total sample size</td>
<td>Population</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>----------------------</td>
<td>------------------------------------------------</td>
<td>------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Lakkis et al [43]</td>
<td>Beirut, Lebanon</td>
<td>Breast</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>385</td>
<td>Adults (aged 50-75 years) who had no previous diagnosis of CRC, had no history of inflammatory bowel disease, and were not up to date with CRC screening</td>
</tr>
<tr>
<td>Chung et al [31]</td>
<td>Republic of Korea</td>
<td>Breast</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>202</td>
<td>Women (aged 40-75 years) who had not undergone a mammogram in the past 2 years</td>
</tr>
<tr>
<td>Heydari and Noroozi [37]</td>
<td>Bushehr, Iran</td>
<td>Breast</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>120</td>
<td>Women (aged ≥40 years) who were elementary school teachers, were not pregnant or breastfeeding, had no history of cancer, had no family history of breast cancer, had not had breast biopsy experience and mammography in the past 3 years</td>
</tr>
<tr>
<td>Lee et al [44]</td>
<td>Minnesota, United States</td>
<td>Breast</td>
<td>mHealth</td>
<td>Mixed (education and navigation)</td>
<td>131</td>
<td>Korean American immigrant women (aged 40-79 years) who had not received a mammogram in the past 2 years</td>
</tr>
<tr>
<td>Khademolhosseini et al [42]</td>
<td>Bushehr, Iran</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>95</td>
<td>Educational training through text messaging, electronic posters, infographics, podcasts, and video tutorial and a reminder to perform a Papanicolau smear test</td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>Type of cancer</td>
<td>Intervention type</td>
<td>Nature of intervention</td>
<td>Total sample size</td>
<td>Population</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Richman et al [49]</td>
<td>North Carolina, United States</td>
<td>Cervical or rectal</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>264</td>
<td>Women who were able to read and write, were married for at least 6 months, had a smartphone, had no history of genital tract cancer in their family, and had no experience of doing a Papanicolaou smear test in the past 3 years</td>
</tr>
<tr>
<td>Adler et al [62]</td>
<td>United States</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>95</td>
<td>Adults (aged 18-26 years) who attended the university and who were voluntarily initiating the first HPV4 vaccine dose from the campus student health center</td>
</tr>
<tr>
<td>Erwin et al [34]</td>
<td>Kilimanjaro and Arusha regions, Tanzania</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>851</td>
<td>Women (aged 25-65 years) with no past hysterectomy with cervical removal or known HIV infection</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>Portugal</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>1220</td>
<td>Women (aged 25-49 years) eligible for screening and registered at primary health care units that perform systematic written letter invitations for screening</td>
</tr>
<tr>
<td>Linde et al [65]</td>
<td>Tanzania</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>689</td>
<td>Women (aged 25-60 years) who had tested positive for HPV during a patient-initiated opportunistic screening 14 months earlier</td>
</tr>
<tr>
<td>Romli et al [63]</td>
<td>Kedah, Malaysia</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education and reminder)</td>
<td>210</td>
<td>Women (aged 25-60 years) who had tested positive for HPV during a patient-initiated opportunistic screening 14 months earlier</td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>Type of cancer</td>
<td>Intervention type</td>
<td>Total sample size</td>
<td>Population</td>
<td>Nature of intervention</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>------------</td>
<td>-----------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Baker et al</td>
<td>Chicago, United States</td>
<td>CRC</td>
<td>mHealth</td>
<td>450</td>
<td>Adults (aged 51-75 years) with preferred language listed as English or Spanish and with a negative FOBT</td>
<td>A mailed reminder letter and FIT kit with postage-paid envelope, automated telephone and text message reminders sent over a 3-month period</td>
</tr>
<tr>
<td>Muller et al</td>
<td>Anchorage, Alaska</td>
<td>CRC</td>
<td>mHealth</td>
<td>2386</td>
<td>Alaska Native or American Indian adults (aged 40-75 years) with no history of CRC or colectomy enrolled with the Southcentral Foundation health care system and eligible for screening</td>
<td>A maximum of 3 text messages over 2 months</td>
</tr>
<tr>
<td>Miller et al</td>
<td>North Carolina, United States</td>
<td>CRC</td>
<td>mHealth</td>
<td>450</td>
<td>English-speaking adults (aged 50-74 years) who were scheduled to see a primary care provider and were due for CRC screening</td>
<td>mPATH-CRC, an iPad app providing screening information, help with screening decision, self-ordering a screening test, and automated electronic messages to complete the chosen test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mixed (education and decision aid)</td>
<td></td>
<td>Gay or bisexual men (aged 18-25 years) residing in the United States who had not received any HPV vaccine doses</td>
<td>Population-targeted, individually tailored content about HPV and monthly HPV vaccination reminders sent via email and/or text message</td>
</tr>
<tr>
<td>Reiter et al</td>
<td>United States</td>
<td>Rectal</td>
<td>mHealth</td>
<td>150</td>
<td>Gay or bisexual men (aged 18-25 years) residing in the United States who had not received any HPV vaccine doses</td>
<td>Population-targeted, individually tailored content about HPV and monthly HPV vaccination reminders sent via email and/or text message</td>
</tr>
<tr>
<td>Wong et al</td>
<td>Hong Kong</td>
<td>CRC</td>
<td>mHealth</td>
<td>629</td>
<td>Women entrepreneurs (aged 20-65 years) who received financial help from Amanah Ikhtiar Malaysia and who were or had been previously married</td>
<td>A 30-minute educational talk, a 5-minute video on Papanicolaou smear test procedures, experience sharing from a cervical cancer survivor, distribution of pamphlet on cervical cancer and Papanicolaou smear testing, and 2 text message reminders sent over a 3-month period</td>
</tr>
</tbody>
</table>
The most common reminder strategies used were text message reminders [29-39,41-43,46-55,57-65]. Educational strategies most commonly included general health information about the specific cancer and information about cancer screening, including the importance of screening. Although text messages were commonly used to deliver educational information [34,35,37,42-44,46,48,49,53-55,59,62,64,65], some studies also used electronic posters or infographics, CDs, videos, mobile apps, and podcasts [37,42,44,45,55,59,63]. Education was also provided through in-person educational or training sessions in some cases in addition to a social media or mHealth strategy or in the comparison groups [55,63]. Educational interventions using social media included social media campaigns [56] or sharing information or daily posts about screening or cancer with participants who were members of a group (virtual community) on a social media platform [66,67]. Peer support interventions on social media also leveraged groups to support participants of that virtual community through the sharing of personal stories and narratives [40]. Outcomes were measured at several time points, including the proportion attending a scheduled appointment or those participating in screening within 2 weeks [52], a month [65], 45 days [35], 60 days [29,34,41,47], 3 months [35,42,50], 3-5 months [38,39,51], or 6 months [30,31,33,36,40,45,53].

There was wide variability in the study participants. For example, the included participants were targeted based on geographical region in some studies [34,51,56] or by their profession as elementary school teachers [37], entrepreneurs [63], or university students [49,59]. Some studies were targeted to specific racial and cultural groups [44,46,54,58,67], whereas others included gay and bisexual men only [48] or women who were HIV positive [60]. The intervention intensity also differed between the studies. For example, some interventions included sending only a single text message reminder [29,31,33,38,39,41,51], whereas others included sending 22 text messages over 16 days [54] or 21 messages over a 7-day period [44]. For social media interventions, participants in one study received three daily posts over a 12-week period [67] or as many as 20 posts per day over 5 days [66].
<table>
<thead>
<tr>
<th>Study</th>
<th>Location</th>
<th>Type of cancer</th>
<th>Intervention type</th>
<th>Nature of intervention</th>
<th>Total sample size</th>
<th>Population</th>
<th>Summary of intervention</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ganta et al [60]</td>
<td>Nevada, United States</td>
<td>Cervical</td>
<td>mHealth&lt;sup&gt;a&lt;/sup&gt; Reminder</td>
<td>HIV-infected women (aged ≥18 years) at the HIV Wellness Center</td>
<td>473</td>
<td>Reminders to schedule a Papanicolaou test via 3 sequential text messages and subsequently by 3 phone call attempts</td>
<td>Proportion completing the Papanicolaou test</td>
<td></td>
</tr>
<tr>
<td>Lee et al [58]</td>
<td>Minnesota, United States</td>
<td>Cervical</td>
<td>mHealth Education or awareness</td>
<td>Korean American women (aged 21-29 years) with no previous receipt of a Papanicolaou test with up-to-date health insurance</td>
<td>30</td>
<td>7-day text message–based intervention including quizzes and engagement in conversation</td>
<td>Proportion receiving a Papanicolaou test within 3 months Proportion completing a Papanicolaou test within a year</td>
<td></td>
</tr>
<tr>
<td>Lemos et al [59]</td>
<td>Madeira, Portugal</td>
<td>Cervical</td>
<td>mHealth Education or awareness</td>
<td>Female college students recruited from various undergraduate courses of Madeira University</td>
<td>144</td>
<td>5 structured text messages delivered over 5 weeks and an educational video intervention lasting 12 minutes</td>
<td>Intention to get a Papanicolaou test measured on a 5-point Likert scale from 1 (definitely will not do) to 5 (definitely will do)</td>
<td></td>
</tr>
<tr>
<td>Le and Holt [54]</td>
<td>United States</td>
<td>Cervical</td>
<td>mHealth Education or awareness</td>
<td>Church-attending African-American women (aged 21-65 years) with no previous medical history of cervical cancer or hysterectomy</td>
<td>52</td>
<td>22 text messages delivered over 16 days, containing health-specific and spirituality based content</td>
<td>Intent to get a Papanicolaou smear test in the next 6 months</td>
<td></td>
</tr>
<tr>
<td>Lyson et al [66]</td>
<td>United States</td>
<td>Cervical</td>
<td>Social media Education or awareness</td>
<td>Women (aged ≥18 years) who lived in the United States, spoke English as their primary language, and did not have cervical cancer</td>
<td>782</td>
<td>Health Connect web-based platform where participants were assigned to groups of 9 and where each participant was randomly distributed a set of 20 tweets or messages per day over 5 days in a personalized message feed</td>
<td>Proportion ever had a Papanicolaou test Proportion ever received the HPV&lt;sup&gt;b&lt;/sup&gt; vaccine</td>
<td></td>
</tr>
<tr>
<td>Key et al [67]</td>
<td>Kentucky, United States</td>
<td>CRC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Social media Education or awareness</td>
<td>Appalachian Kentuckians (aged ≥50 years) noncompliant with current screening guidelines</td>
<td>60</td>
<td>Participants joined a closed Facebook group and were presented with 3 daily Facebook posts during the 12-week intervention</td>
<td>Proportion ever received a colonoscopy or FOBT&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Location</td>
<td>Type of cancer</td>
<td>Intervention type</td>
<td>Nature of intervention</td>
<td>Total sample size</td>
<td>Population</td>
<td>Summary of intervention</td>
<td>Outcomes</td>
</tr>
<tr>
<td>-----------------------</td>
<td>---------------------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>------------------------</td>
<td>-------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Jessup et al [56]</td>
<td>Massachusetts, United States</td>
<td>Lung</td>
<td>Social media</td>
<td>Education or awareness</td>
<td>Variable depending on platform</td>
<td>Patients, caregivers, and health care providers within a 60-mile radius of a large quaternary medical center and 2 affiliated off-campus imaging sites. Patient campaign targeted current and former smokers (aged ≥55 years), females (aged ≥55 years), patients and employees of the academic medical center (aged ≥18 years), and caregivers (aged ≥18 years)</td>
<td>Patient awareness campaign on Facebook and Google and provider campaign on LinkedIn and Twitter</td>
<td>Number of LDCT examinations per week before and after the campaign</td>
</tr>
<tr>
<td>Fornos et al [57]</td>
<td>Texas, United States</td>
<td>Cervical</td>
<td>mHealth</td>
<td>Mixed (education, reminders, and navigation)</td>
<td>32,807</td>
<td>Women (aged ≥18 years) enrolled in CareLink who were not up to date with Papanicolaou screening or actively obtaining Papanicolaou test appointments</td>
<td>Newsletters, public service announcements, automated client reminders including text messages, and community outreach</td>
<td>3-year cervical cancer screening rate</td>
</tr>
<tr>
<td>Capik and Gozum [55]</td>
<td>Erzurum, Turkey</td>
<td>Prostate</td>
<td>mHealth</td>
<td>Mixed (education and reminders)</td>
<td>75</td>
<td>Men (aged 41-65 years) working in 2 public institutions who had not received a prostate cancer diagnosis</td>
<td>Poster announcements, interactive educational session, access to website, desk calendar information and reminders, monthly email reminders, flyers, and 1 text message</td>
<td>Proportion having had a PSA test in the last 3 months Proportion having had a prostate examination in the last 3 months</td>
</tr>
</tbody>
</table>

a mHealth: mobile health.  
b HPV: human papilloma virus.  
c CRC: colorectal cancer.  
d FOBT: fecal occult blood test.  
e LDCT: low-dose computed tomography.  
f PSA: prostate-specific antigen.

**Quality Assessment**

Risk of bias assessments for the included studies are shown in Figures 2 and 3. Briefly, 27% (8/30) of the included RCTs were classified as high risk, 23% (7/30) as having some concerns, and the remainder (15/30, 50%) were classified as low risk. Common reasons for being classified as high risk included having some concerns in several domains, including bias arising from the randomization process, effect of assignment to intervention, and measurement of the outcome. All pre- and postintervention studies were classified as high risk. Figure 4 displays the funnel plot used to check for publication bias. The x-axis represents the effect estimates, whereas the y-axis represents the study size or precision. The funnel plot generated...
may suggest some publication bias because of the lack of studies with small effect sizes and variances.

**Figure 2.** Risk of bias assessment for the included randomized controlled trials (n=30) created using the Robvis tool.

<table>
<thead>
<tr>
<th>Study</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adler et al [32]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Arcas et al [29]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Baker et al [30]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Chung et al [31]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Coronado et al [32]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Erwin et al [34]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Fimino-Muchido et al [35]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Hagos et al [36]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Heydarli and Noroozi [37]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Hirst et al [38]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hwang et al [40]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Kison et al [41]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Khademolhosseini et al [42]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Lakkis et al [43]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Lam et al [61]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lee et al [44]</td>
<td>+</td>
<td>+</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Linde et al [65]</td>
<td>×</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Mahmoud et al [64]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Miller et al [46]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Muller et al [48]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Rashid et al [47]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Roit et al [48]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Richman et al [49]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Roml et al [63]</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>+</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Sly et al [50]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Vidal et al [51]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Wanyoro and Kabiri [52]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Wong et al [53]</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

**Domains:**
- D1: Bias arising from the randomization process.
- D2: Bias due to deviations from intended intervention.
- D3: Bias due to missing outcome data.
- D4: Bias in measurement of the outcome.
- D5: Bias in selection of the reported result.

**Legend:**
- High
- Some concerns
- Low
Figure 3. Risk of bias assessment for the included pre- and postintervention studies ($n=9$).

<table>
<thead>
<tr>
<th>Study</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>Overall*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capik and Gozum [55]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fornos et al [57]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ganta et al [60]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jessup et al [56]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key et al [67]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Le and Holt [54]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee et al [58]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lemes et al [59]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyson et al [66]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Overall risk of bias judgement was assigned low risk if the study was judged to be at low risk for all individual domains; medium/unclear risk if the study was judged to be at medium/unclear risk in at least one domain, but not at high risk of bias for any domain, and high risk of bias if the study was judged to be at high risk in at least one domain or at medium/unclear risk in multiple domains in a way that substantially lowers confidence in the result.

**Domains:**
- D1: Intervention independent of other changes
- D2: Shape of intervention effect pre-specified
- D3: Intervention unlikely to affect data collection
- D4: Knowledge of the allocated interventions adequately prevented during the study
- D5: Incomplete outcome data
- D6: Selective outcome reporting
- D7: Other risk of bias

**Judgement:**
- High risk
- Medium/Unclear risk
- Low risk
Primary and Secondary Outcomes

The absolute effect of being screened in the intervention arms was 22.22% (13,115/59,017). There was an absolute risk difference of 14% (95% CI 13.12-14.33) between the intervention and comparison arms, with the proportion screened in the comparison arms being 35.94% (12,524/34,872). When stratified by cancer type, the absolute proportion screened in the intervention arms was 71.68% (3935/5489) for breast cancer compared with 64.11% (7096/11,067) in the comparison arms (risk difference 8%; 95% CI 6.08-9.06). For cervical cancer, there were 35.23% (2382/6760) screened in the intervention arms compared with 28.26% (1548/5478) in the comparison arms. For CRC, the proportion screened in the intervention arms was 14.53% (6798/46,768) and 21.17% (3880/18,327) in the comparison arms, with a risk difference of 6% (95% CI 5.96-7.31).

The overall pooled OR for cancer screening participation among the included RCTs was 1.49 (95% CI 1.31-1.70; Figure 5), indicating that the odds of getting screened increased by 49% for those who received a social media or mHealth intervention. However, considerable heterogeneity was observed (I²=88%). Similar effect estimates were observed when stratified by cancer type, with the largest effect observed for cervical cancer screening studies (OR 1.71, 95% CI 1.34-2.19; Figure 5). Stratification by cancer type did not reduce the heterogeneity. When we conducted a sensitivity analysis excluding trials assessed to have a high risk of bias, the overall pooled OR and I² remained stable (OR 1.54, 95% CI 1.33-1.78; Figure 6). The overall pooled OR was not significant when including only studies measuring screening participation through self-reporting (OR 2.09, 95% CI 0.96-4.53). The overall pooled effect estimate remained stable when including only studies that captured the outcome through administrative records (OR 1.46, 95% CI 1.28-1.66). When we included only studies conducted in LMIC settings (n=3), the overall pooled OR was 3.29 (95% CI 1.02-10.60) with considerable heterogeneity (I²=93%). However, the pooled OR increased to 5.50 (95% CI 3.19-9.51) with only moderate heterogeneity (I²=38%) when only studies with a low risk of bias were included (n=2). We also conducted subgroup analyses by meta-analyzing studies based on the nature of the intervention. The results showed an overall pooled effect estimate of 1.23 (95% CI 1.08-1.41) for reminder interventions (Figure 7) and 2.07 (95% CI 1.49-5.83) for mixed interventions (Figure 8). Heterogeneity did not change when subgroup analyses were conducted.
Figure 5. Forest plot for the randomized controlled trials reporting on the primary outcome of cancer screening participation categorized by type of cancer (n=30).

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2.1 Breast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vidal et al [51]</td>
<td>2785</td>
<td>3719</td>
<td>5893</td>
<td>1067</td>
<td>17.7</td>
</tr>
<tr>
<td>Lee 2017</td>
<td>45</td>
<td>60</td>
<td>18</td>
<td>60</td>
<td>1.5</td>
</tr>
<tr>
<td>Lakki et al [43]</td>
<td>61</td>
<td>193</td>
<td>59</td>
<td>192</td>
<td>2.6</td>
</tr>
<tr>
<td>Kerrison et al [41]</td>
<td>759</td>
<td>1322</td>
<td>703</td>
<td>1118</td>
<td>3.5</td>
</tr>
<tr>
<td>Meydari and Noroozi [37]</td>
<td>35</td>
<td>60</td>
<td>48</td>
<td>60</td>
<td>1.5</td>
</tr>
<tr>
<td>Chung et al [31]</td>
<td>70</td>
<td>102</td>
<td>35</td>
<td>100</td>
<td>2.1</td>
</tr>
<tr>
<td>Arch et al [29]</td>
<td>182</td>
<td>233</td>
<td>340</td>
<td>470</td>
<td>2.8</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>5480</td>
<td>7096</td>
<td></td>
<td>11067</td>
<td>17.7</td>
</tr>
<tr>
<td>Total events</td>
<td>3935</td>
<td>7096</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau^2 = 0.14; Chi^2 = 56.00, df = 6 (P < 0.00001); I^2 = 88%
Test for overall effect: Z = 2.58 (P = 0.010)

1.2.2 Cervical

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wanyoro and Kabiri [52]</td>
<td>96</td>
<td>143</td>
<td>29</td>
<td>143</td>
<td>2.3</td>
</tr>
<tr>
<td>Romi et al [63]</td>
<td>83</td>
<td>105</td>
<td>80</td>
<td>105</td>
<td>1.9</td>
</tr>
<tr>
<td>Richman et al [40]</td>
<td>44</td>
<td>130</td>
<td>43</td>
<td>134</td>
<td>2.3</td>
</tr>
<tr>
<td>Rashid et al [47]</td>
<td>54</td>
<td>250</td>
<td>183</td>
<td>750</td>
<td>2.9</td>
</tr>
<tr>
<td>Linde et al [65]</td>
<td>84</td>
<td>350</td>
<td>80</td>
<td>355</td>
<td>2.9</td>
</tr>
<tr>
<td>Khademolhosseini et al [42]</td>
<td>23</td>
<td>48</td>
<td>4</td>
<td>47</td>
<td>0.9</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>580</td>
<td>1522</td>
<td>270</td>
<td>784</td>
<td>3.4</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>575</td>
<td>1493</td>
<td>270</td>
<td>784</td>
<td>3.4</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>466</td>
<td>1482</td>
<td>384</td>
<td>1453</td>
<td>3.5</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>60</td>
<td>201</td>
<td>53</td>
<td>205</td>
<td>2.7</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>98</td>
<td>201</td>
<td>63</td>
<td>205</td>
<td>2.7</td>
</tr>
<tr>
<td>Envin et al [34]</td>
<td>35</td>
<td>272</td>
<td>6</td>
<td>140</td>
<td>1.4</td>
</tr>
<tr>
<td>Envin et al [34]</td>
<td>54</td>
<td>313</td>
<td>6</td>
<td>141</td>
<td>1.4</td>
</tr>
<tr>
<td>Adler et al [52]</td>
<td>7</td>
<td>48</td>
<td>7</td>
<td>47</td>
<td>1.0</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>6760</td>
<td>5478</td>
<td></td>
<td>535.5</td>
<td>1.71</td>
</tr>
<tr>
<td>Total events</td>
<td>2382</td>
<td>1548</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau^2 = 0.16; Chi^2 = 92.98, df = 14 (P < 0.00001); I^2 = 83%
Test for overall effect: Z = 4.26 (P < 0.0001)

1.2.3 Colorectal

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wong et al [53]</td>
<td>189</td>
<td>209</td>
<td>374</td>
<td>412</td>
<td>2.2</td>
</tr>
<tr>
<td>Sly et al [50]</td>
<td>8</td>
<td>11</td>
<td>6</td>
<td>13</td>
<td>0.5</td>
</tr>
<tr>
<td>Reiter et al [48]</td>
<td>8</td>
<td>76</td>
<td>2</td>
<td>74</td>
<td>0.6</td>
</tr>
<tr>
<td>Matter et al [46]</td>
<td>381</td>
<td>1393</td>
<td>142</td>
<td>1193</td>
<td>3.2</td>
</tr>
<tr>
<td>Miller et al [45]</td>
<td>67</td>
<td>223</td>
<td>34</td>
<td>227</td>
<td>2.5</td>
</tr>
<tr>
<td>Mahmoud et al [64]</td>
<td>19</td>
<td>21</td>
<td>3</td>
<td>31</td>
<td>0.6</td>
</tr>
<tr>
<td>Lam et al [61]</td>
<td>139</td>
<td>230</td>
<td>142</td>
<td>230</td>
<td>2.7</td>
</tr>
<tr>
<td>Hwang et al [53]</td>
<td>29</td>
<td>153</td>
<td>25</td>
<td>153</td>
<td>2.1</td>
</tr>
<tr>
<td>Hirst et al [38]</td>
<td>1674</td>
<td>4134</td>
<td>1648</td>
<td>4135</td>
<td>3.6</td>
</tr>
<tr>
<td>Hapelo et al [36]</td>
<td>942</td>
<td>9631</td>
<td>204</td>
<td>2400</td>
<td>3.5</td>
</tr>
<tr>
<td>Hapelo et al [36]</td>
<td>988</td>
<td>9596</td>
<td>204</td>
<td>2401</td>
<td>3.5</td>
</tr>
<tr>
<td>Hapelo et al [36]</td>
<td>884</td>
<td>9630</td>
<td>204</td>
<td>2400</td>
<td>3.5</td>
</tr>
<tr>
<td>Hapelo et al [36]</td>
<td>923</td>
<td>9632</td>
<td>205</td>
<td>2401</td>
<td>3.5</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>210</td>
<td>589</td>
<td>95</td>
<td>295</td>
<td>3.1</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>353</td>
<td>580</td>
<td>95</td>
<td>294</td>
<td>3.1</td>
</tr>
<tr>
<td>Coronado et al [32]</td>
<td>52</td>
<td>307</td>
<td>189</td>
<td>702</td>
<td>2.9</td>
</tr>
<tr>
<td>Coronado et al [32]</td>
<td>81</td>
<td>299</td>
<td>190</td>
<td>702</td>
<td>3.1</td>
</tr>
<tr>
<td>Bakker et al [62]</td>
<td>191</td>
<td>225</td>
<td>90</td>
<td>225</td>
<td>2.6</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>46768</td>
<td>18327</td>
<td></td>
<td>46.8</td>
<td>1.35</td>
</tr>
<tr>
<td>Total events</td>
<td>6798</td>
<td>3880</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau^2 = 0.11; Chi^2 = 150.77, df = 17 (P < 0.00001); I^2 = 89%
Test for overall effect: Z = 3.17 (P = 0.002)

Total (95% CI)

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>13135</td>
<td>12524</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneity: Tau^2 = 0.12; Chi^2 = 335.45, df = 39 (P < 0.00001); I^2 = 88%
Test for overall effect: Z = 6.03 (P < 0.00001)
Test for subgroup differences: Chi^2 = 2.32, df = 2 (P = 0.31), I^2 = 13.8%
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Figure 6. Sensitivity analysis for the primary outcome of interest of cancer screening participation without inclusion of randomized controlled trials
with a high risk of bias (n=22).
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Figure 7. Forest plot for the reminder interventions reporting on the primary outcome of cancer screening participation (n=12).

### 1.2.1 Breast

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas et al [29]</td>
<td>182</td>
<td>233</td>
<td>470</td>
<td>1.36 [0.94, 1.96]</td>
</tr>
<tr>
<td>Chung et al [31]</td>
<td>70</td>
<td>102</td>
<td>100</td>
<td>4.06 [2.26, 7.30]</td>
</tr>
<tr>
<td>Heydari and Noroozi [37]</td>
<td>33</td>
<td>60</td>
<td>60</td>
<td>0.31 [0.14, 0.69]</td>
</tr>
<tr>
<td>Kerrison et al [41]</td>
<td>759</td>
<td>1122</td>
<td>1118</td>
<td>1.23 [1.04, 1.47]</td>
</tr>
<tr>
<td>Lakkis et al [43]</td>
<td>61</td>
<td>193</td>
<td>192</td>
<td>1.64 [1.68, 1.90]</td>
</tr>
<tr>
<td>Lee et al [44]</td>
<td>45</td>
<td>60</td>
<td>60</td>
<td>7.00 [3.13, 15.64]</td>
</tr>
<tr>
<td>Vidal et al [51]</td>
<td>2785</td>
<td>3719</td>
<td>5893</td>
<td>1.61 [1.47, 1.75]</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>5074</td>
<td>10655</td>
<td>17.3%</td>
<td>1.42 [1.18, 1.73]</td>
</tr>
</tbody>
</table>

Total events: 3726
Heterogeneity: $I^2 = 0.02$; $Chi^2 = 7.39$, df = 2 ($P = 0.02$); $I^2 = 73$
Test for overall effect: $Z = 3.37$ ($P = 0.0007$)

### 1.2.2 Cervical

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adler et al [62]</td>
<td>7</td>
<td>48</td>
<td>47</td>
<td>0.98 [0.31, 3.03]</td>
</tr>
<tr>
<td>Erwin et al [34]</td>
<td>35</td>
<td>722</td>
<td>610</td>
<td>3.30 [1.35, 8.04]</td>
</tr>
<tr>
<td>Erwin et al [34]</td>
<td>54</td>
<td>313</td>
<td>614</td>
<td>4.69 [1.97, 11.18]</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>80</td>
<td>201</td>
<td>205</td>
<td>1.90 [1.24, 2.89]</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>48</td>
<td>201</td>
<td>205</td>
<td>2.14 [1.43, 3.22]</td>
</tr>
<tr>
<td>Firmino-Machado et al [35]</td>
<td>103</td>
<td>202</td>
<td>205</td>
<td>2.01 [1.35, 2.99]</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>580</td>
<td>1522</td>
<td>270</td>
<td>1.17 [0.98, 1.40]</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>575</td>
<td>1493</td>
<td>270</td>
<td>1.19 [1.00, 1.43]</td>
</tr>
<tr>
<td>Huf et al [39]</td>
<td>466</td>
<td>1482</td>
<td>284</td>
<td>1.28 [1.09, 1.50]</td>
</tr>
<tr>
<td>Khademholmiessi et al [42]</td>
<td>23</td>
<td>48</td>
<td>47</td>
<td>9.89 [3.07, 31.89]</td>
</tr>
<tr>
<td>Linde et al [65]</td>
<td>84</td>
<td>350</td>
<td>80</td>
<td>1.01 [0.71, 1.43]</td>
</tr>
<tr>
<td>Rashid et al [47]</td>
<td>54</td>
<td>250</td>
<td>183</td>
<td>0.85 [0.61, 1.20]</td>
</tr>
<tr>
<td>Richman et al [49]</td>
<td>44</td>
<td>130</td>
<td>43</td>
<td>1.08 [0.65, 1.81]</td>
</tr>
<tr>
<td>Rombl et al [63]</td>
<td>83</td>
<td>105</td>
<td>80</td>
<td>1.18 [0.62, 2.26]</td>
</tr>
<tr>
<td>Wanyoro and Kabiri [52]</td>
<td>96</td>
<td>143</td>
<td>29</td>
<td>8.03 [4.70, 13.73]</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>4890</td>
<td>3914</td>
<td>26.4%</td>
<td>1.32 [1.05, 1.69]</td>
</tr>
</tbody>
</table>

Total events: 1771
Heterogeneity: $I^2 = 0.15$; $Chi^2 = 51.71$, df = 4 ($P < 0.00001$); $I^2 = 92$
Test for overall effect: $Z = 2.23$ ($P = 0.03$)

### 1.2.3 Colorectal

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronado et al [32]</td>
<td>52</td>
<td>307</td>
<td>189</td>
<td>0.55 [0.39, 0.78]</td>
</tr>
<tr>
<td>Coronado et al [32]</td>
<td>81</td>
<td>299</td>
<td>190</td>
<td>1.00 [0.74, 1.36]</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>210</td>
<td>589</td>
<td>95</td>
<td>1.17 [0.87, 1.57]</td>
</tr>
<tr>
<td>Coronado et al [33]</td>
<td>153</td>
<td>589</td>
<td>95</td>
<td>0.74 [0.54, 1.00]</td>
</tr>
<tr>
<td>Hagel et al [36]</td>
<td>942</td>
<td>9631</td>
<td>204</td>
<td>1.17 [1.00, 1.37]</td>
</tr>
<tr>
<td>Hageoel et al [36]</td>
<td>988</td>
<td>9596</td>
<td>204</td>
<td>1.24 [1.06, 1.45]</td>
</tr>
<tr>
<td>Hageoel et al [36]</td>
<td>884</td>
<td>9630</td>
<td>204</td>
<td>1.09 [0.93, 1.28]</td>
</tr>
<tr>
<td>Hageoel et al [36]</td>
<td>928</td>
<td>9652</td>
<td>205</td>
<td>1.14 [0.97, 1.35]</td>
</tr>
<tr>
<td>Hirst et al [38]</td>
<td>1674</td>
<td>4134</td>
<td>4135</td>
<td>1.03 [0.94, 1.12]</td>
</tr>
<tr>
<td>Hwang et al [40]</td>
<td>29</td>
<td>153</td>
<td>25</td>
<td>1.20 [0.86, 1.61]</td>
</tr>
<tr>
<td>Lam et al [61]</td>
<td>199</td>
<td>250</td>
<td>250</td>
<td>2.97 [2.00, 4.41]</td>
</tr>
<tr>
<td>Mahmood et al [64]</td>
<td>19</td>
<td>21</td>
<td>31</td>
<td>5.82 [2.12, 27.85]</td>
</tr>
<tr>
<td>Miller et al [45]</td>
<td>67</td>
<td>723</td>
<td>34</td>
<td>2.44 [1.53, 3.88]</td>
</tr>
<tr>
<td>Muller et al [46]</td>
<td>181</td>
<td>1193</td>
<td>142</td>
<td>1.32 [1.05, 1.68]</td>
</tr>
<tr>
<td>Ritter et al [48]</td>
<td>8</td>
<td>76</td>
<td>2</td>
<td>4.24 [0.87, 20.66]</td>
</tr>
<tr>
<td>Sly et al [50]</td>
<td>8</td>
<td>11</td>
<td>6</td>
<td>3.11 [0.56, 17.33]</td>
</tr>
<tr>
<td>Wong et al [53]</td>
<td>189</td>
<td>209</td>
<td>374</td>
<td>0.98 [0.54, 1.70]</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>44668</td>
<td>15993</td>
<td>56.4%</td>
<td>1.10 [0.95, 1.27]</td>
</tr>
</tbody>
</table>

Total events: 6114
Heterogeneity: $I^2 = 0.04$; $Chi^2 = 53.05$, df = 10 ($P < 0.0001$); $I^2 = 81$
Test for overall effect: $Z = 1.25$ ($P = 0.21$)

### 1.2.4 General (95% CI)

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Events</th>
<th>Comparison Events</th>
<th>Total Weight</th>
<th>Odds Ratio M-H, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arcas et al [29]</td>
<td>182</td>
<td>233</td>
<td>470</td>
<td>1.23 [1.08, 1.41]</td>
</tr>
</tbody>
</table>

Total events: 11611
Heterogeneity: $I^2 = 0.07$; $Chi^2 = 162.99$, df = 18 ($P < 0.00001$); $I^2 = 89$
Test for overall effect: $Z = 3.06$ ($P = 0.002$)
Test for subgroup differences: $Chi^2 = 5.42$, df = 2 ($P = 0.07$), $I^2 = 63.1$
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Figure 8. Forest plot for the mixed interventions reporting on the primary outcome of cancer screening participation (n=17).

Table 3 presents the results of the secondary outcomes of screening intention. Six studies (RCTs and 3 pre- and postintervention studies) reported on screening intention, with two studies reporting on screening intention only. There was minor variability in the measurement of screening intention among the studies. For example, screening intention was treated as a dichotomous variable in some studies [37,45,54,58] or scored using a four-point [44] or five-point [59] Likert scale in others. Half of the studies (3/6, 50%) focused on cervical cancer, followed by breast cancer (2/6, 33%) and CRC (1/6, 17%). The intention to screen increased in all studies reporting on this outcome, except for one in which it decreased. The highest increase in screening intention was observed in the study by Lee et al [58], where there was a 24% absolute increase in the intent to receive a Papanicolaou test postintervention (19/30, 63% preintervention and 26/30, 87% postintervention). The study included a 7-day text message–based intervention that included a high level of engagement with participants through quizzes, questions, and engagement in conversation [58]. Owing to the variability in how screening intention was measured or captured, we did not perform a meta-analysis on these data.
Table 3. Cancer screening intention outcome among included studies (n=6).

<table>
<thead>
<tr>
<th>Study</th>
<th>Study design</th>
<th>Outcome definition</th>
<th>Timeframe for assessing outcome</th>
<th>Outcome in comparison group (if RCT)</th>
<th>Outcome in intervention group (if RCT or postintervention)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heydari and Noroozi [37]</td>
<td>RCT</td>
<td>Intention to get a mammogram (yes or no)</td>
<td>3 months</td>
<td>93% (56/60)</td>
<td>83% (50/60)</td>
</tr>
<tr>
<td>Lee et al [44]</td>
<td>RCT</td>
<td>Intention to receive a mammogram in the future on a 4-point scale (1=within a year, 2=within 3 months, 3=within 1 month) among intervention and control groups</td>
<td>1-week postintervention</td>
<td>Group differences preintervention = 0.64</td>
<td>Group differences postintervention 3.48</td>
</tr>
<tr>
<td>Miller et al [45]</td>
<td>RCT</td>
<td>Intention to receive screening measured through the postprogram iPad survey</td>
<td>6 months</td>
<td>49% (112/227)</td>
<td>62% (138/223)</td>
</tr>
<tr>
<td>Le and Holt [54]</td>
<td>Pre- and postintervention</td>
<td>Intent to get a Papanicolaou smear test (yes or no)</td>
<td>6 months</td>
<td>48% (22/46)</td>
<td>52% (24/46)</td>
</tr>
<tr>
<td>Lee et al [58]</td>
<td>Pre- and postintervention</td>
<td>Intent to receive a Papanicolaou test (yes or no)</td>
<td>Within 1 year</td>
<td>63% (19/30)</td>
<td>87% (26/30)</td>
</tr>
<tr>
<td>Lemos et al [59]</td>
<td>Pre- and postintervention</td>
<td>Intention to get a Papanicolaou test measured on a 5-point Likert scale from 1 (not within a year) to 5 (definitely will do)</td>
<td>6 weeks</td>
<td>4.50 (SD 0.64)</td>
<td>4.82 (SD 0.48)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.

Discussion

Principal Findings

Our systematic review identified 39 studies describing the effectiveness of social media and mHealth interventions on cancer screening participation and/or intention. The overall pooled OR for cancer screening participation was significant, favoring the intervention arm (OR 1.49, 95% CI 1.31-1.70). Effect sizes were similar across all cancer types, and estimates remained stable when trials deemed to be at high risk of bias were excluded, indicating that social media, and particularly mHealth interventions, can be effective for increasing cancer screening participation.

Two systematic reviews on this topic were published in 2017 [17,18]. Uy et al [17] evaluated the effectiveness of text messaging interventions on cancer screening and identified nine studies that met the inclusion criteria. Absolute screening rates for text messaging interventions were 1%-15% higher and relative screening rates were 4%-63% higher for intervention recipients in their study [17]. The authors concluded that text messaging interventions moderately increased screening rates for breast and cervical cancer; however, additional research is needed to better quantify this relationship [17]. Tamuzi et al [18] explored mHealth interventions for cervical cancer screening only. Their review identified 17 studies, and the authors were able to perform a meta-analysis on the results by type of intervention [18]. However, their definition of mHealth was different from ours. In their study, Tamuzi et al [18] included telephone, letter, and text message reminders, whereas only text message reminders were included in our study based on our adopted definition of mHealth interventions. Text message reminders are different from these other approaches because they are sent only to mobile devices compared with telephone calls, which may be made to landlines, for which coverage has been decreasing. In addition, text messages can be sent instantly, whereas letter or postcard reminders need to be delivered by the post. Moreover, text messages have the opportunity to reach those with no fixed addresses. For example, a recent systematic review on technology use among homeless adults showed that a majority (94%) owned a cell phone [68]. Overall, Tamuzi et al [18] found that call reminders were the only intervention to show a statistically significant pooled effect estimate. Only one study included in their review reported on the effect of text message reminders, and a meta-analysis of this type of intervention was, therefore, not possible [18].

The results of this study enhance our understanding of the effectiveness of social media and mHealth interventions for cancer screening. Although both previous reviews were published in 2017, nearly 44% (17/39) of the studies in this area have been published since that time. Our review provides a comprehensive and more contemporary understanding of this topic. In addition, although previous reviews focused primarily on breast and cervical cancer, our study provides valuable insights into the effectiveness of these interventions in CRC screening as well. We included 13 studies focused on CRC in our meta-analysis and found a significant pooled effect estimate, suggesting that the use of these types of interventions can be extended to CRC as well. In comparison with the study by Uy et al [17], we found that absolute screening rates between the intervention and comparison groups were higher in our study. This may suggest that multicomponent interventions that couple social media or mHealth with additional strategies may be more effective for increasing cancer screening participation.
effective at increasing screening rates compared with mHealth or social media strategies alone.

The results of our study must also be understood within the larger context of interventions for cancer screening. Brouwers et al [69] conducted a systematic review of interventions for increasing cancer screening rates and looked at client reminders, client incentives, mass media, small media, group education, one-on-one education, reducing structural barriers, reducing out-of-pocket costs to clients, provider assessment and feedback, and provider incentives. Similarly, the authors found wide heterogeneity across studies and interventions and chose not to meta-analyze their data. For example, their results showed that small media interventions, including videos or printed materials such as letters, brochures, newspapers, magazines, and billboards, resulted in a point percentage increase for cancer screening participation ranging from −32.8% to 26% among studies on breast cancer, cervical cancer, and CRC [69]. Our review showed that the absolute difference between the intervention and comparison arms was 14%. The magnitude of effect varied considerably among and between intervention categories in the review by Brouwers et al [69], suggesting that additional evidence is needed for interventions related to client reminders, mass media, group education, one-on-one education, reduction of structural barriers and out-of-pocket costs, and provider incentive interventions. Given the need for additional, high-quality evidence, it is difficult to ascertain whether social media and mHealth interventions fare similar, better, or worse than non-mHealth or non–social media interventions. In addition, costs should also be considered when making any comparisons between the effectiveness of these interventions to inform the translation of these findings into practice.

Although the pooled effect estimate in our meta-analysis was consistent in the subgroup and sensitivity analyses, significant heterogeneity remained. This may be because of the variability in populations, interventions, or outcome measurement across studies. For example, the populations randomized in our review included all adults up to 79 years [44], or highly specialized populations such as emergency department patients [62] or HIV-positive individuals [60]. Moreover, many of the studies included insured samples, which may not be reflective of population-level interventions, and therefore, must be considered in the generalizability of these results. In addition, the follow-up and the intensity of each intervention varied across studies. For example, some studies may have sent a single text message reminder [37], whereas other interventions included sending multiple text messages in combination with telephone reminders [33]. Interestingly, when we looked at studies conducted in LMIC settings and excluded those with a high risk of bias, the overall pooled OR was even larger with only moderate heterogeneity. These results suggest that the effectiveness of these interventions for cancer screening participation may be more pronounced in these settings. This may be because there may be a limited number of other campaigns in these resource-low settings, whereas access to mobile phones and the internet has been reported to be comparable with that of developed nations [1].

Only a limited number of studies (n=4) tested social media interventions. As such, our results are more indicative of the effectiveness of mHealth interventions. A narrative systematic review focusing on describing the characteristics of social media interventions used for cancer prevention and management found that cancer screening participation or intention was not measured in any of the 18 studies included in the review [70]. The most common outcome measured in these studies was knowledge [70]. Although research related to social media and cancer screening participation has started to emerge [71], the inclusion of this work was limited in our review, as there are few RCTs and before and after comparisons also capturing the outcome of screening participation or intention. This suggests areas for future research to generate more evidence on the use of social media interventions for cancer screening participation. In addition, very few studies have been conducted on prostate and lung cancer screening, which is similar to what was observed in a previous study [17].

Our review and meta-analysis included a variety of mHealth and social media interventions and multicomponent interventions. Our review is comprehensive and contemporary and uses a rigorous systematic approach to screen and review the literature. As such, it includes a large number of studies for the most established screening programs for breast cancer, cervical cancer, and CRC. Owing to the large number of studies included in our review, we were able to calculate pooled effect estimates by cancer type to inform practice and future research. However, this study has limitations. Although we made every effort to obtain full-text articles, there were some records identified from our search that we could not locate. We also did not calculate a Cohen κ coefficient to report the interrater reliability between the 2 reviewers. Our review is also limited in regard to social media interventions, as only four studies were identified, with only one RCT included in the meta-analysis. This may be a reflection of current practice or due to the fact that it may be more difficult to link direct patient outcomes with the use of social media.

Conclusions

In conclusion, our results suggest that mHealth interventions may have a significant effect on cancer screening participation, particularly for breast cancer, cervical cancer, and CRC screening. Screening programs should consider the use of mHealth interventions to increase screening participation. Further research focusing on social media interventions for cancer screening participation is needed, as there was insufficient evidence available at the time of this review.
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Abstract
The COVID-19 pandemic created numerous barriers to the implementation of participant-facing research. For most, the pandemic required rapid transitioning to all virtual platforms. During this pandemic, the most vulnerable populations are at highest risk of falling through the cracks of engagement in clinical care and research. Nonetheless, we argue that we should reframe the discussion to consider how this transition may create opportunities to engage extensively to reach populations. Here, we present our experience in Atlanta (Georgia, United States) in transitioning a group visit model for South Asian immigrants to a virtual platform and the pivotal role community members in the form of community health workers can play in building capacity among participants. We provide details on how this model helped address common barriers to group visit models in clinical practice and how our community health worker team innovatively addressed the digital challenges of working with an elderly population with limited English proficiency.
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Introduction
The rapid adoption and escalation of telemedicine during the current COVID-19 pandemic has led to concerns about widening gaps in health equity [1]. Among populations with limited digital access or literacy, notable gaps in access to care have been found; for example, less than one-third of Medicare beneficiaries aged over 65 years have reported digital access at home, and those aged over 75 years and with less than high school–level education are less likely to use technology for health care needs [2,3]. Potentially vulnerable groups include underserved racial and ethnic groups, older adults, and adults with limited English proficiency (LEP), for whom barriers to care access and health information technology have been well-documented, exacerbated by the pandemic, and are at risk of exacerbation [3-8].

In addition, the pandemic and social distancing guidelines have profoundly limited the ability of vulnerable populations to access reliable health care [9,10]. Particularly for chronic disease prevention and management, this can lead to delays in care, which may result in poor health outcomes. Over 40% of respondents in a recent survey of over 5000 adults in the United States reported delaying or avoiding care owing to concerns related to COVID-19, which has been linked to excess deaths.
reported in 2020, compared to prior years [9]. Older adults, people of color, and low-income individuals—the same populations with the lowest telemedicine access and literacy—have been disproportionately afflicted by COVID-19 and are at the highest risk of cardiometabolic disease [11,12]. The confluence of health risk and the digital divide in these communities creates an environment in which these groups may be most vulnerable to gaps in care and social isolation, which are factors known to exacerbate chronic health conditions.

Despite these challenges, virtual group visits led by community health workers (CHWs)—trained public health professionals with shared lived experience of the communities they serve—may be a pivotal strategy to help address the digital divide in telehealth and foster social connectedness. Social connections can not only influence the risk of chronic illness but also improve chronic disease management [13,14]. Social support is considered a major component of chronic disease self-management [15]. Previous studies suggest that adults with limited social interactions are less likely to engage in health behaviors such as physical activity, smoking cessation, and healthy eating habits [16]. To address this and stimulate socially cohesive and supportive care, group visits have emerged as a type of visit format in which a portion of the visit is a group education class, which can be led by a health coach, nutritionist, or medical assistant, and a portion of time is spent in a brief one-on-one visit with a clinician. Nonetheless, the implementation of group visits has some challenges [17,18]. These challenges include visit-level challenges such as the logistics of clinic workflow and meeting space, patient-level factors such as scheduling or transportation conflicts, and group-leader level challenges such as comfort level in a group role and engaging and retaining participants.

Group visits can be enhanced by meeting patients where they live, work, and worship. CHWs are trained and trusted members of their community, who can serve as a bridge between clinical and community settings. CHWs can work in a variety of capacities to support health education, treatment adherence, health system navigation, and linkage to social services for some of the most vulnerable populations with chronic health conditions [19]. Integrating CHWs into and having them lead group visits may be a particularly effective approach to engaging patients in socially cohesive activities because of CHWs’ familiarity with the communities that they work with. Often, they have shared experiences that enhance rapport-building with patients. A systematic review reported that chronic disease management interventions that included CHWs were associated with increases in tobacco cessation, improved blood pressure control, and low blood sugar levels, with no risk of adverse events [20].

In the current context of the COVID-19 pandemic, virtual group visits may have additional challenges but also expose unanticipated advantages to address the digital divide. Here, we describe our experience transitioning from in-person to a virtual CHW-guided group visit intervention for diabetes and hypertension management among older South Asian adults with LEP.

---

**DREAM Atlanta**

Funded by the National Institutes of Health, the DREAM Atlanta study was designed to test the effectiveness of CHW-delivered in-person health education on diabetes and hypertension, which was tailored for South Asian adults living in Atlanta. Over the course of 6 months, those in the intervention group were intended to receive 5 group education sessions and 2 one-on-one home visits. Initiated in the fall of 2019, the pandemic forced the program’s transition to virtual group visits immediately at the start of recruitment. The transition to a virtual program necessitated not only training of CHWs and other study staff in utilizing technology to deliver remote sessions, but also to educate study participants to utilize digital devices and access virtual platforms. Among the 190 adults of South Asian descent enrolled in the program, all reported English as a second language. At baseline, participants were on average, 56 (range 30-80) years old, approximately 40% of whom were over the age of 60 years; 56% were female; 44% were male; and 96% reported having access to a smartphone or tablet device.

The CHWs worked one-on-one with participants to address barriers to engaging with remote technologies such as creating email accounts, downloading apps on smart devices, and teaching participants how to use features of videoconferencing such as the video and mute features. CHWs utilized several strategies to help participants connect.

**Rapid Transition Assessment Methods and Findings**

To gather the perspectives of the study team on the transition to virtual group visits, a 90-minute, tape-recorded video group discussion was conducted with 3 CHWS and the study coordinator. Discussion topics included a discussion of feasibility to conduct virtual recruitment and study sessions, barriers to implementing the study virtually, and specific adaption processes utilized. These data were supplemented with reviews of meeting minutes from weekly team meetings held from March to December 2020. The first and senior authors reviewed common themes emerging from the group discussion and reviews of meeting minutes to determine key facilitators and barriers to the implementation of the remote intervention. All study activities conducted were reviewed by the institutional review board of the New York University School of Medicine, which served as the single institutional review board for this study.

Table 1 lists the digital challenges and solutions fostered by the CHW team. For example, CHWs would start with technologies that participants were familiar with to help them learn to log on to the videoconferencing apps. Most of the DREAM study participants accessed the internet on their smartphones, and similar to studies in South Asia, participants report familiarity with platforms such as Facebook and WhatsApp [21]. Thus, for example, if participants used WhatsApp, the CHW would ask them to join a video call on this platform to help them understand the process of connecting to study-approved remote platforms such as Zoom. This teach back method by the CHWs
to their participants greatly enhanced their confidence to schedule and lead group virtual visit sessions.

In the 5 months of this transition, we have observed CHWs’ unique strengths to help close the digital divide in this highly vulnerable population. While previous studies have demonstrated the effectiveness of mobile technologies for chronic health conditions, including diabetes self-management, few studies have examined or reported on the process of getting participants connected to telehealth platforms [22,23]. However, technical challenges and education of patients about telehealth services are well-documented challenges for health systems’ implementation of telehealth services [24]. Similar to our experience, a recent systematic review identified participant training in videoconferencing by an information technology specialist or a group facilitator as a method to overcome participant challenges to connect for psychotherapy interventions [25]. Thus, our findings add to and may have broader implications to address the known challenges of user-related technical difficulties associated with virtual health services.

<table>
<thead>
<tr>
<th>Digital challenge</th>
<th>Strategy or modification</th>
<th>Example or representative quote</th>
</tr>
</thead>
</table>
| Community health workers had limited experience with videoconferencing software | ● In-person sessions with the project coordinator and trial and error with the platform to learn to use features | ● “The project coordinator met with us [the CHWs] in the office and we created the initial set up and user experience for zoom.”
|                                                                                 |                                                                                        | ● “There was steady progress with features such as using the chat box, chatting, and muting participants as the CHWs became more familiar with interface [sic].” |
| Participants did not know how to download apps on their smartphone              | ● Call the participant or involve a family member and walk them through the steps to download the app | ● “[We] encourage the participant that a challenge they experience is common (such as problems with the audio), and this encourages the participant to continue to work through the technical situation.” |
|                                                                                   | ● Provide in-language and empowerment to help participants address frustrations with new technology |                                                                                                |
| Challenges with scanning consent forms or other survey documents                | ● Provide real-time virtual or telephone assistance to troubleshoot issues with documents rather than waiting for weekly meetings or follow-up meetings or calls | ● “At the time that the CHW/participant needs to send a form, they call the coordinator/CHW to learn the skill. The person receiving the form then sometimes makes quick edits to the form to make it legible or printable.” |
| Participants did not have email addresses to receive study documents           | ● Involve family members who can provide email addresses or support participants         | ● “It is often easier to send a link through text message or WhatsApp than email. In general, email proficiency of the participants has not change over time. It is not seen as an easy form of communication in the community.” |
|                                                                                   | ● Choose a communication strategy that the participant might be familiar with, such as a text messaging platform |                                                                                                |
| Participants did not know how to log in to Zoom                                 | ● Involve family members in the meetings                                               | ● “We ask family members when they will be available and try to schedule sessions at those times.” |
|                                                                                   | ● Schedule meetings on the basis of the availability of other family members            |                                                                                                |
| Internet connectivity challenges                                               | ● Be flexible with scheduling and offer assistance at multiple times and days of the week, including weekends and evenings to attend sessions | ● “Multiple family members may be using the same smartphone for internet; thus, we offer our sessions on the weekend and evenings and often have to reschedule to make sure participants can attend [sic].” |
|                                                                                   | ● Change to audio only or telephone sessions if participants cannot connect              |                                                                                                |

Moreover, they have addressed several known challenges of group visits, which are both participant- and visit-related. Firstly, the barrier of adequate transportation, particularly acute in large, diffuse urban areas including Atlanta—which has limited public transportation options—can prevent participants from attending group visits. Previous studies on barriers to participation in group medical visits include the lack of transportation or scheduling conflicts [26,27]; nonetheless, by offering this virtual option, participants report that this has facilitated their ability to engage in the intervention. One female CHW commented, “For our participants, Zoom is better, because they don’t need to get ready or drive anywhere. We are able to spend more time with them.”

Logistical issues of meeting spaces and workflow can lead to inefficiency and be time-intensive for group visit implementation in clinical practice [27,28]. The transition to virtual visits has provided flexibility to the team for scheduling and location, which has likely enhanced participation and engagement and improved the efficiency of the visits. The CHWs report having more flexibility to conduct multiple sessions, if needed, to facilitate participation, as these logistical obstacles are easier to overcome in virtual sessions.

Lastly, all participants share a common background and health conditions. Shared personal health characteristics can greatly enhance participation and patient activation, leading to improved benefits and health outcomes from group visits [26,28].
still in progress, the retention rate is >90% toward the fifth month of this 6-month program. At the height of the pandemic, at a time when older adults of underserved racial and ethnic communities with LEP were at the greatest risk of social isolation, the virtual group visits have provided much welcomed social interaction for these at-risk individuals. One female CHW commented, “They [participants] are bored at home; now they are eagerly awaiting our sessions!”

While this pandemic has certainly strained most aspects of well-being for a majority of individuals, there are opportunities to shape our “new normal.” Namely, for communities of color, older adults, and those with LEP, where the risk of the digital divide and social isolation may widen, investing in resources, including CHW-led group virtual visits, may help address gaps in care. The group visit model offers the opportunity to enhance social interaction and patient activation, and preliminary results from our study indicate that the virtual group visit is feasible and acceptable for older adults with LEP. Further, we believe that the involvement of CHWs is critical to this process, to help bridge the digital void that is at risk of widening further during this ongoing pandemic and to enhance the digital literacy of our most vulnerable populations. Beyond the current pandemic, we believe that this model is feasible and can continue to reach our most vulnerable populations in the future.
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Abstract

Background: People experiencing homelessness have higher rates of HIV than those who are stably housed. Mental health needs, substance use problems, and issues unique to homelessness such as lack of shelter and transiency need to be considered with regard to HIV prevention. To date, HIV prevention interventions for young adults experiencing homelessness have not specifically addressed modifiable real-time factors such as stress, sexual or drug use urge, or substance use, or been delivered at the time of heightened risk. Real-time, personalized HIV prevention messages may reduce HIV risk behaviors.

Objective: This pilot study tested the initial efficacy of an innovative, smartphone-based, just-in-time adaptive intervention that assessed predictors of HIV risk behaviors in real time and automatically provided behavioral feedback and goal attainment information.

Methods: A randomized attention control design was used among young adults experiencing homelessness, aged 18-25 years, recruited from shelters and drop-in centers in May 2019. Participants were randomized to either a control or an intervention group. The intervention (called MY-RID [Motivating Youth to Reduce Infection and Disconnection]) consisted of brief messages delivered via smartphone over 6 weeks in response to preidentified predictors that were assessed using ecological momentary assessments. Bayesian hierarchical regression models were used to assess intervention effects on sexual activity, drug use, alcohol use, and their corresponding urges.

Results: Participants (N=97) were predominantly youth (mean age 21.2, SD 2.1 years) who identified as heterosexual (n=51, 52%), male (n=56, 57%), and African American (n=56, 57%). Reports of sexual activity, drug use, alcohol use, stress, and all urges (ie, sexual, drug, alcohol) reduced over time in both groups. Daily drug use reduced by a factor of 13.8 times over 6 weeks in the intervention group relative to the control group (Multimedia Appendix 4). Lower urges for sex were found in the intervention group relative to the control group over the duration of the study. Finally, there was a statistically significant reduction in reports of feeling stressed the day before between the intervention and control conditions (P=.03).

Conclusions: Findings indicate promising intervention effects on drug use, stress, and urges for sex in a hard-to-reach, high-risk population. The MY-RID intervention should be further tested in a larger randomized controlled trial to further investigate its efficacy and impact on sexual risk behaviors.

Trial Registration: ClinicalTrials.gov NCT03911024; https://clinicaltrials.gov/ct2/show/NCT03911024

(J Med Internet Res 2021;23(7):e26704) doi:10.2196/26704
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Introduction

Background

Young adult homelessness continues to be a major public health problem with 1 in 10 young adults aged 18 to 25 years experiencing homelessness over the course of a year [1] and an estimated 1.7 to 2.5 million youth under 25 years experiencing homelessness each year in the United States [2]. Securing food and shelter while experiencing the hardships and dangers of living on the streets creates enormous challenges to maintaining one’s health and well-being [3]. The mortality rate for youth experiencing homelessness (YEH) is 5 to 10 times higher than peers in the general population [4], and many YEH have chronic mental and physical conditions, engage in substance use, and have unmet health and mental health care needs [3,5,6]. One persistent health concern is HIV. Unstable housing is a significant barrier to accessing and engaging in HIV care, maintaining viral suppression, and reducing HIV transmission [7]. The implications of mental health needs, substance use problems, and issues unique to YEH such as the lack of stable sheltering options need to be considered with regard to HIV prevention. This is particularly salient as people experiencing homelessness have higher rates of HIV than those who are stably housed [8]. While HIV prevalence data for YEH are sparse, one study found a self-reported HIV diagnoses rate of 4% [9].

HIV Risk Among Youth

HIV risk among all youth is correlated with sexual orientation [10], childhood abuse [11,12], and histories of foster/juvenile justice involvement [13-16]. Further, modifiable factors have been found to predict HIV risk in nonhomeless youth populations. Stress, sexual urge, and substance use negatively impact sexual decision-making and increase HIV risk [17-19]. HIV risk behaviors such as condomless sex and substance use are also correlated with factors such as stress [20,21] and depression [22]. Stress has also been correlated with inconsistent condom use; number of sexual partners; and substance use in young females [23-27], African American adolescent females [28], urban Black heterosexual men [29], and young men who have sex with men (MSM) [30-32]. Finally, a history of traumatic stress and current substance use are associated with more frequent sexual urges among MSM [33].

Young adults engage in HIV risk behaviors [17-19]. Engagement in risk behaviors may be heightened by low motivation for HIV prevention related to time spent on the streets [18] and exacerbated by high levels of trauma experienced prior to and while homeless [34,35]. In a systematic review of sexual behaviors among YEH, most studies did not examine how situational variables affect sexual risk [34] despite the mounting evidence of the significant correlations between elevated stress, sexual urge, and substance use with HIV risk behaviors in female youth [26,27,36,37] and YEH [38,39]. For example, experiencing sexual urges has been found to influence YEH’s decision to engage in condomless sex [40]. Substance use is also associated with condomless sex and sexual victimization among homeless and urban youth [35,41,42]. Finally, in one study using ecological momentary assessments (EMAs), the odds of having sex on a given day were found to be highest on days when YEH experienced sexual urge and used drugs, and the odds of substance use were highest on the days when youth experienced high stress and drug urge [43].

HIV Prevention Among YEH

To date, HIV prevention interventions for YEH have not specifically addressed modifiable real-time factors such as stress, sexual urge, or substance use, or been delivered at the time of heightened risk. Using real-time, personalized HIV prevention messages may provide more timely information and produce more motivation for behavioral change than those seen in prior interventions. Importantly, when programs are tailored and relevant, YEH are interested in health promotion programs, can be recruited and retained in interventions and research studies [44,45], and demonstrate improved outcomes despite challenges with sustaining intervention engagement. In a group-based study with YEH, there were positive intervention effects on alcohol use, motivation, and condom self-efficacy even though 52% of participants did not attend all intervention sessions [46].

One method to reach and engage YEH in interventions is to utilize mobile technology. Interventions that provide personal motivational messages in response to real-time thoughts, feelings, sexual urges, and substance use may be more effective than interventions that are homogeneous and primarily informational in nature [47,48]. Interventions that can be delivered via smartphones at the time of heightened HIV risk may place tailored health messages more proximally to critical behavioral decision points, thereby increasing access to and relevance of prevention interventions [49].

Assessing Real-Time HIV Risk

EMA is currently the gold standard and most accurate way to measure real-time factors in natural settings [50,51], with high compliance rates (78%) found among youth across 42 studies [52]. EMA assesses within-person variance to risk exposures (eg, where, when, and with whom sexual risk is likely to occur throughout a day) by capturing repeated measures to assess changes in behaviors, cognition, environmental factors, and symptoms. Therefore, EMA has the potential for use as a driver of interventions that tailor messages to one’s current risk level. Affect and behavioral monitoring associated with EMA may also increase self-awareness of HIV risk by capturing behavioral patterns and assessing predictors of risk, including sexual urge, stress, and substance use [53]. In smoking studies, EMA alone has lowered urges and stress [54]. By increasing one’s awareness of risk, EMA can detect risk before the behavior occurs. EMA data that are collected at or near the moment when HIV risk behaviors occur can reduce recall biases that are associated with other measures. For example, one study found that 54% of youth reported condom use during their last sexual encounter at baseline, yet 76% of sex acts were condomless when assessed.
in real time using EMA [46]. Recall data have higher potential for bias, neglect intraindividual variability, and do not capture risk and protective factors as they occur in the real world. Consistently high EMA completion rates have also been found among youth, including substance use (80%) [55], substance use recovery (87%) [56], smoking (88%) [57], sexual behaviors (80%) [58], and drinking (89%) [59]. Little is known about EMA compliance rates among YEH, although one study found that 89% of participants provided EMA data during the study with a 62% compliance rate [60].

Delivering Interventions in Response to Real-Time Risk

Just-in-time adaptive interventions (JITAIs), such as EMA-driven messages, may be an effective delivery strategy for information and motivational messages to be delivered at the time of heightened risk detection prior to engaging in a risk behavior and in response to a reported risk behavior antecedent. JITAIs can target the proximal, modifiable mediators that indicate the emergence of a vulnerable state (eg, high sexual urge, substance use, or spikes in stress). For example, messages can be delivered in response to elevated sexual urge and/or after a recent sexual assault [43,60-62]. JITAIs can be effectively delivered for a variety of health behaviors and psychological symptoms management [63], and real-time messaging has improved risk behaviors, including long-term smoking cessation [64], binge drinking among young adults with hazardous alcohol use [65], and sexual risk behaviors and sexually transmitted infection (STI) testing among youth [66]. JITAIs have been found to significantly reduce anxiety and stress [67-69], alcohol use [70], and depressive symptoms [71], and increase pre-exposure prophylaxis (PrEP) uptake among MSM [72].

EMA-informed JITAIs build off of the willingness to disclose personal information electronically through EMAs [73], overcome geographic and organizational barriers to reaching the underserved [74], require few agency resources, are easily accessible to youth, address personalized prevention care, and are particularly attractive to young people especially when these interventions are developed with the target audience to enhance sustainable use [75].

Optimizing the interactivity that smartphones provide, it is possible to combine tested mobile health (mHealth) strategies (eg, text messaging) [76] with other proven technology-based strategies such as tailored education [77,78] and motivational messages [79,80] to deliver scalable, cost-efficient HIV prevention interventions. These strategies have had positive outcomes for smoking cessation in youth [81] and among homeless adults [82,83], treatment adherence among youth living with HIV [78], and HIV prevention in African American youth [84,85]. Such real-time interventions may address the challenges of reaching YEH related to transiency and heterogeneity [86] by targeting real-time factors such as sexual urge, substance use, and stress at the time of heightened HIV risk [34]. JITAIs can deliver personalized HIV prevention messages that vary in content and dose depending on an individual’s current sexual urges, substance use, and spikes in stress [87], providing the right type and dose at the optimal time [88]. To our knowledge, no JITAIs have been developed for YEH that use EMA and deliver personalized, time-varied HIV prevention messages. This study advances work done in this field by evaluating the preliminary efficacy of an EMA-driven, personalized HIV prevention intervention that is sensitive to variability in risk among a sample of YEH.

Purpose of This Study

No interventions to date have been carried out to intervene at the individual level to increase HIV risk perception and behavioral self-monitoring for the prevention of drug use and sexual risk behaviors among YEH. Therefore, in this study we leveraged the use of mobile technology to test the initial efficacy of a beta-tested mobile, just-in-time, adaptive HIV prevention messaging intervention called MY-RID (Motivating Youth to Reduce Infection and Disconnection; pronounced “My Ride”) among YEH on sexual behaviors and substance use. MY-RID is an innovative, theory-based (Information, Motivation, and Behavioral Skills [IMB] model [89]) JITAI, delivered via a smartphone app, that targets real-time predictors of HIV risk behaviors at the time of high risk, responds to patterns of risk behaviors to motivate participants to engage in prevention services, and provides behavioral feedback and goal attainment information in real time [88].

Methods

Study Design

The study used a 1:1 randomized attention control design to pilot test the initial efficacy of MY-RID. All study protocols were approved by the Institutional Review Board for the Protection of Human Subjects prior to recruitment. Interested youth were screened, consented, and then completed a baseline survey (Multimedia Appendix 1) about demographic characteristics that was administered on an iPad. Participants were then randomized to either the control or the intervention group, and every participant received an Android smartphone with unlimited data. The phone was preloaded with the MY-RID app, which uses the INSIGHT mHealth platform [90]. The MY-RID app prompted and delivered once daily EMAs and targeted messages (ie, intervention messages or control condition messages) in response to EMA data for 6 weeks. All participants were oriented to the EMA procedures and indicated the time they typically woke up and went to bed each day to assure EMA and messages did not disturb their sleep.

Recruitment

YEH aged 18-25 years were recruited from a shelter and drop-in center serving YEH over the course of 1 week in May 2019 from the Houston, TX, region using group presentations and flyers. Youth were eligible if they were between 18 and 25 years and were experiencing homelessness. Experiencing homelessness was defined as: (1) living on the streets or in a place not meant for human habitation, a shelter, hotel/motel, or any place they cannot stay for more than 30 days or (2) currently receiving homelessness services. In order to assure participants could complete the EMA surveys and understand the tailored intervention messages independently, participants were required to be able to speak and read English (determined by the Rapid Estimate of Adult Literacy in Medicine-Short Form [REALM]) at a 7th-grade level or higher [91].
Ecological Momentary Assessments

Participants were prompted 3 times a day to complete EMAs during the first 2 weeks of the study, two daily EMAs for the next 2 weeks, and one daily EMA for the final 2 weeks. These EMAs took about 1 to 2 minutes to complete. Example EMA items included: “I am feeling a strong urge to: (have sex, do drugs, drink alcohol),” “Select all of the drugs you used in the last 2 hours,” “Did you have sex yesterday?” EMAs were prompted on the phone 30 minutes after the participants indicated wake time and took approximately 1 to 5 minutes to complete. All participants were able to receive up to $120 based on their EMA response rate (>90%=$40, 75%-89%=$35, 50%-74%=$30, 25%-49%=$20, and >24%=$15) over the 6-week period. A compensation monitor was programmed in the app to show the participants their response and compensation.

Intervention Messages

Using the IMB model to assure the messaging reflected on the cognitive, behavioral, and environmental factors of HIV [89], over 360 messages were developed and beta tested with YEH that addressed the real-time predictors of HIV risk, including urge to use drugs, sexual urge, stress, and drug use. First, the research team developed the theory-driven messages. Next, messages were presented to YEH, who offered ways they would “say to this to a friend” to increase the linguistic relevance of the messages. Finally, messages were beta tested with YEH until there was agreement that the message was likely to impact thoughts and behaviors. Example messages included: “Avoiding drugs can help reduce mental health issues.” and “It’s easy to catch an STD. Be careful and always use a condom.” Consistent with the IMB model, messages included information and knowledge about the behavior in question (eg, substance use, sexual risk behavior), the individual’s motivation to perform the behavior, and the behavioral skills necessary to perform the behavior [92].

Intervention Arm

During the baseline visit, youth randomized to the intervention arm were asked to set an HIV prevention behavior goal after a study team member reviewed basic HIV prevention strategies. Goal options included increasing condom use, decreasing the number of sexual partners, using PrEP daily, getting tested for HIV, reducing drug and alcohol use, not having sex while using drugs or drinking alcohol, and avoiding injection drug use. Data entered by the participant during the daily EMAs populated a graphic goal interface that depicted the current level of goal attainment based on EMA data. This interface was accessible on the phone at any time by the participant. After the completion of each EMA, participants in the intervention group received tailored messages that addressed the participant’s goals: (1) safer sexual behaviors, (2) alcohol or drug use, (3) PrEP interest, and (4) HIV testing. Messages were selected using an algorithm that prompted messages based on current risk factors that targeted reduction in alcohol and drug use, promoted condom use, and provided urge management strategies (Multimedia Appendix 2). Generalized linear mixed models revealed several predictors of engagement in sexual activity that could increase HIV risk, including constant characteristics (race, sexual orientation), diagnosed conditions (psychosis, posttraumatic stress disorder), and time-varying predictors (urge for sex, drug use) [43]. Predictors of drug use were all time varying: urge for drug use, urge for alcohol use, urge to steal, viewing pornography, alcohol use, and experience of discrimination [60].

Attention Control Arm

Participants in the attention control condition were asked to set a behavioral goal related to general health behaviors. Goal options included getting 7 or more hours of sleep, eating 5 or more servings of fruits or vegetables, not using tobacco products, and exercising for at least 60 minutes a day. The control group answered the same EMA items as the intervention group; however, after the completion of each EMA, the control group received different messages related to healthy nutrition, physical activity, sleep hygiene, and prevention of tobacco use. These messages were not tailored to the EMA but sent in a random order.

Measures

The baseline and 6-week follow-up survey assessed the demographics that have been associated with sexual risk among YEH such as gender identity, age, education, sexual orientation, and adverse childhood experiences [93,94]. Baseline measures also assessed HIV/STI testing, stress [95], depression [96], and psychological distress [97], all of which have been validated previously in YEH studies. EMA measures assessed real-time HIV risk behaviors, including stress, sexual behaviors, sexual urge, and substance use. The EMA items utilized Likert scales and were developed from prior EMA studies [50,98] and tested in studies within the YEH population [43,60].

Statistical Analyses

Participant retention was evaluated to inform future JITAI studies with YEH. Kaplan-Meier survival functions were calculated using the survival package [99] in the R programming language (R Core Team) [100] to obtain the median participation time in the control and intervention groups, based on the total time spent completing activities in the app. Participant EMA completion rates were also examined over the 6-week study duration. Baseline data consisting of participants’ demographics and health status measures were compared between the control and intervention groups using Pearson chi-square tests. In instances of low cell counts, the Fisher exact test was calculated using SPSS Statistics 26 (IBM Corp). Outcomes were analyzed first on the basis of cumulative counts before using longitudinal models. The counts provided the number of participants who engaged in sexual activity, or substance use, or reported urges, or reported being stressed at least once over the 6-week study period. The differences in proportions between the control and intervention groups were assessed with Pearson chi-square tests or the Fisher exact test. Longitudinal analysis was carried out with Bayesian hierarchical logistic regression models that assessed the intervention effects on engaging in sex, drug use, alcohol use, and their corresponding urges. The intervention effect was modeled
with fixed effects that included the interaction of intervention group and time. Random intercept and slope allowed the intervention effect to vary among participants. Stress experienced at the time of response and stress experienced by participants on the previous day were analyzed in a similar manner. Information about the prior distributions and more details about the analysis are provided in Multimedia Appendix 3. The solution was implemented with the RStan package [101] via code written and executed in the RStudio environment (RStudio, PBC) [102].

Sensitivity analysis was conducted to check the robustness of statistically significant intervention effects that resulted from the hierarchical regression models. The models were expected to provide robust intervention effects if data were missing at random. We considered the possibility of nonignorable missing mechanisms and used a tipping-point approach for the sensitivity analysis [103]. Multimedia Appendix 3 presents more information about the missingness mechanisms and sensitivity analysis.

**Results**

A total of 100 participants were enrolled, of which 3 were excluded due to lack of EMA data. Data were analyzed for the remaining 97 participants aged 18-25 years (mean 21.2, SD 2.1 years), of whom 48 (49.5%) were randomly assigned to the intervention group and 49 (50.5%) were randomly assigned to the control group. Over half of participants identified as heterosexual (n=51, 52%), male (n=56, 57%), and African American (n=56, 57%). There was noteworthy diversity in gender identity, sexual orientation, and racial identity (Table 1). Additionally, 40% (n=39) of participants had been involved with the juvenile justice system. Over 35% (n=37) of the participants rated their overall health status as excellent or very good, and 52% (n=51) of participants had been tested for HIV within the past 3 months. There were no statistically significant differences between the groups in terms of race or ethnicity, gender identity, HIV risk behaviors, or any of the other variables that were collected at baseline.

Kaplan-Meier survival curves showed that participants engaged with the app for 34.5 days (median), or about 5 of 6 possible weeks (95% CI 28.5-39.5). The length of participation was based on the range from the first to last time of responses received from each participant, and the median value was identical in the control and intervention groups. Another metric of participation was the participant response rate, which decreased over time, resulting in a median of 19 days (IQR 25) of useful data per participant. That corresponds to 46.3% of the maximum potential for responses, or 56.7% of the response potential during the median participation time. The median times for responding to EMAs were 160 seconds (IQR 98) for the daily EMA and 87 seconds (IQR 46) for the random assessments.

Frequencies of participant reported behaviors, urges (ie, sex, drug, alcohol), and stress during the EMA daily diaries (Table 2) revealed that there was a statistically significant (P=.03) difference in reports of feeling stressed the day before with a lower proportion of participants in the intervention group reporting feeling stressed the day before compared with control group participants (n=20, 41.7% vs n=31, 63.3%) across the 6 weeks of EMA implementation. Although not statistically significant, the intervention group displayed fewer transactional sex behaviors relative to the control group (n=5, 10.4% vs n=9, 18.4%). HIV risk behaviors were similar across gender identities, but current stress was higher among transgender/genderqueer participants compared to cisgender males and females (Table 3).
Table 1. Baseline characteristics by group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EMA&lt;sup&gt;a&lt;/sup&gt; participants (N=97)</th>
<th>Control group (n=49), n (%)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group (n=48), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td>18-21 years</td>
<td>28 (58.3)</td>
<td>31 (63.3)</td>
<td></td>
</tr>
<tr>
<td>22-25 years</td>
<td>20 (41.7)</td>
<td>18 (36.7)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Male</td>
<td>25 (52.1)</td>
<td>31 (63.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20 (41.7)</td>
<td>14 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Transgender/genderqueer/other/missing</td>
<td>3 (6.3)</td>
<td>4 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation</td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Gay</td>
<td>1 (2.1)</td>
<td>7 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Lesbian</td>
<td>4 (8.3)</td>
<td>2 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Straight (ie, not gay)</td>
<td>29 (60.4)</td>
<td>22 (44.9)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>9 (18.8)</td>
<td>14 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Asexual/pansexual/other</td>
<td>5 (10.4)</td>
<td>4 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>0 (0)</td>
<td>3 (6.1)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>31 (64.6)</td>
<td>25 (51.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>7 (14.6)</td>
<td>2 (4.1)</td>
<td></td>
</tr>
<tr>
<td>American Indian/Asian or Pacific Islander/other</td>
<td>5 (10.4)</td>
<td>9 (18.4)</td>
<td></td>
</tr>
<tr>
<td>Multiracial</td>
<td>5 (10.4)</td>
<td>10 (20.4)</td>
<td></td>
</tr>
<tr>
<td>Involved with the juvenile justice system</td>
<td>19 (39.6)</td>
<td>20 (40.8)</td>
<td>.90</td>
</tr>
<tr>
<td>Age of first homelessness</td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>Minor (&lt;18 years)</td>
<td>27 (56.3)</td>
<td>18 (36.7)</td>
<td></td>
</tr>
<tr>
<td>Adult (≥18 years)</td>
<td>21 (43.8)</td>
<td>30 (61.2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>1 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Excellent</td>
<td>13 (27.1)</td>
<td>13 (26.5)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>6 (12.5)</td>
<td>5 (10.2)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>10 (20.8)</td>
<td>16 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>13 (27.1)</td>
<td>9 (18.4)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>6 (12.5)</td>
<td>5 (10.2)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>1 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Emotional problems in the last 7 days</td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Never</td>
<td>4 (8.3)</td>
<td>2 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>7 (14.6)</td>
<td>7 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>19 (39.6)</td>
<td>16 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>7 (14.6)</td>
<td>16 (32.7)</td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>11 (22.9)</td>
<td>8 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Last HIV test</td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Within the past 3 months</td>
<td>24 (50.0)</td>
<td>27 (55.1)</td>
<td></td>
</tr>
<tr>
<td>More than 3 months</td>
<td>16 (33.3)</td>
<td>15 (30.6)</td>
<td></td>
</tr>
<tr>
<td>Never been tested for HIV</td>
<td>8 (16.7)</td>
<td>7 (14.3)</td>
<td></td>
</tr>
</tbody>
</table>
EMA: ecological momentary assessment.

*Calculated using the Pearson chi-square test or the Fisher exact test for differences of proportion between the intervention and control groups.*

### Table 2. Frequency of participants who reported specific HIV risk factors by treatment group.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EMAparticipants&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention group, n (%)</td>
<td>Control group, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Had sex yesterday</strong></td>
<td>33 (68.8)</td>
<td>29 (59.2)</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td><strong>Used drugs yesterday</strong></td>
<td>25 (52.1)</td>
<td>24 (49.0)</td>
<td>.76</td>
<td></td>
</tr>
<tr>
<td><strong>Sex behaviors with drug use</strong></td>
<td>18 (37.5)</td>
<td>15 (30.6)</td>
<td>.47</td>
<td></td>
</tr>
<tr>
<td><strong>Condomless sex</strong></td>
<td>8 (16.7)</td>
<td>14 (28.6)</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td><strong>Urge to have sex</strong></td>
<td>36 (75.0)</td>
<td>34 (69.4)</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td><strong>Urge to use drug</strong></td>
<td>25 (52.1)</td>
<td>30 (61.2)</td>
<td>.36</td>
<td></td>
</tr>
<tr>
<td><strong>Traded sex yesterday</strong></td>
<td>5 (10.4)</td>
<td>9 (18.4)</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td><strong>Felt stressed yesterday</strong></td>
<td>20 (41.7)</td>
<td>31 (63.3)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td><strong>Feel stressed now</strong></td>
<td>30 (62.5)</td>
<td>36 (73.5)</td>
<td>.25</td>
<td></td>
</tr>
</tbody>
</table>

*EMA: ecological momentary assessment.

*Number of participants who engaged in the behavior at least once.

*Chi-square test was fit to test the significance of differences between the intervention and control groups. Significance level at P<.05.*

### Table 3. Frequency of participants who reported specific HIV risk factors by gender identity.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EMAparticipants&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cis-male (n=56), n (%)</td>
<td>Cis-female (n=34), n (%)</td>
<td>Transgender, gender queer, or other (n=7), n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Had sex yesterday</strong></td>
<td>36 (64.3)</td>
<td>22 (64.7)</td>
<td>4 (57.1)</td>
<td>.93</td>
</tr>
<tr>
<td><strong>Used drugs yesterday</strong></td>
<td>27 (48.2)</td>
<td>18 (52.9)</td>
<td>4 (57.1)</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Sex with drug use</strong></td>
<td>20 (35.7)</td>
<td>10 (29.4)</td>
<td>3 (42.9)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Condomless sex</strong></td>
<td>12 (21.4)</td>
<td>9 (26.5)</td>
<td>1 (14.3)</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Urge to have sex</strong></td>
<td>39 (69.6)</td>
<td>26 (76.5)</td>
<td>5 (71.4)</td>
<td>.78</td>
</tr>
<tr>
<td><strong>Urge to use drug</strong></td>
<td>28 (50.0)</td>
<td>21 (61.8)</td>
<td>6 (85.7)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Traded sex yesterday</strong></td>
<td>9 (16.1)</td>
<td>4 (11.8)</td>
<td>1 (14.3)</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Felt stressed yesterday</strong></td>
<td>24 (42.9)</td>
<td>22 (64.7)</td>
<td>5 (71.4)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Feel stressed now</strong></td>
<td>32 (57.1)</td>
<td>28 (82.4)</td>
<td>6 (85.7)</td>
<td>.03</td>
</tr>
</tbody>
</table>

*EMA: ecological momentary assessment.

*Number of participants who engaged in the behavior at least once.

*Chi-square test was fit to test the significance of differences between the intervention and control groups. Significance level at P<.05.*

Having sex, drug use, and alcohol use reduced over the 6-week EMA period in both groups (Figure 1 and Table 4). An intervention effect was observed for drug use. The odds ratio (OR) for the interaction of the intervention and time measured on the log scale (OR 0.62, 95% CI 0.39-0.97) implied that the odds of drug use reduced by a factor of 13.8 over 6 weeks, or by a factor of 8.5 over 3 weeks (mid-way point), in the intervention group relative to the control group. There was no intervention effect for having sex or alcohol use.
Figure 1. Daily totals of participants who reported using drugs over the 6-week study period, shown separately for the control and intervention groups of the study.

Table 4. Parameter estimates of fixed and random effects arising from Bayesian hierarchical logistic regression models for sexual intercourse, drug use, and alcohol use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient, mean (SD)</th>
<th>Odds ratio (95% CI)</th>
<th>ESS(^a)</th>
<th>(\hat{\sigma}) (^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome: sexual intercourse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.863 (0.41)</td>
<td>0.422 (0.181-0.923)</td>
<td>1000</td>
<td>1.00</td>
</tr>
<tr>
<td>Days (log)</td>
<td>-0.601 (0.127)</td>
<td>0.548 (0.420-0.687)</td>
<td>563</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>-0.098 (0.554)</td>
<td>0.907 (0.299-2.740)</td>
<td>1366</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention (\times) days (log)</td>
<td>0.04 (0.158)</td>
<td>1.041 (0.769-1.423)</td>
<td>1321</td>
<td>1.00</td>
</tr>
<tr>
<td>Random intercept: (\sigma)</td>
<td>1.758 (0.285)</td>
<td>—</td>
<td>1708</td>
<td>1.00</td>
</tr>
<tr>
<td>Random slope: (\sigma)</td>
<td>0.361 (0.098)</td>
<td>—</td>
<td>438</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Outcome: drug use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-1.669 (0.663)</td>
<td>0.188 (0.047-0.614)</td>
<td>872</td>
<td>1.00</td>
</tr>
<tr>
<td>Days (log)</td>
<td>-0.597 (0.17)</td>
<td>0.550 (0.379-0.743)</td>
<td>737</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.779 (0.861)</td>
<td>2.179 (0.415-12.231)</td>
<td>860</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention (\times) days (log)</td>
<td>-0.486 (0.233)</td>
<td>0.615 (0.386-0.971)</td>
<td>1548</td>
<td>1.00</td>
</tr>
<tr>
<td>Random intercept: (\sigma)</td>
<td>3.212 (0.502)</td>
<td>—</td>
<td>1180</td>
<td>1.00</td>
</tr>
<tr>
<td>Random slope: (\sigma)</td>
<td>0.519 (0.138)</td>
<td>—</td>
<td>478</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Outcome: alcohol use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-2.185 (0.541)</td>
<td>0.112 (0.037-0.303)</td>
<td>673</td>
<td>1.01</td>
</tr>
<tr>
<td>Days (log)</td>
<td>-0.564 (0.181)</td>
<td>0.569 (0.392-0.795)</td>
<td>672</td>
<td>1.01</td>
</tr>
<tr>
<td>Intervention</td>
<td>0.115 (0.652)</td>
<td>1.122 (0.312-4.035)</td>
<td>1533</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention (\times) days (log)</td>
<td>-0.139 (0.23)</td>
<td>0.870 (0.545-1.344)</td>
<td>1603</td>
<td>1.00</td>
</tr>
<tr>
<td>Random intercept: (\sigma)</td>
<td>1.858 (0.418)</td>
<td>—</td>
<td>651</td>
<td>1.00</td>
</tr>
<tr>
<td>Random slope: (\sigma)</td>
<td>0.542 (0.14)</td>
<td>—</td>
<td>557</td>
<td>1.01</td>
</tr>
</tbody>
</table>

\(^a\)ESS: effective sample size; after accounting for autocorrelated samples.

\(^b\)Potential scale reduction statistic; \(\hat{\sigma}\) <1.1 indicates convergence of Markov chains.

\(^c\)Not applicable.
Urges for sex, drugs, or alcohol reduced over the study period in both groups (Table 5). Lower odds of the urge for sex were found in the intervention group (OR 0.16, 95% CI 0.04-0.63), and this was a time-independent effect that indicated suppressed sexual urge in the intervention group over the duration of the study. There was no intervention effect for drug or alcohol urge. Stress experienced now and the day before was also reduced over time in both groups (Table 6), with no intervention effect.

Table 5. Parameter estimates of fixed and random effects arising from Bayesian hierarchical logistic regression models for urges: urge for sex, urge for drug use, and urge for alcohol.

| Variable                        | Coefficient, mean (SD) | Odds ratio (95% CI) | ESS  
|---------------------------------|------------------------|---------------------|------
| Outcome: urge for sex           |                        |                     |      |
| Intercept                       | 1.115 (0.495)          | 3.050 (1.157-8.004) | 1757 |
| Days (log)                      | –0.807 (0.145)         | 0.446 (0.333-0.586) | 1490 |
| Intervention                    | –1.845 (0.709)         | 0.158 (0.038-0.626) | 2367 |
| Intervention × days (log)        | 0.352 (0.206)          | 1.422 (0.947-2.143) | 2141 |
| Random intercept: σ              | 2.157 (0.358)          | —                   | 2229 |
| Random slope: σ                 | 0.535 (0.105)          | —                   | 1379 |
| Outcome: urge for drugs         |                        |                     |      |
| Intercept                       | –0.846 (0.852)         | 0.429 (0.130-1.296) | 1427 |
| Days (log)                      | –0.537 (0.171)         | 0.584 (0.410-0.799) | 1512 |
| Intervention                    | 0.291 (0.809)          | 1.338 (0.274-6.430) | 1920 |
| Intervention × days (log)        | –0.354 (0.250)         | 0.702 (0.428-1.148) | 2499 |
| Random intercept: σ              | 2.469 (0.445)          | —                   | 1283 |
| Random slope: σ                 | 0.611 (0.137)          | —                   | 1065 |
| Outcome: urge for alcohol       |                        |                     |      |
| Intercept                       | –1.318 (0.709)         | 0.268 (0.057-0.944) | 1475 |
| Days (log)                      | –0.767 (0.207)         | 0.464 (0.297-0.679) | 1272 |
| Intervention                    | 0.634 (0.930)          | 1.885 (0.313-12.884)| 2500 |
| Intervention × days (log)        | –0.305 (0.294)         | 0.737 (0.406-1.279) | 2892 |
| Random intercept: σ              | 2.663 (0.544)          | —                   | 1494 |
| Random slope: σ                 | 0.616 (0.171)          | —                   | 772  |

aESS: effective sample size; after accounting for autocorrelated samples.
bPotential scale reduction statistic; $< 1.1$ indicates convergence of Markov chains.
cNot applicable.
Table 6. Parameter estimates of fixed and random effects arising from Bayesian hierarchical logistic regression models for stress experienced now and stress experienced the day before.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient, mean (SD)</th>
<th>Odds ratio (95% CI)</th>
<th>ESS&lt;sup&gt;a&lt;/sup&gt;</th>
<th>&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome: stressed now</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.861 (0.674)</td>
<td>6.430 (1.779-25.229)</td>
<td>2031</td>
<td>1.00</td>
</tr>
<tr>
<td>Days (log)</td>
<td>−0.762 (0.199)</td>
<td>0.467 (0.310-0.681)</td>
<td>1904</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.448 (1.015)</td>
<td>4.255 (0.584-32.169)</td>
<td>2044</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention × days (log)</td>
<td>−0.107 (0.304)</td>
<td>0.899 (0.495-1.642)</td>
<td>2191</td>
<td>1.00</td>
</tr>
<tr>
<td>Random intercept: σ</td>
<td>3.373 (0.570)</td>
<td>—</td>
<td>1623</td>
<td>1.00</td>
</tr>
<tr>
<td>Random slope: σ</td>
<td>0.902 (0.158)</td>
<td>—</td>
<td>1766</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Outcome: stressed yesterday</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.216 (0.418)</td>
<td>0.806 (0.347-1.831)</td>
<td>1591</td>
<td>1.00</td>
</tr>
<tr>
<td>Days (log)</td>
<td>−0.339 (0.149)</td>
<td>0.712 (0.526-0.942)</td>
<td>1445</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>−0.027 (0.597)</td>
<td>0.973 (0.300-3.238)</td>
<td>2030</td>
<td>1.00</td>
</tr>
<tr>
<td>Intervention × days (log)</td>
<td>0.012 (0.213)</td>
<td>1.012 (0.670-1.540)</td>
<td>1984</td>
<td>1.00</td>
</tr>
<tr>
<td>Random intercept: σ</td>
<td>1.826 (0.417)</td>
<td>—</td>
<td>899</td>
<td>1.01</td>
</tr>
<tr>
<td>Random slope: σ</td>
<td>0.623 (0.129)</td>
<td>—</td>
<td>1050</td>
<td>1.01</td>
</tr>
</tbody>
</table>

<sup>a</sup> ESS: effective sample size; after accounting for autocorrelated samples.

<sup>b</sup> Potential scale reduction statistic; <sup>b</sup>.<sup>c</sup> ≤1.1 indicates convergence of Markov chains.

<sup>c</sup> Not applicable.

The number of participants with any PrEP use during the study was 17%—9 (18%) in the control group and 8 (16%) in the intervention group ($\chi^2=0.07, P=.79$). HIV tests were completed by 11 (22%) and 13 (26%) participants in the control and intervention groups, respectively ($\chi^2=0.22, P=.64$). Intervention goals were selected by participants at the baseline visit. Overall, participants chose from goals, including increasing condom use (n=13), reducing drug and alcohol use (n=9), reducing the number of sex partners (n=9), increasing HIV testing (n=7), using PrEP for HIV prevention (n=6), reducing injection drug use (n=4), and reducing sex while under the influence of drugs or alcohol (n=2).

Sensitivity analysis with the tipping-point approach showed that the intervention effect for drug use was fairly robust on both dimensions of the nonignorable missing mechanisms (Figure 2). The intervention effect was significant even if there was an average of two unreported drug use events among participants who never reported drug use. Similarly, the intervention effect could withstand a doubling of the probability of drug use on nonresponse days among drug users. The intervention effect could also withstand a combination of one unreported drug use event among nonusers and doubling of the probability on the other dimension. The intervention effect tipped over into nonsignificance (at the 95% confidence level) if there were two unreported drug use events simultaneously with a doubling of the probability of drug use in the second mechanism.
**Discussion**

**Principal Findings**

This pilot randomized controlled trial of a theoretically based intervention adds to the growing body of literature on the feasibility and potential efficacy of JITAIs to address the modifiable risk factors that are correlated with HIV risk. The findings suggest promising preliminary effects of MY-RID among YEH compared with an attention control group. This intervention was effective at reducing (1) the odds of substance use, (2) the urge for sex, and (3) stress among YEH. This is the first evidence that JITAIs can reduce drug use among a high substance-using population of YEH. Given the association between substance use, as well as sexual risk behaviors (eg, condomless sex) and sexual victimization, among homeless and urban youth [35,38,39,41,42], MY-RID may be a promising approach to HIV prevention in a hard-to-reach population. These findings add to the mounting evidence of the malleability of the risk factors that impact HIV risk in real time, including stress, sexual urge, and substance use [26,27,36-39].

While this study was not powered to detect small effects or examine the impact of the intervention on condom use, the data suggest that experiencing sexual urges can negatively influence the use of condoms [40]. In addition, only 13 (27%) participants chose increasing condom use as their behavioral goal, which may also account for the lack of impact of the intervention on condomless sex. As well, while we did not examine the intervention effect on engaging in sex while using substances, the substance use literature reports that sex is highest on substance-using days [43] and that substance use is also associated with sexual risk behaviors (eg, condomless sex) and sexual victimization among youth [35,41,42].

Findings from this study further suggest that MY-RID may reduce mental health symptoms such as stress and urge, which are antecedents to HIV risks. JITAIs have been found to improve psychological symptoms [63], anxiety and stress [67-69], and depressive symptoms [71]. The evidence linking stress to sexual risk behaviors is growing [104]. Delivering coping messages when symptoms (eg, drug or alcohol use urges) are reported may improve stress management and reduce HIV risk behaviors such as substance use and risky sexual activity. Intervention effects were also found for reducing urges for sex among YEH. While reductions in sexual activity and alcohol did not reach significance, they decreased throughout the intervention period in both groups. This may indicate the need to conduct an adequately powered randomized trial to determine if these reductions in risk are significant and sustained over time.

---

**Figure 2.** Tipping-point display of the sensitivity analysis for drug use that is based on two nonignorable missingness mechanisms. Each 2.5-unit increment in the translation levels represents roughly one unreported drug use event per nonuser during the study period. The multipliers are inflation factors of the probability of drug use on nonresponse days among those with a record of drug usage. The numbers in each cell display the odds ratio (OR) of the intervention effect, that is, the interaction of group and time. The cells with a thick navy border have $P<.05$. The OR and $P$ values represent a summary of results from the multiple imputation.
While EMA completion rates were low among this sample of YEH (ie, EMAs were completed on 46.3% of all possible days), the average length of participation was 5 out of a total of 6 possible weeks and suggests that youth received over half of all possible intervention messages. Since intervention messages were only delivered after EMAs were completed, the average participant received messages on less than half of the study days. However, even with this low EMA completion rate and corresponding lower than expected intervention dose (less than 50%), the results indicate that the intervention demonstrated a significant impact on several key outcomes. It is important to consider that while EMA completion rates are much higher for youth EMA studies in general (78%, range 54.6%-96.2%) [52], in an EMA study with YEH, the completion rate was 62% [43]. This is the first study using EMA-responsive JITAI with YEH and, therefore, comparative data are lacking.

In a group-based study with YEH, there was a positive intervention effect on alcohol use, motivation, and condom self-efficacy with less than the prescribed intervention dose (48% completion) [46]. This suggests that a lower than planned dose may still lead to change. While comprehensive, high-dose HIV prevention interventions are effective, they also require high participant burden [105], are expensive to support, and are rarely disseminated widely. Further, while there is little evidence of the effectiveness of all interventions for YEH [106], cognitive-behavioral interventions show marginally positive results [86]. Given the difficulty in engaging YEH in HIV prevention interventions in current health care and social service delivery models, mobile, tailored JITAI may enhance dissemination in hard-to-reach populations such as YEH. Further, since HIV risk behaviors rarely take place during engagements in care and tend to happen within one’s day, JITAI allow for interventions to be delivered more proximally at times of heightened risk. Given the intervention effect found with a lower than planned level of intervention engagement, there is a need to determine the minimal effective intervention dose to reduce participant burden.

Limitations
There are several limitations and challenges to consider when interpreting the findings of this study. First, EMA is an emerging method, and, therefore, there is no robust body of science on EMA measurement psychometrics. However, while no validated EMA scale exists for urge, a systematic review of 91 studies using EMA found the vast majority used a 1-item measure [107]. Further psychometric studies are needed on EMA measures. Second, this was a small pilot study with a convenience sample that only allowed for a preliminary examination of the intervention effects without the power to detect small effect sizes. Third, the control condition received generic motivational messages, which may have positively impacted stress management strategies, thereby diluting any effects that may be attributable to the intervention. Fourth, there may have also been reactivity to EMAs [52] similar to a Hawthorne Effect—HIV health risk behaviors went down over time in both groups, potentially because participants were thinking about their health more due to the EMAs and the generic health messages. Social desirability cannot be eliminated as a possibility that may have affected participant reports. Finally, 16 phones were reported lost or stolen during the study, one was broken, and one was returned after being found in the possession of a different participant. Despite these limitations, the strengths of the study include the diverse gender identity, sexual orientation, and race/ethnicity of the sample.

Conclusion
In conclusion, the findings from this study suggest a positive effect of a highly scalable mobile intervention that increases access to a HIV prevention intervention for a hard-to-reach population. MY-RID incorporates several of the core elements indicative of apps that have the potential to change behavior, including knowledge and information, goals and planning, feedback and monitoring, and actions [108]. This intervention builds on proven mHealth strategies [76], tailored education [77,78], and motivational messaging [79,80], delivered at the time of heightened need. Prevention interventions tailored for YEH continue to be rare and yet have led to improvements in sexual health outcomes [86,106,109-111]. Therefore, more research is needed to build on YEH’s willingness to participate in intervention research studies [44,45], improvement intervention engagement, and continue to explore the mounting evidence on efficacy. For example, studies are needed to assess whether the survey length and frequency affect engagement rates. However, it is crucial to involve YEH in the development of interventions as studies suggest improved outcomes when programs are tailored and relevant [49].
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Abstract

Background: Behavioral activation (BA) is rooted in the behavioral theory of depression, which states that increased exposure to meaningful, rewarding activities is a critical factor in the treatment of depression. Assessing constructs relevant to BA currently requires the administration of standardized instruments, such as the Behavioral Activation for Depression Scale (BADS), which places a burden on patients and providers, among other potential limitations. Previous work has shown that depressed and nondepressed individuals may use language differently and that automated tools can detect these differences. The increasing use of online, chat-based mental health counseling presents an unparalleled resource for automated longitudinal linguistic analysis of patients with depression, with the potential to illuminate the role of reward exposure in recovery.

Objective: This work investigated how linguistic indicators of planning and participation in enjoyable activities identified in online, text-based counseling sessions relate to depression symptomatology over time.

Methods: Using distributional semantics methods applied to a large corpus of text-based online therapy sessions, we devised a set of novel BA-related categories for the Linguistic Inquiry and Word Count (LIWC) software package. We then analyzed the language used by 10,000 patients in online therapy chat logs for indicators of activation and other depression-related markers using LIWC.

Results: Despite their conceptual and operational differences, both previously established LIWC markers of depression and our novel linguistic indicators of activation were strongly associated with depression scores (Patient Health Questionnaire [PHQ]-9) and longitudinal patient trajectories. Emotional tone; pronoun rates; words related to sadness, health, and biology; and BA-related LIWC categories appear to be complementary, explaining more of the variance in the PHQ score together than they do independently.

Conclusions: This study enables further work in automated diagnosis and assessment of depression, the refinement of BA psychotherapeutic strategies, and the development of predictive models for decision support.

(J Med Internet Res 2021;23(7):e28244) doi:10.2196/28244
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Introduction

Over 20% of adults in the United States have a mental illness [1]. Depression is among the most common mental health disorders: Over 19 million adults suffered major depressive episodes in 2019. Effective delivery of mental health services is a challenge for many reasons, including that individuals respond differently to therapy [2,3]. To maximize treatment benefits, mental health care providers must continually assess progress and adjust treatment plans [2]. From a research perspective, longitudinal information about known and hypothesized mechanisms of recovery is a prerequisite to the refinement of current interventions and can inform the development of new ones. Validated survey instruments exist to assess symptoms and other constructs relevant to therapy delivery and progress [4]; however, repeatedly filling out questionnaires places a burden on patients and providers, limiting the frequency with which these data can be collected. In contrast, using already available data created as part of routine care obviates the need for additional data collection. Additionally, it has been argued that subjective self-reports present potential limitations, for example due to cognitive and memory bias [5]; while careful scale design can alleviate these problems, objective, naturalistic measurements may be preferable.

Behavioral Activation and Engagement

The behavioral theory of depression states that depressed individuals participate in fewer pleasant activities and derive less pleasure and feelings of accomplishment from such activities [6]; in other words, they exhibit reduced behavioral activation (BA). This phenomenon is self-exacerbating: Reduced activation represents a loss of positive feelings that further reduces activation. Neurobiological findings suggest that dysfunction of reward networks (especially in reward valuation, effort valuation, action selection, preference-based decision making, and reward learning) is a central process perpetuating depression [7,8]. For this reason, “reward exposure” aiming to induce BA has been thought to reactivate and retrain reward networks and improve depression [9]. BA therapies are therapeutic approaches based on the relationship between depressive symptomatology and engagement with pleasant activities. They aim to reduce depression symptoms by activating the reward system and have been shown to be as effective as learning-based therapies while being easier to understand for patients and easier to deliver for therapists [6].

An example is the streamlined, evidence-based psychotherapeutic strategy called Engage [7], which aims to systematically address disengagement from participation in pleasurable activities in a structured approach by incorporating reward exposure and addressing barriers in 3 behavioral domains: negativity bias, apathy, and emotional dysregulation. A recent randomized controlled trial showed that Engage is as effective as problem-solving therapy in treating late-life major depression, while having the advantage of being less complex; Engage required 30% less training time compared to problem-solving therapy [10].

To better understand the relationship between BA-based therapies and therapeutic response in depression, robust metrics of the underlying theoretical constructs that minimize reliance on patients’ and providers’ subjective reports are needed. Text-based therapy sessions provide a unique opportunity to develop such metrics because all language exchanged in these encounters is archived.

Language as an Indicator of Mental State

Language reflects both conscious and subconscious thoughts and feelings [11-13]. Previous work has shown that depressed individuals use language differently than nondepressed individuals in a manner anticipated by cognitive theories of depression. For example, depressed individuals use more first-person singular pronouns (eg, “I,” “me,” “my”) than nondepressed individuals [14,15], indicating increased self-focused attention, a language use consistent with Pyzczynski and Greenberg’s [16] integrative model of depression. Depression has also been shown to be associated with a lack of social integration or social disengagement [17-19]. For this reason, Rude et al [14] anticipated a reduction in use of first-person plural pronouns (eg, “we,” “us”) in depressed college students but had too low a base rate to assess its impact in the sample available for analysis. Stirman and Pennebaker [19] found that suicidal poets used fewer first-person plural pronouns than nonsuicidal poets. Linguistic indicators of positive and negative affect differ in depression and have shown utility in social media–based predictive models of depression [14,20]. These findings are consistent with the emphasis on negative valence in Beck’s [21] influential depression theory. Finally, prior work has investigated content word usage by depressed individuals compared to control groups without depression. These include words related to sadness, as well as words related to somatic health concerns (health and biology words, with the biology category combining body, health, sexual, and ingestion words) [22,23]. Given these findings, the question arises whether variations in language use related to the behavioral theory of depression can be detected through natural language processing.

One approach to capturing emotional affect, linguistic style, and topics in written text is to calculate the percentage of words belonging to defined categories, such as positive affect words, pronouns, or words related to certain topics (eg, health or leisure). The Linguistic Inquiry and Word Count (LIWC) software package, a tool developed to study linguistic indicators of mental states, embodies this technique and was used to quantify relevant pronouns and affect words in the aforementioned work. As reviewed by Tausczik and Pennebaker [24], numerous experiments have validated the LIWC categories. However, while LIWC constructs such as “leisure” are related to the notion of activation, they do not provide a comprehensive account of how engagement might manifest in language. For example, categories of relevance to BA, such as the breadth of activities one engages in or the extent to which one derives a sense of accomplishment from setting and achieving activity goals, are not represented in the LIWC standard dictionaries.

Distributional representations of words learned from large amounts of electronic text can help construct comprehensive
sets of terms similar to the curated sets used by LIWC to represent categories. Also known as semantic vectors or word embeddings, these representations are learned from text, with a typical approach involving first initializing random vectors of user-defined dimensionality and then iteratively updating them to make vectors for words appearing in similar contexts similar to one another. With neural embeddings, this is achieved by training a neural network model to predict the words surrounding an observed word and retaining some of the neural network weights after training to serve as word embeddings. Empath [25] is a tool designed to support rapid computer-assisted construction of user-defined term sets using such embeddings to find terms that are similar to an initial set of seed terms. Term sets constructed in this way have a strong correlation with the corresponding LIWC categories, which were constructed in a completely manual process. In essence, Empath’s approach uses distributional representations of words to identify similar terms to a set of seed terms based on their distributional statistics across a large text corpus. In this way, a small seed set of terms can be rapidly expanded to provide adequate coverage, with the expanded list provided to manual reviewers for pruning of those terms considered to be inconsistent with the category of interest. Empath’s vector representations are derived from a corpus of fiction. Though generally harder to come by, customized in-domain training corpora are known to produce better word representations in clinical domains [26].

For the current work, we developed a metric of BA, using distributional representations derived from a large corpus of naturally occurring language from online therapy chat messages (n=2,527,783) and characterized its relationship to indicators of depression severity. We hypothesized that linguistic markers of activation would be more frequent in milder depression than in severe depression and that longitudinal changes in these markers would reflect the trajectories of patients’ depression; patients who improve over time should also show an increase in BA. We further hypothesized that linguistic markers of BA would capture a separate, clinically meaningful dimension of depression symptomatology — namely, engagement in meaningful, rewarding activities — compared to the established linguistic indicators, which capture psychological manifestations of depression (self-focused attention or social integration [function word usage] and emotional tone) and content topics (sadness, health, biology words). Therefore, the BA metric should capture information beyond that reflected by established markers. We tested these hypotheses in the subset of messages from GA. Feedback was incorporated at the seed term and inaccurate terms. Then, we solicited feedback and suggestions from GA. Feedback was incorporated at the seed term and manual filtering steps. The process was iteratively repeated until the lexicon was found to be to be satisfactorily inclusive and specific. Finally, the expanded lists of words, one per seed term, were combined to form 7 partially overlapping subconcepts according to Table 1, as well as one overarching “activation” category. In the overarching activation category, duplicate terms were removed to prevent double counting. We obtained a set of 1059 unique words, which represent the overarching idea of BA. The words originating from each of the 7 items in the activation subscale of the BADS yielded the subconcepts: satisfaction (227 words), breadth (341 words), decisions (205 words), accomplishment (154 words), long-term planning (240 words), enjoyment of effort (342 words), and structure (216 words). The complete term sets are available in the accompanying online repository [35]. LIWC was then used to measure the frequency of words belonging to each construct as a metric of patient engagement in BA.

Methods

BA Lexicon

We developed a lexicon of related words collectively representing the construct of activation as used in BA. We constructed a set of 66 unique representative seed terms, informed by the Activation subscale of the Behavioral Activation for Depression Scale (BADS) [27], a validated instrument used to identify subjective engagement levels. The subscale consists of 7 questions, each aiming to capture a unique component of the construct. Seed terms were selected manually for each question in collaboration with GA, a clinician investigator with extensive experience in BA approaches (Table 1).

We expanded the sets of terms for the novel LIWC construct by using methods of distributional semantics, which generate vector representations of words from their distributional statistics in text, such that words occurring in similar contexts will have similar vector representations [28,29]. Specifically, we used the open-source Semantic Vectors software package [30-32] to train 100 dimensional word embeddings using the skipgram-with-negative-sampling algorithm [33] on a set of 2.5 million de-identified messages sent by Talkspace clients (>165 million total words). Embeddings were trained over 10 epochs, using a sliding window radius of 2 and a subsampling frequency threshold of $10^{-3}$. Words occurring fewer than 5 times in the corpus were excluded from training. This minimum frequency threshold is employed to restrict model consideration to those terms that occur in a sufficient number of contexts to inform a distributional representation and to constrain the number of vectors to save time (during nearest neighbor search) and disk space. We did not attempt to optimize this parameter but note that it is the default in the canonical implementation of the skipgram-with-negative-sampling algorithm [34]. For each seed term, we then added the 30 most related terms as determined by the cosine similarity between the seed term’s vector representation and the vectors for all other terms. We chose to add 30 because this number appeared to achieve high coverage while imposing a manageable workload for manual pruning. Note that stemming is not necessary, as this process will capture all forms of a word appearing in the training text, while preserving their semantic nuances; further, keeping all words appearing in the raw text ensures consistency between our dictionary and the texts to be assessed. For illustrative examples of similar words, see Table 2.

These lists of terms were manually filtered to remove irrelevant or inaccurate terms. Then, we solicited feedback and suggestions from GA. Feedback was incorporated at the seed term and manual filtering steps. The process was iteratively repeated until the lexicon was found to be to be satisfactorily inclusive and specific. Finally, the expanded lists of words, one per seed term, were combined to form 7 partially overlapping subconcepts according to Table 1, as well as one overarching “activation” category. In the overarching activation category, duplicate terms were removed to prevent double counting. We obtained a set of 1059 unique words, which represent the overarching idea of BA. The words originating from each of the 7 items in the activation subscale of the BADS yielded the subconcepts: satisfaction (227 words), breadth (341 words), decisions (205 words), accomplishment (154 words), long-term planning (240 words), enjoyment of effort (342 words), and structure (216 words). The complete term sets are available in the accompanying online repository [35]. LIWC was then used to measure the frequency of words belonging to each construct as a metric of patient engagement in BA.

https://www.jmir.org/2021/7/e28244
Table 1. Seed terms derived by the authors from the individual questions in the “Activation” subscale of the Behavioral Activation for Depression Scale (BADS).

<table>
<thead>
<tr>
<th>Item</th>
<th>Brief name assigned by the authors</th>
<th>Derived seed terms(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am content with the amount and types of things I did.</td>
<td>Satisfaction</td>
<td>Accomplish, achieve, satisfaction, satisfied, enjoy, content, contentment, accomplishment, love, proud, inspired, inspiring, enthuse, affirm</td>
</tr>
<tr>
<td>I engaged in a wide and diverse array of activities.</td>
<td>Breadth</td>
<td>Activity, active, participate, involved, event, powerlifting, water coloring, exercise, sport, basketball, restaurant, hobby, craft, art, music, instrument, piano</td>
</tr>
<tr>
<td>I made good decisions about what type of activities and/or situations I put myself in.</td>
<td>Decisions</td>
<td>Decision, planning, plan, contest, competition, opportunity, chance, spontaneous, whim, spur, attentive, affirm, commit, focus</td>
</tr>
<tr>
<td>I was an active person and accomplished the goals I set out to do.</td>
<td>Accomplishment</td>
<td>Goals, accomplish, progress, goal, achieve, effort, content, contentment, accomplishment, proud</td>
</tr>
<tr>
<td>I did things even though they were hard because they fit in with my long-term goals for myself.</td>
<td>Long-term</td>
<td>Goals, progress, goal, effort, planning, plan, challenge, attentive, birth, commit, change, invest, life, payoff, benefit</td>
</tr>
<tr>
<td>I did something that was hard to do but it was worth it.</td>
<td>Effort</td>
<td>Effort, enjoy, excited, energized, energizing, love, contest, competition, challenge, chance, fun, enthusiastic, inspired, inspiring, enthuse, event, affirm, commit, change, focus, fuel, invest, invigorate</td>
</tr>
<tr>
<td>I structured my day’s activities.</td>
<td>Structure</td>
<td>Goals, progress, goal, planning, plan, structure, attentive, event, routine, schedule, regular</td>
</tr>
</tbody>
</table>

\(^a\)There are 104 total words in the right column, including duplicates (eg., “goals” appears in accomplishment, long-term, and structure) for a total of 66 unique terms.
Table 2. Examples of seed terms and similar terms with corresponding similarity score, calculated by computing the similarity between word vectors.

<table>
<thead>
<tr>
<th>Seed terms and similar terms&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Similarity score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proud</strong></td>
<td></td>
</tr>
<tr>
<td>Accomplished</td>
<td>0.729</td>
</tr>
<tr>
<td>Accomplishment</td>
<td>0.679</td>
</tr>
<tr>
<td>Accomplishments</td>
<td>0.673</td>
</tr>
<tr>
<td>Impressed</td>
<td>0.667</td>
</tr>
<tr>
<td>Prouder</td>
<td>0.663</td>
</tr>
<tr>
<td>Gussied</td>
<td>0.646</td>
</tr>
<tr>
<td><strong>Active</strong></td>
<td></td>
</tr>
<tr>
<td>Inactive&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.659</td>
</tr>
<tr>
<td>Activity</td>
<td>0.633</td>
</tr>
<tr>
<td>Powerlifter</td>
<td>0.607</td>
</tr>
<tr>
<td>Motivated</td>
<td>0.605</td>
</tr>
<tr>
<td>Mighty</td>
<td>0.600</td>
</tr>
<tr>
<td>Intramural</td>
<td>0.592</td>
</tr>
<tr>
<td><strong>Decision</strong></td>
<td></td>
</tr>
<tr>
<td>Decisions</td>
<td>0.863</td>
</tr>
<tr>
<td>Choice</td>
<td>0.841</td>
</tr>
<tr>
<td>Deciding</td>
<td>0.723</td>
</tr>
<tr>
<td>Hyphenating</td>
<td>0.697</td>
</tr>
<tr>
<td>Choices</td>
<td>0.693</td>
</tr>
<tr>
<td>Decide</td>
<td>0.671</td>
</tr>
<tr>
<td><strong>Goal</strong></td>
<td></td>
</tr>
<tr>
<td>Goals</td>
<td>0.865</td>
</tr>
<tr>
<td>Attainable</td>
<td>0.761</td>
</tr>
<tr>
<td>Achievable</td>
<td>0.740</td>
</tr>
<tr>
<td>Achieve</td>
<td>0.725</td>
</tr>
<tr>
<td>Aim</td>
<td>0.722</td>
</tr>
<tr>
<td>Accomplish</td>
<td>0.717</td>
</tr>
<tr>
<td><strong>Commit</strong></td>
<td></td>
</tr>
<tr>
<td>Committing</td>
<td>0.828</td>
</tr>
<tr>
<td>Committed</td>
<td>0.788</td>
</tr>
<tr>
<td>Babydaddy&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.708</td>
</tr>
<tr>
<td>Commit</td>
<td>0.708</td>
</tr>
<tr>
<td>Commitment</td>
<td>0.706</td>
</tr>
<tr>
<td>Suicide&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.682</td>
</tr>
<tr>
<td><strong>Effort</strong></td>
<td></td>
</tr>
<tr>
<td>Efforts</td>
<td>0.729</td>
</tr>
<tr>
<td>Concerted&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.718</td>
</tr>
<tr>
<td>Valiant</td>
<td>0.690</td>
</tr>
<tr>
<td>Handsomeness&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.687</td>
</tr>
<tr>
<td>Timeand&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.662</td>
</tr>
</tbody>
</table>
LIWC

The LIWC [24,36] software package, developed by Pennebaker and his colleagues over the past 2 decades, was used for linguistic analysis. LIWC derives features from narrative text by counting the number of words in a text that correspond to categories in the LIWC lexicon (or dictionary), with categories defined by lists of words that fall into them. LIWC returns the percentage (or proportion) of words in a text that correspond to each category. For example, consider the following excerpt from an interview with singer, songwriter, and poet Leonard Cohen:

*When I speak of depression, I speak of a clinical depression that is the background of your entire life, a background of anguish and anxiety, a sense that nothing goes well, that pleasure is unavailable and all your strategies collapse.* [37]

This excerpt is 40 words long, and the words “depression” (n=2), “anguish” (n=1), and “anxiety” (n=1) fall into the LIWC negative emotion category. Therefore, LIWC returns a percentage score of 10% (100*4/40) for this category. Other categories are measured similarly by estimating the frequency with which words they include occur in a unit of text. However, LIWC also includes a set of composite categories that are derived by combining individual categories. As negative and positive affect are both potentially informative, for parsimony, we considered the composite emotional tone variable, which combines the positive and negative emotion categories. A high tone score indicates a predominance of positive over negative emotion words, and a low score indicates the opposite. A score of 50 indicates a balance between positive and negative affect [36].

Additionally, we measured the usage rates of first-person singular pronouns, first-person plural pronouns, and words belonging to the content categories health, biology, and sadness. Finally, we measured linguistic indicators of BA by counting the number of BA lexicon words overall and in each subcategory in every patient’s messages.

Data

This work utilized de-identified chat messages sent during routine online therapy, collected for a previously reported study by Hull et al [38]. Clients took part in messaging therapy conducted by a licensed, certified clinical professional via the Talkspace online platform over 12 weeks. The platform provides a paid service open to all, and the service may be covered by some insurers. Therapists and clients converse via written, asynchronous messaging on the platform, and therapists utilize a range of therapeutic strategies. The platform also allows users to send video and audio messages, though these were not used in the current work. Only client messages collected during the course of therapy were used in this study. Participants completed the Patient Health Questionnaire 9-item (PHQ-9) questionnaire at baseline as well as every 3 weeks during therapy. The PHQ-9 is a validated self-report questionnaire commonly used to assess depression severity, scored on a scale of 0-27 [4]. For further details on the platform, data collection process, and study population, see Hull et al [38].

The participants (N=10,718) were young (≤35 years old: 8014/10,142 [576 age values were missing], 79.02%; none younger than 18 years), educated (Bachelor’s degree or higher: 6871/9169 [1549 education values were missing], 74.94%), and mostly female (8340/10,571 [147 gender values were missing], 78.90%). Data on race and ethnicity are not systematically collected by the digital platform and are missing for most participants. There were a total of 24,387 PHQ-9 assessments with corresponding messages, with 37.65% of participants (4035/10,718) only completing the baseline assessment, 24.50% (2626/10,718) completing 2 assessments, 18.31% (1962/10,718) completing 3 assessments, 9.69% (1038/10,718) completing 4 assessments, and 9.86% (1057/10,718) completing 5 assessments. The mean baseline PHQ score was 13.36 (SD 4.96) and did not significantly vary with the total number of assessments completed. The mean end PHQ score was 10.80 (SD 5.83) and was significantly lower the more assessments were completed. Patients participated in chat conversations throughout the study period, as well as in the 3 weeks leading up to the baseline assessment in some cases, which were included when available (weeks –3 through –1). Messages were aggregated by concatenating them (ie, combining messages in sequence), creating a single “document” as the unit of analysis. For studies 1 and 2, each PHQ score was used to label the pooled sequence, creating a single “document” as the unit of analysis. For studies 1 and 2, each PHQ score was used to label the pooled sequence, creating a single “document” as the unit of analysis.
6, 9, and 12. For study 3, messages were pooled by week (starting with week –3), and each series of (up to) 15 datapoints has one trajectory label. On average, participants had 7.4 weeks of messages and wrote 770 words per week; patients completed 2.2 assessments on average and wrote 2133 words per completed assessment. At baseline, the number of words written did not vary significantly with depression severity ($P = .33$). There were 79,096 weeks of messages and 23,950 PHQ assessments with messages. For discussion of the relationship between demographic and engagement factors and treatment outcomes, please see Hull et al [38].

**Trajectory Labels**

Based on patients’ longitudinal PHQ-9 and General Anxiety Disorder-7 (GAD-7) scores, Hull et al [38] clustered patients using latent growth modeling and assigned the following labels to the 6 trajectory groups that emerged: Acute Recovery, Recovery, Depression Improvement, Anxiety Improvement, Chronic, and Elevated Chronic. The middle 2 categories appeared to capture patients who improved in some symptoms but not others. Additionally, improvements in PHQ (or lack thereof) were less clear than in the other groups. Because the individuals in these groups are thus outside the simple definitions of depression “improvement” and “nonimprovement,” they were not included in analyses of binary improvement status. A subset of 6760 patients was used for trajectory analysis. Of these patients, which Hull et al [38] identified as strictly “improving” or “nonimproving,” 47.2% (3189/6760) improved (classified as Recovery or Acute Recovery), and 52.8% (3571/6760) did not improve (classified as Chronic or Elevated Chronic).

This study focused on ascertaining the utility of linguistic markers to predict depression symptom improvement only; therefore, when using trajectories, we simplified trajectories into a binary “improvement” label, with the 2 recovery classes in the improvement group and the 2 chronic classes in the nonimprovement group.

**Statistical Analysis**

**Study 1: Association of Linguistic Markers With PHQ**

To validate the basic premise of LIWC and the BA concept, we investigated the relationship between linguistic markers and PHQ-9 scores using the (up to) 5 measurements of linguistic indicators with corresponding PHQ-9 scores per patient. For this analysis, each pair of PHQ-9 assessment and corresponding message log was treated as a data point. We first determined whether the established LIWC metrics as well as our novel BA metric are statistically significantly different between patients with different depression symptom severity. Severity was defined by the clinical depression symptomatology groups used by the PHQ scoring system: minimal (PHQ ≤ 4), mild (PHQ=5-9), moderate (PHQ=10-14), moderately severe (PHQ=15-19), and severe (PHQ ≥20). Further, the average difference in each linguistic marker for each unit difference in PHQ score was determined using mixed effects linear regression, treating the patient identity as a random effect.

**Study 2: Utility of BA Subconstructs**

Each question of the BADS activation subscale aims to capture a distinct dimension of the theoretical construct. To determine the difference between the components and the potential clinical value of the subcomponents compared to pronoun usage, affect measures, and the overall BA concept, we conducted regression analyses on combinations of different variable subsets. For each analysis, we determined the variance explained by each subset of predictors in a mixed effects model with PHQ-9 score as the outcome, treating participant identity as a random effect. Predictors were combinations of (1) subsets of the established LIWC variables (first-person singular pronouns, first-person plural pronouns, emotional tone, or all 3; sadness, health, biology, or all 3) and (2) subsets of the BA variables (the overall construct, each of the 7 subconstructs, all 7 subconstructs, and all 7 subconstructs plus the overall construct). Comparing the amount of variance explained ($R^2$) between baseline models and models that include additional variables yields insights into the extent to which the added variables provide further information. However, chance associations alone can increase $R^2$ even if variables provide little usable additional information; therefore, we additionally determined the Akaike information criterion (AIC), which penalizes model fit in response to model complexity. A nonincreased AIC in conjunction with an increased $R^2$ should therefore signal that added variables contained new information.

**Study 3: Association of Linguistic Markers With Patient Trajectories**

To determine the association between different linguistic indicators and outcome, mixed effects linear regression analysis was used to compare the rates of change of the variables over time between patient trajectories (whether patients were improving [ie, classified as Recovery or Acute Recovery] or nonimproving [ie, classified as Chronic or Elevated Chronic]).

We compared the average change in each variable per 1-week difference (regression slope). For this analysis, messages were aggregated by week, yielding a time series with up to 15 data points for each patient. Thus, we calculated how PHQ scores and linguistic indicators changed with time in the improving and nonimproving groups, controlling for the within-patient dependency of samples. Specifically, for each of the 2 groups, we fitted a mixed effects linear regression model of the following form:

$$Y_{ij} = \beta_0 + \beta_1 X_{ij} + \gamma_0 + \gamma_1 X_{ij} + \epsilon_{ij}$$

Where $Y_{ij}$ is the variable of interest measured for participant $i$ in week $j$ (eg PHQ, activation, or satisfaction), $X_{ij}$ is the week number, $\beta_0$ and $\beta_1$ are the fixed effect (time) parameters, and $\gamma_0$ and $\gamma_1$ are the random effects (participant ID) parameters. Calculations were done using the statsmodels package in Python [39].
Results

Study 1: Relationship Between Linguistic Indicators and PHQ Scores

Using LIWC to measure the percentage of words belonging to the overall activation construct (including all terms related to any of the subconstructs), the average level of activation across the baseline chat logs was 3.66 (SD 0.89) and varied significantly with the depression symptom severity category (Figure 1), as did the LIWC emotional tone measure and the LIWC pronoun measures (first-person singular and first-person plural). Less depressed individuals used more “we” pronouns and fewer “I” pronouns. All individuals expressed more negative affect than positive (tone <50), with the most depressed individuals exhibiting an emotional tone balance most extremely tipped towards negative affect (lowest scores). The topic-related word categories were also significantly different between severity groups, with sadness having the most pronounced differences between groups. The health and biology categories appear to show increased usage in more depressed individuals but have remarkably large confidence intervals for the least depressed group (none/minimal). Higher overall BA levels were detected for lower depression levels, indicating that patients with more severe depression symptoms discussed activities and associated feelings of enjoyment and reward less than their less-depressed counterparts.

Figure 1. Bootstrapped 95% CIs of the mean of each Linguistic Inquiry and Word Count (LIWC) measure by depression symptom severity category at baseline: minimal (Patient Health Questionnaire [PHQ] ≤4, n=393), mild (PHQ=5-9, n=1865), moderate (PHQ=10-14, n=4109), moderately severe (PHQ=15-19, n=3002), severe (PHQ ≥20, n=1331).

Study 2: Utility of Subconstructs

The variance in the overall PHQ score explained (R^2) by the 109 models fitted to all possible combinations of the LIWC and BA variable sets is shown in Figure 2. The amount of variance explained for each baseline model is shown as bars with strokes, and comparison values are shown without. Darker colors indicate better fit as measured by the AIC. At baseline, emotional tone is more informative than “I” or “we.” The health category is the most informative topic category; the 3 topics together explain more variance than the tone and pronoun variables together and also have better fit. All LIWC variables together explain the most variance without detracting from model fit. Of the activation subconstructs, the decision, long-term planning, and daily structure components are most informative; again, all variables together explain the most variance. Including tone added more to satisfaction, breadth, accomplishment, and effort than to decisions, long-term planning, and daily structure. LIWC package constructs alone (tone, I, we; content topics) accounted for 68.3% of the variance, while the combination of our newly created BA subconstructs plus total score alone accounted for 69.7% of the variance. The highest R^2 of 80.4% was achieved by the model that included all variables: emotional tone, function words (I, we), all 3 topic categories, and all 7 subcomponents of activation, along with the overall activation level. Interestingly, including the overall BA concept along with the BA subconstructs appeared to improve both R^2 and fit compared to the subconstructs alone.
Study 3: Relationship With Patient Trajectories

Figure 3 shows the average change in each linguistic marker per week in the improving and nonimproving groups. Several linguistic indicators showed average amounts of change over time that were significantly different between the 2 groups.

Of the established LIWC markers, emotional tone, first-person singular pronouns, first-person plural pronouns, and biology words were different between groups. Interestingly, biology word usage decreased less in the nonimproving group than in the improved group, while health word usage decreased more in the nonimproving group. Sadness was reduced in both groups over time, with a larger change in the improving group, though the difference between groups was not statistically significant.

Of the linguistic markers of BA, the markers for satisfaction with activities and rewarding effort had the most pronounced difference between groups, along with the overall activation marker. The fitted fixed effects models are shown in Figure 4. Neither the breadth of activities discussed nor mentions of feelings of accomplishment were different between groups.

Figure 3. Regression coefficients and corresponding 95% CIs of the mixed effects models (ie, the average change in the given variable for each treatment week). *P < .05.
Discussion

In this work, we developed an approach to measuring BA from patients’ natural language. We demonstrated that the resulting metric, like scores collected with the validated PHQ-9 depression symptom questionnaire, can discriminate between patients on positive and adverse trajectories. Furthermore, we demonstrated that activation can be measured in terms of its distinct, clinically meaningful subconstructs, each complementary to established linguistic indicators (affect, pronouns, content categories), and has potentially different uses in future research and applications. Additionally, we demonstrated that established linguistic indicators obtained using LIWC are associated with changes in depression symptomatology as measured with the PHQ in a large sample of online therapy clients.

At baseline, linguistic markers captured the depression severity experienced by patients in this study. The established LIWC markers of affect, pronouns, and topic categories were significantly different between PHQ-9 severity groups. Remarkably, sadness and the indicator of self-focus showed nearly identical patterns across groups. Though depression without sadness does occur, sadness is perhaps the most famous marker of depression. The agreement between first-person singular pronouns and sadness confirms the theory of self-focused attention and provides further support for the measurement of self-focus using LIWC. Further, even at baseline, BA was markedly different between depression severity groups. The presence of this association at baseline provides support for the connection between activation and depression symptoms that is the basis for BA therapies.

Notably, not all variables can differentiate all depression severity groups. For example, tone appears to be clearly different between the moderately severe and severe groups at baseline, while activation is not. Conversely, mean activation is different between moderately depressed individuals and those with only minimal symptoms, while tone was not. That not all variables were different between all groups may be related to the polymorphous clinical presentation of depression; patients experience different combinations of symptoms to varying degrees [40]. The heterogeneous presentation of depression suggests that any single metric can only partially capture the clinical severity of depression and underscores the importance of measuring multiple aspects of depressive symptomatology. Combining several complementary markers, each carrying some unique information, can maximize predictive power by capturing different dimensions of depressive psychopathology.

The mechanisms underlying improvement due to BA therapies are not sufficiently well understood. A comparison of different BA approaches found that most result in similar benefits, even though they include slightly different protocols, suggesting that some elements of the various activation approaches may be unnecessary [6]. By investigating the individual components of the activation subscale of the BADS in isolation, we showed that each contributes further information: Considering the individual parts, rather than just the overall idea of activation, explains more variance in regression models without deteriorating model fit (worse model fit might be expected if more variance was explained merely because more variables were included). This finding suggests that the features capture distinct dimensions of activation and that some dimensions may be more important than others. For example, the idea of breadth (corresponding to the BADS item “I engaged in a wide and diverse array of activities.”) was least predictive of patient improvement over time.

Manos et al [41] previously showed via factor analysis that a modified version of the breadth item (“I engaged in many different activities”) should be retained in a short version of the BADS. However, the current work interpreted the item as capturing activity diversity specifically, counting ideas such as “exercise,” “restaurant,” and “instrument,” similar to the Pleasant Events Schedule (PES) questionnaire. The PES asks respondents for the number of times they participated in activities on a list of 320 options in the past 30 days, including “Playing a musical instrument” [42]. Manos et al [41] pointed out that PES may not represent the key functional activities of every respondent and therefore may not accurately capture activation. Their rewording of the item removes some of the focus on activity diversity. Our findings support the idea that focusing on activity diversity may not be beneficial for the identification of linguistic markers of BA. Future work might modify the dictionary created here to remove the specific named activities. Further research may also grant insights into
opportunities to refine treatment interventions and protocols. For example, it may be prudent to explore modifying BA therapies to remove any emphasis on activity diversity and focus on the frequency of patients’ favorite activities.

Our analysis shows that emotional tone and first-person pronouns (singular and plural) are strongly associated with patient trajectory, consistent with prior work. Both the improving and nonimproving groups shifted to a more positive tone over the treatment period (positive, nonzero slope), which may be an effect of participating in therapy — participants may be focusing on solutions rather than problems in conversations with their therapists. While the sadness category was also strongly associated with patient trajectories, the effect was less pronounced than may have been expected, considering that feelings of sadness are common in depression. Surprisingly, the health topic decreased in usage more in those not on a positive trajectory than those who were, while the “biological processes” topic group decreased more in the improving group. The biological processes topic group contains health, ingestion, sexual, and body words. That patients on the path to recovery discuss these topics less as time passes may indicate that they experience fewer somatic symptoms.

In addition to the overall BA construct, we found several subconstructs strongly associated with patient trajectory. Satisfaction, decisions, long-term planning, effort, and structure all showed significant differences between the improving and nonimproving groups (P < .05). Of all activation subconstructs, breadth and accomplishment were most similar between these groups. However, the addition of breadth to the established LIWC markers resulted in more variance explained without reducing goodness of fit. In fact, breadth was the third most informative single activation construct when included alongside all topic and pronoun variables and tone. In other words, while breadth alone is not explanatory, it is informative in the context of other predictors such as emotional affect. This observation may indicate that discussing activities without positive feelings is not indicative of improvement; activities must also be perceived as rewarding.

Tausczik and Pennebaker [24] first began developing and using LIWC in the 1990s. Counting words belonging to semantic and syntactic categories is simple yet effective, as demonstrated in countless experiments across several fields [14,20,22,24,43,44]. A detailed review of LIWC applications is available elsewhere [24]. Despite this extensive existing work utilizing LIWC, sample sizes have historically been small: The largest sample size in the meta-analysis by Edwards et al [15] of first-person singular pronoun use in depression was 966. Containing chat conversations from over 10,000 individuals over almost 3 years, with over 74 million words, our dataset of naturally occurring language is considerably larger than those used in previous experiments validating the relationship between LIWC variables and depression. Our results provide further validation of the LIWC tone- and pronoun-related variables in the context of scores from a validated, standardized instrument for measurement of symptomatology. Changes in established LIWC variables are consistent with case-control differences demonstrated in prior research [14,19,20], with tone and first-person plural pronouns increasing as symptoms decrease and first-person singular pronoun usage decreasing with improvement in symptoms. Therefore, we showed that these metrics indeed reflect depression symptom status in this dataset, providing further strong support for their relationship with depression. However, in the context of the current data, BA variables explained more of the variance in the PHQ data than pre-existing LIWC constructs.

Limitations
Reliance on the PHQ-9 is a limitation because this instrument focuses exclusively on symptoms of depression. Future studies may use instruments assessing well-being and social adjustment.

The trajectories used to categorize patients as improving or otherwise were assigned via unsupervised learning and do not directly correspond to the total change in PHQ over the course of treatment. Rather, they account for the entire series of depression and anxiety scores over the treatment period. A participant may have an absolute decrease in PHQ score (eg, 16, 18, 15, corresponding to a total change in PHQ of 1 point between the beginning and end of treatment); however, the patient may not be experiencing clinically meaningful progress. Thus, depending on the entirety of the PHQ-9 as well as GAD-7 scores over the treatment period, the model may not assign an “improvement” category for such a patient. Many patients only had 1 or 2 scores, and some participants with identical sets of scores were assigned to different groups. However, mixed effects linear regression confirmed that depression symptoms as measured by PHQ-9 scores improve significantly more for patients in the improving group than for patients in the nonimproving group. Thus, we believe that the categories are sufficiently accurate for our purposes. While we excluded the “gray area” trajectories of Depression Improvement and Anxiety Improvement, it is worth noting that analyses were repeated with these included, and results, though less clear, were not different and our conclusions held; this is the expected result of introducing additional noise. Another potential limitation of the trajectories is that even the “nonimproving” group showed a slope in PHQ that was significantly different from 0; we believe that this is an effect of unsupervised learning (ie, the trajectories clustered into groups labeled as “chronic” are distinct from the other clusters, but not necessarily entirely without improvement) coupled with the fact that therapy and just the simple passage of time (regression to the mean) is at least somewhat effective for most people. A truly “nonimproving” control group is therefore difficult to carve out in this dataset, possibly because such people represent a minority of participants and were thus not assigned a separate cluster by the unsupervised approach. Future work on this dataset may consider using the more granular patient trajectories if the degree of improvement or exacerbation is of interest. For example, a patient may be responding well (“remission”), but there may be room for improvement (“acute remission”); alerting providers to this situation could result in additional efficiency of care.

The lexicon of words collectively representing activation developed in this work was based solely on the messages in this dataset. This approach ensured that the concept represents language usage in our specific study population. While domain-specific texts generally work better for distributional...
Future Work

An additional implication of the potentially causative mechanism of activation is that it should occur before symptom improvement. While more direct measures of sentiment and mindset reflect an individual’s current thoughts and feelings, “activity” topic analysis may reveal long-term dimensions of patient trajectory. Discussing activities, plans for activities, or even avoidance of activities shows that a patient engages with the ideas surrounding BA and may indicate that a patient is moving towards or already part of a positive feedback loop of self-perpetuating improvements. Consequently, one may expect metrics of activation to predict longer-term changes more accurately than word use analysis, which may be confounded by the mood of the moment, and thus capture a separate and clinically meaningful dimension of symptomatology and treatment success.

Our results show that the BA subconstructs of decisions (independent decision making), long-term (planning for the long term and acting accordingly), and structure (structuring daily activities) are parallel in terms of the amount of variance they explain. Let us call these activities. Similarly, satisfaction, accomplishment (a sense of having accomplished something), and effort (enjoyment due to effort exerted) are similar to each other. Let us call these reactions. Activities alone were more explanatory of improvement than reactions alone; in other words, activities are explanatory even without considering emotional tone. Adding tone increased the amount of variance explained for by reactions to the levels for activities alone. In other words, reactions are more informative when considered alongside tone than without, whereas adding tone makes comparatively little difference for activities. A possible explanation is that merely discussing feelings of satisfaction, or lack thereof, may not correspond to improvement. However, engaging in long-term planning, scheduling activities, and structuring routines does correspond to symptom improvement. Mentions of being satisfied may only be triggered positively once the positive feedback loop is set in motion. Conversely, this pattern is in agreement with the helplessness theory [16,49], which states that experiencing negative consequences to reward-seeking behavior perpetuates the avoidance phenomenon and therefore, continuing depression symptoms, by supporting a negative outlook on the future. Therefore, it requires additional information about the patient’s tone to be informative of current symptom severity. Therefore, an opportunity for future work is to investigate the temporal relationship between symptom improvement and the constructs in the activities group compared to those in the reactions group. One may be more useful than the other to predict long-term changes. Ascertaining the timeline of changes in these different activation metrics relative to patient trajectories is a prerequisite to the translation of linguistic indicators into clinical insights.

Recently, a broad range of sophisticated natural language processing techniques has gained traction. Our work here demonstrated that theme and affect analysis conducted via established, straightforward methods such as word counting both reflect and potentially predict depression status. It is plausible that more advanced methods may surpass those used here. Consequently, future work is set to include a deep neural semantics than more general corpora, they may also result in artifacts with limited generalizability. Our study population was predominantly young (8014/10,718, or 74.77%, were 35 years old or younger) and, considering that they used a paid online therapy service, presumably financially stable; in addition, 2679 (2679/10,718, 25.00%) were residents of California or New York, and 8340 (8340/10,718, 77.81%) were female. This striking gender imbalance is consistent with previously reported gender imbalances in both online and face-to-face therapy. For example, Chest and Glass [45] reported that 70% of online therapy clients are female, and a recent comparable online mental health service in Australia [46] reportedly had 72% female clients. Sagar-Ouriaghi et al [47] reported that women are 1.6 times more likely to receive any form of mental health treatment than men. Nevertheless, the makeup of our study population must be considered in future applications of our results. Geographically and demographically diverse groups may significantly differ in their word choice and usage; as a result, the lexicon may not be generalizable to other groups.

Word count approaches such as the one employed by LIWC have limitations. While most modern natural language processing methods account for negations, counting words does not. LIWC has a separate “negation” category, but it only considers single words and thus does not assign negation statuses to individual concepts. For example, describing having planned the day’s activities and not having planned the day’s activities would both count towards our structure concept in the same way. Because both statements reflect that the patient engaged with the idea of planning their day’s activities, this is arguably a minor limitation. Still, our results indicate that context is more important for some concepts than others; for example, breadth is only informative when considered alongside other markers such as emotional affect to contextualize it. In our future work, we plan on utilizing approaches that can account for negations.

A potential limitation is that the therapy sessions in this work did not specifically use BA therapy. However, BA is a common pathway of many therapies, which through a variety of interventions, increase exposure of depressed patients to meaningful, rewarding experiences.

An important factor to consider when proposing such automated analyses is the degree to which passive monitoring of therapist-client communication for the purpose of measuring BA may be construed as invasive or intrusive. While we did not directly engage with patients in the current work, we note that our recent work in the suicide prevention domain provides some indication that passive monitoring of this sort may be acceptable to patients when conducted by a trusted party, with 68% of survey participants indicating that the automated analysis of personalized web search data for suicide prevention would be acceptable provided this triggered minimally invasive interventions (such as connection to a support network or therapist) only [48].

Another limitation of the study is the absence of qualitative review that could examine the accuracy of our ratings.
network model trained on GoEmotions [50], a large corpus of social media posts annotated for the extent to which they express a set of emotion categories [51].

Having validated the linguistic indicators of depression and activation presented here, the question of how to incorporate them effectively into care processes remains. Predictive analytics solutions must be operationalized effectively to improve health outcomes. Accordingly, future work should focus on testing and iteratively refining these measures as part of care delivery. For example, metrics of depression symptom severity and BA may be automatically extracted from patient messages on virtual chat therapy platforms and used to guide the therapist in recognizing whether a patient responds well to therapy or if a change in direction is appropriate.

Conclusion
This work makes several key contributions. First, we devised a computational method to automatically assess theoretical constructs of BA from patient language. Second, building on prior work demonstrating that activation has a close relationship with depression scores, we demonstrated this new metric reflects depression symptom severity. Third, we validated established linguistic markers of depression in a large corpus of naturally occurring language collected as part of psychotherapy sessions, presenting differences between participants with low and high PHQ-9 scores. Fourth, we showed that both the well-established LIWC measures as well as the novel BA measures have utility in predicting longitudinal patient trajectories. Finally, we demonstrated that our metrics of the individual subconstructs of BA capture distinct dimensions of the underlying mechanisms and may lend themselves to unique clinical insights. This work therefore enables further work in automated diagnosis and assessment of depression, as well as refinement of BA psychotherapeutic strategies.
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Abstract

Background: The number of people receiving antidepressants has increased in the past 3 decades, mainly because of people staying on them longer. However, in many cases long-term treatment is not evidence based and risks increasing side effects. Additionally, prompting general practitioners (GPs) to review medication does not improve the rate of appropriate discontinuation. Therefore, GPs and other health professionals may need help to support patients discontinuing antidepressants in primary care.

Objective: This study aims to develop a digital intervention to support practitioners in helping patients discontinue inappropriate long-term antidepressants (as part of a wider intervention package including a patient digital intervention and patient telephone support).

Methods: A prototype digital intervention called Advisor for Health Professionals (ADvisor HP) was planned and developed using theory, evidence, and a person-based approach. The following elements informed development: a literature review and qualitative synthesis, an in-depth qualitative study, the development of guiding principles for design elements, and theoretical behavioral analyses. The intervention was then optimized through think-aloud qualitative interviews with health professionals while they were using the prototype intervention.

Results: Think-aloud qualitative interviews with 19 health professionals suggested that the digital intervention contained useful information and was readily accessible to practitioners. The development work highlighted a need for further guidance on drug tapering schedules for practitioners and clarity about who is responsible for broaching the subject of discontinuation. Practitioners highlighted the need to have information in easily and quickly accessible formats because of time constraints in day-to-day practice. Some GPs felt that some information was already known to them but understood why this was included. Practitioners differed in their ideas about how they would use ADvisor HP in practice, with some preferring to read the resource in its entirety and others wanting to dip in and out as needed. Changes were made to the wording and structure of the intervention in response to the feedback provided.

Conclusions: ADvisor HP is a digital intervention that has been developed using theory, evidence, and a person-based approach. The optimization work suggests that practitioners may find this tool to be useful in supporting the reduction of long-term
antidepressant use. Further quantitative and qualitative evaluation through a randomized controlled trial is needed to examine the feasibility, effectiveness, and cost-effectiveness of the intervention.

(J Med Internet Res 2021;23(7):e25537) doi:10.2196/25537
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Introduction

Background
Antidepressant prescribing has increased in England every year for more than 30 years [1], and Public Health England estimated that 4.5 million people (around 1 in 10 of the adult population) were taking an antidepressant in March 2018 [2]. This rise is mainly because of an increase in long-term use [3,4]—approximately 40% of antidepressant users have been on them for 2 years or more and 24% for at least 3 years [2]. Although long-term use of antidepressants is considered necessary in some cases to prevent relapse, surveys suggest that approximately one-third to a half of patients on long-term antidepressants have no evidence-based indication for continuing long-term use [5-7]. Attempts to discontinue antidepressants in these patients may improve their quality of life by avoiding adverse effects that tend to increase with longer-term use [8] and may also help to reduce the costs of prescriptions and consultations to the National Health Service [9].

Previous research has suggested that patients may continue to take antidepressants long term because of a lack of general practitioner’s (GP) review [10]; however, studies on prompting GPs to review patients on long-term antidepressants have resulted in only 6% to 8% of patients discontinuing, which did not significantly differ from usual care [11,12]. The barriers to stopping antidepressants are multifaceted, and thus, a complex approach to support withdrawal is needed, involving patients, primary care practitioners, and additional psychological support.

Qualitative studies on the long-term use of antidepressants have highlighted a number of barriers to discontinuation, such as the fear of relapse and beliefs about the necessity of long-term use [13]. Importantly, these studies have also highlighted the critical role of the GP-patient relationship and how this can help or hinder discontinuation. However, there is comparatively less research exploring the perspectives and experiences of health professionals (ie, GPs, nurses, pharmacists, and psychological practitioners) regarding antidepressant discontinuation. In a recent qualitative study, Bowers et al [14] highlighted key factors that served as barriers to GPs supporting patients to discontinue long-term antidepressants. These included uncertainty about the responsibility of initiating discussions about discontinuation, with GPs often suggesting it was the patients’ responsibility to start these conversations. Fear about destabilizing patients who were well was also a factor, alongside a perceived lack of information and support for safe discontinuation. Importantly, it may be possible to intervene to address such issues, thereby supporting successful discontinuation, where appropriate.

Objectives
The REDUCE (Reviewing Long Term Antidepressant Use by Careful Monitoring in Everyday Practice) program aims to develop and trial safe, feasible, and effective ways to support antidepressant discontinuation. In this paper, we describe the methods involved in the development of a digital intervention aimed at changing the behavior of health professionals involved in antidepressant discontinuation as part of the REDUCE program. We then discuss how this method was implemented and the findings of the development work.

Methods

The Person-Based Approach
The mixed methods approach used to guide the development of the intervention for health care professionals takes commonly applied theory and evidence-based methods and integrates the person-based approach (PBA) [15]. The PBA is a systematic approach for integrating in-depth qualitative research across multiple stages of the development process. It involves the integration of open-ended qualitative interviews, qualitative meta-syntheses, and think-aloud qualitative optimization interviews with relevant theory and quantitative evidence base (Figure 1). Here, we will describe the key elements of this approach, including how we drew from theory (through behavioral analysis and logic modeling) and systematic reviews and conducted primary qualitative research to develop our intervention.
**Figure 1.** Intervention development method. COM-B: Capability, Opportunity, Motivation-Behavior; NPT: Normalization Process Theory; PBA: person-based approach; PPI: patient and public involvement; REDUCE: Reviewing Long Term Antidepressant Use by Careful Monitoring in Everyday Practice.

**Phase 1: Intervention Planning**

**Step 1: Systematic Reviewing**

A qualitative thematic synthesis of 22 studies was conducted, as described in detail elsewhere [13]. In this thematic synthesis, our team identified barriers and facilitators to antidepressant discontinuation from both patient and health professional perspectives. Barriers and facilitators from health professionals’ perspectives were then used to inform the guiding principles (Textbox 1) and content for the intervention.

**Textbox 1.** Guiding principles for the intervention package: design objectives and key intervention features relevant to each design objective.

<table>
<thead>
<tr>
<th>Design Objective</th>
<th>Key Intervention Features</th>
</tr>
</thead>
</table>
| To persuade and inform health professionals about the reasons and benefits of discontinuing antidepressants | • Ensure that the material covers patients’ motivations for stopping  
• Include evidence that antidepressants can be withdrawn without harm |
| To provide rapidly accessible information designed to increase self-efficacy for effectively managing discontinuation in patients | • Simple, unobtrusive interface, using bulleted text as far as possible  
• Offer a range of strategies for identifying and managing withdrawal effects  
• Use of clear, visually mapped tapering schedules  
• Acknowledge flexibility in working with patients |
| To enable health professionals to support a wide range of patients and be used in a manner that best suits the health professionals | • Provide content that will be relevant for patients in a wide variety of contexts  
• Enable use in multiple ways (e.g., as a linear educational system or as a resource that can be dipped in and out of), as and when the health professional deems necessary |

**Step 2: Primary Qualitative Research**

We drew from our previously conducted qualitative study with health professionals regarding antidepressant discontinuation (refer to the study by Bowers et al [14] for full paper). This qualitative work comprised 4 focus groups and 3 individual interviews with 38 health care professionals. The focus groups and interviews explored views on long-term antidepressant use, negotiating the decision to discontinue with patients, their role in supporting patients, and important elements of the proposed interventions (including content for practitioners). Professionals included 21 GPs, 4 GP assistants, 7 nurse practitioners (NPs), and 6 mental health workers or psychological therapists. We used themes identified in the interviews and focus groups to inform the content and mode of presentation or delivery of the intervention.
Step 3: Development of Guiding Principles

As part of the PBA, guiding principles—a set of key assumptions followed throughout the process of the intervention development—were formulated. They included broad design objectives that inform how the core intervention strategies are applied and implemented with the aim to increase engagement [16]. The qualitative work (ie, focus groups, interviews, and qualitative metasynthesis) informed the formulation of the guiding principles for the health professional intervention.

Step 4: Behavioral Analysis and Logic Modeling

We drew on implementation and behavioral theory in addition to our qualitative work and discussions with experts (including patient representatives, GPs, psychiatrists, psychologists, sociologists, and health service researchers) to identify key components of the intervention. We conducted a behavioral diagnosis using the Behavior Change Wheel (BCW) and the COM-B Model (capability, opportunity, motivation and behavior) of behavior change [17,18] to identify key behaviors that needed to be addressed or targeted in the intervention and their determinants or context. Our proposed ideas about intervention content were then mapped theoretically using the BCW and Normalization Process Theory (NPT) [19]. NPT is a framework for understanding the key mechanisms that shape implementation processes. It focuses on the work that participants do to incorporate components of complex interventions into their everyday lives [19]. In addition, we used logic modeling to draft how the intervention may work to effectively support appropriate discontinuation. Logic models [20] represent theories of change in a diagrammatic form. They are a useful tool to highlight assumptions regarding potentially important mechanisms and are adapted as data become available.

Step 5: Drafting Intervention Content

The intervention’s content was developed using findings from the qualitative metasynthesis of the literature, primary qualitative work, behavioral analysis, and logic modeling. Written intervention content was drafted by a member of the content development team (HB) using what was learned from the qualitative work and theoretical modeling. These drafts were then discussed by the content development team (HB, AG, and MG) and then the wider team (which included patients, GPs, sociologists, psychologists, and psychiatrists). Discussions led to iterations of the content until the team was in agreement. This process resulted in a prototype intervention that addressed key barriers and facilitators identified in the primary qualitative work and metasynthesis and that fit with the guiding principles, behavioral analysis, and logic model.

The content was transferred into web-based pages in LifeGuide (a software program for developing web-based interventions [21]), and further discussions and iterations took place, modifying the presentation of information, before reaching an agreement on the prototype to be used in the intervention optimization phase.

Phase 2: Intervention Optimization

Design

Following the PBA, think-aloud qualitative studies were used to optimize a digital prototype of an intervention [15]. They are designed to explore users’ perspectives on the intervention’s content and its relevance, appropriateness, and understanding as well as users’ views on functionality, usability, and design of an intervention. Ethical approval for the study was granted by the National Health Service South Central Oxford B Research Ethics Committee. Participants provided informed consent and were identified only by participant ID.

Participants

Participants were health professionals from primary care practices in the south of England who responded to a call from the local National Institute for Health Research (NIHR) clinical research network Wessex for health practitioners to participate in a semistructured face-to-face interview. The study team then contacted interested participants and arranged to meet them at their home or at their practice.

Procedure

Eligible participants met with researchers (HB, TK, RL, and/or SW) who invited them to engage with the digital prototype intervention and say what they were thinking aloud. When necessary, the interviewer prompted participants (eg, asking practitioners, “How do you feel about the information on this page?”). Interviews ranged from 32 to 82 minutes in length and were audio recorded. The interview schedule is presented in Multimedia Appendix 1.

Following each interview, comments were discussed among the study team. Comments were initially discussed based on notes from the interviews, and further discussions were conducted based on the analyzed transcriptions. This was done to modify the intervention in a timely manner. As a result of these discussions, amendments were made to the intervention in an iterative fashion; 4 subsequent intervention versions were shown to the participants following the first prototype. Participants participated in only 1 interview. Therefore, participants who were recruited later in the study saw an updated and amended version of the intervention, different from the versions seen by participants recruited earlier. This process allowed the changes that were made as a result of practitioner feedback to be shown and discussed with practitioners recruited later in the study. Interviews with practitioners continued until data saturation was reached, that is, when comments about the intervention reflected that no further changes were necessary and there were, therefore, no new codes identified.

Analysis

Interviews were transcribed verbatim and analyzed using 2 analytical methods. The first method comes from the PBA and is more rapid than thematic analysis, involving the use of coding tables specifically designed to highlight positive and negative comments about the intervention. All minor amendments to the intervention were agreed upon following discussion with the intervention development team. Issues that were likely to affect participant engagement or intervention effectiveness were
discussed with the broader group before making changes. Along with positive and negative comment tabulation, we also conducted a thematic analysis of general or overall views about the intervention using NVivo software (QSR International) [22,23]. This more in-depth analysis aimed to capture participants’ views of the intervention and ideas about how they may engage with it. The thematic analysis was central in making amendments to the intervention. HB independently coded the transcripts using thematic analysis and discussed an initial coding frame with a second researcher (AG). The broader team was included in discussions about labeling and interpretation. The findings of the in-depth thematic analysis are presented here.

**Results**

**Phase 1: Intervention Planning and Development**

**Step 1: Systematic Reviewing**

Our qualitative thematic synthesis identified key barriers and facilitators to discontinuation for both patients and health professionals (refer to the study by Maund et al [13] for full details). The following issues were regarded as key to inform the development of the health professional intervention:

- GPs reported patient dependence on antidepressants and patients’ difficult life circumstances as barriers to discontinuing antidepressants.
- Patients perceived their doctor as the navigator of discontinuation, responsible for recommending or approving the decision to discontinue, and responsible for initiating the discussion.
- Patients expected their doctor to support and guide them through the discontinuation process.
- Both patients and GPs acknowledged that the GP often does not have the time necessary to best support discontinuation.

The findings from this thematic synthesis informed the guiding principles, behavioral analysis, and logic model, which formed the basis for intervention content selection and development.

**Step 2: Primary Qualitative Research**

Thematic analysis [22] of the focus groups and interviews resulted in 5 themes exploring barriers and facilitators for health professionals initiating and discussing discontinuation with patients (refer to the study by Bowers et al [14] for further details of the findings). After discussion, the following issues were determined to be the most relevant and directly informed intervention development:

- When neither the health professional nor the patient raises the topic of discontinuation, this may result in a form of collusion where both parties are assuming that the other party wants antidepressant treatment to continue.
- Health professionals were concerned about destabilizing well patients—some felt that continuing antidepressants was easier and less risky.
- Knowing the patient’s history and past experiences with depression and antidepressants facilitated discontinuation discussions, although poor continuity made such conversations less likely.
- Insufficient information and understanding of antidepressant discontinuation made them less confident in their ability to successfully taper patients off antidepressants.
- Conversations about discontinuation are time consuming and require follow-up appointments, which are often limited.

These literature syntheses and qualitative interview findings informed the development of guiding principles, a behavioral analysis, the logic model, and the intervention content. For example, understanding that the GP’s time constraints can be a barrier resulted in a key design objective being to provide rapidly accessible information designed to increase self-efficacy for effectively managing discontinuation in patients (Textbox 1). The qualitative findings also directly informed the content of the intervention. For example, recognizing the collusion that results in both parties assuming that the other wants treatment to continue led to an intervention module dedicated to broaching the subject (Textbox 2).
Textbox 2. Outline of the intervention content.

<table>
<thead>
<tr>
<th>Content and Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Why reduce</td>
</tr>
<tr>
<td>- A rationale for discontinuation highlighting patients’ views on antidepressants and why they would prefer not to take them and covering evidence on relapse rates for patients discontinuing in primary care</td>
</tr>
<tr>
<td>• Broaching the subject</td>
</tr>
<tr>
<td>- Guidance on addressing the topic of discontinuation within a consultation and acknowledging time constraints</td>
</tr>
<tr>
<td>• When to start tapering</td>
</tr>
<tr>
<td>- Information about which patients might be appropriately considered for discontinuation and what time might be most appropriate to initiate the withdrawal</td>
</tr>
<tr>
<td>• Reduction schedules</td>
</tr>
<tr>
<td>- Suggested reduction schedules for different medications under different circumstances (eg, depending on drug half-life or patients’ previous experiences with withdrawal)</td>
</tr>
<tr>
<td>• Dealing with withdrawal symptoms</td>
</tr>
<tr>
<td>- Information about distinguishing relapse from withdrawal symptoms and how to respond to mild, moderate, and severe withdrawal symptoms</td>
</tr>
<tr>
<td>• Dealing with relapse</td>
</tr>
<tr>
<td>- Information about how patients are advised to manage their relapse prevention</td>
</tr>
<tr>
<td>- Guidance on when it might be advisable to reinstate antidepressants in the face of relapse</td>
</tr>
<tr>
<td>• ADvisor for Health Professionals for patients</td>
</tr>
<tr>
<td>- A brief overview of the content covered in the patient digital intervention to enable practitioners to recommend information in the web-based resource for patients to look at home</td>
</tr>
<tr>
<td>• Printable pages</td>
</tr>
<tr>
<td>- Printable handouts to give to patients (eg, a tapering regime template)</td>
</tr>
<tr>
<td>• Resources</td>
</tr>
<tr>
<td>- Links to relevant papers and guidelines related to antidepressant discontinuation</td>
</tr>
</tbody>
</table>

Step 3: Guiding Principles for the REDUCE Intervention Package

These principles included design objectives and design features (Textbox 1). Our 2 broad design objectives were (1) to build confidence that discontinuing antidepressant medication is safe and achievable in the long term and (2) to be an accessible, motivational resource that supports patients in managing their withdrawal, which aligns with their preferences. These objectives were achieved through the development of the patient digital intervention (which is described elsewhere [24]) and through the health professional intervention (eg, patients’ views on enabling empathy and GP support informed the section for GPs to build their confidence that discontinuation is safe). The design features that support these objectives are presented in Textbox 1.

Step 4: Behavioral Analysis and Logic Modeling

The behavioral diagnosis for the health professional intervention can be found in Multimedia Appendix 2 [17,18]. Reducing and stopping antidepressant medication was our target behavior, and reflective motivation and psychological capability were considered the key constructs for changing this behavior. In terms of increasing the psychological capability of health professionals, this would involve improving knowledge about discontinuation and setting expectations around the withdrawal process to build self-efficacy in discontinuing antidepressants. To improve reflective motivation for health professionals, the intervention targeted beliefs about treatment that may act as barriers to discontinuation (eg, that withdrawal is always challenging and unachievable).

Content for particular intervention modules was drafted and mapped against constructs from the BCW and NPT (Multimedia Appendix 3). For example, in the module dedicated to providing a rationale for discontinuing antidepressants, the key BCW construct addressed is reflective motivation, and for NPT, the key constructs are enrollment and systematization. The logic model for the intervention is shown in Figure 2. Depicted in the logic model are the hypothesized relationships between barriers and facilitators to discontinuation intervention components, mechanisms, and outcomes.
Step 5: Drafting Intervention Content

A prototype digital web-based intervention was developed for health professionals involved in supporting patients to discontinue long-term antidepressant use. The contents of the web-based intervention are described in Textbox 2. A digital intervention for patients was also developed, as reported separately [24].

The intervention was designed to be flexible to cater to the time constraints under which GPs work. As such, the topics covered were optional and accessible from the main menu page; users could skip content that they felt would not be beneficial to them.

This also meant that necessary information could be accessed quickly during a consultation.

Phase 2: Intervention Optimization

Participants

Of the 32 practitioners who expressed interest, 13 could not be reached by the study team or could not take part (eg, because of time constraints or sickness), resulting in a final sample of 19 practitioners (2 NPs and 17 GPs); there were 8 men and 11 women. The mean age was 44.29 (SD 7.13) years, and the mean number of years since qualification was 14.39 (SD 7.77) years (Table 1).
Table 1. Demographic information about think-aloud interview participants.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Role</th>
<th>Years qualified</th>
<th>Iteration seen</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP/15/01</td>
<td>m&lt;sup&gt;b&lt;/sup&gt;</td>
<td>GP</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>GP/11/01</td>
<td>f&lt;sup&gt;c&lt;/sup&gt;</td>
<td>GP</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>GP/13/02</td>
<td>f</td>
<td>GP</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>GP/14/01</td>
<td>m</td>
<td>GP</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>GP/16/01</td>
<td>f</td>
<td>GP</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>GP/17/01</td>
<td>f</td>
<td>GP</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>GP/18/01</td>
<td>f</td>
<td>GP</td>
<td>26</td>
<td>2</td>
</tr>
<tr>
<td>GP/19/01</td>
<td>m</td>
<td>GP</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>NP/08/01</td>
<td>f</td>
<td>NP</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>GP/21/01</td>
<td>f</td>
<td>GP</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>GP/22/01</td>
<td>f</td>
<td>GP</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>GP/23/02</td>
<td>f</td>
<td>GP</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>GP/24/02</td>
<td>m</td>
<td>GP</td>
<td>Not recorded</td>
<td>4</td>
</tr>
<tr>
<td>NP/23/01</td>
<td>f</td>
<td>NP</td>
<td>Not recorded</td>
<td>5</td>
</tr>
<tr>
<td>GP/25/01</td>
<td>m</td>
<td>GP</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>GP/27/01</td>
<td>m</td>
<td>GP</td>
<td>23</td>
<td>5</td>
</tr>
<tr>
<td>GP/27/03</td>
<td>f</td>
<td>GP</td>
<td>13</td>
<td>5</td>
</tr>
</tbody>
</table>

<sup>a</sup>GP: general practitioner.
<sup>b</sup>m: male
<sup>c</sup>f: female.
<sup>d</sup>NP: nurse practitioner.

Findings

Summary of Thematic Analysis

The thematic analysis of the 19 transcripts resulted in the following five themes: how Advisor for Health Professionals (ADvisor HP) would be used in practice, pitching at the right level for health professionals, ADvisor HP is evidence based, the need for brevity and quick access, and ADvisor HP is useful. Participant identifiers are presented after each quote, and the iteration number refers to the iteration of the intervention that the practitioner saw (ie, iteration 1 means that the participant saw the first iteration of the intervention). The changes made at each iteration are listed inTextbox 3.
Textbox 3. Examples of changes made at each iteration based on the feedback from the think-aloud interview.

### Changes made following iteration 1 feedback
- Clarified reporting of statistics on relapse rates after discontinuation
- Clarified that side effects improve once the antidepressant is stopped
- Provided further clarity around antidepressant use and discontinuation for treating anxiety
- Added qualifying statements such as “experienced GPs will know” to address comments around some of the information being well-known to more experienced general practitioners (GPs) but necessary for newly qualified GPs and nurse practitioners
- Added that there is evidence to support that asking about additional concerns in a consultation does not extend the length of a consultation
- Amended the definition of patients who are currently well to include those who may still have mild symptoms
- Emphasized that the included reduction schedules are suggestions and may be individualized
- Fixed typos
- Added clarity on the timeframe of withdrawal symptoms compared with symptoms of relapse
- Provided specific information about anxiety as a withdrawal symptom

### Changes made following iteration 2 feedback
- Revised text to be more concise, using more bullet points
- Changed navigation, so that each module provides an overview with an option to read about it in more detail
- Revised tone to be less prescriptive

### Changes made following iteration 3 feedback
- Formatting changes (eg, font choices, text box color, and image layout)
- Navigation changes (eg, making the end of a section and navigation back to the main menu clearer)
- Correction of typos

### Changes made following iteration 4 feedback
- Navigation buttons amended (ie, removing “exit” buttons to help people navigate back to the main menu)
- Added clarity around what information patients get from their digital intervention
- Revised wording around the timing of tapering regimes

### How ADvisor HP Would Be Used in Practice
Participants described using ADvisor HP as a resource of information which they can refer to. Nine participants felt that they would first read through ADvisor HP as a whole and that once all of the information was read, they would not need to refer back to the same information many times:

> I really like it. Is it potentially going to be — I mean — not quite a one-off visit...but, you know, if you had worked all the way through it, yes, you don’t have a photographic memory, but — because you’ve given us some nice, simplistic regimes, it isn’t something necessarily that I’m going to refer to umpteen times a day [I: Right], because, of course, once you’ve done it three or four times, you’re going to know what that regime is. [GP/22/01, iteration 1]

Three health professionals (2 nurses and 1 GP) talked about using ADvisor HP more regularly and making it a part of everyday practice:

> Yes, I would definitely use it in practice — on a day-to-day — like I said, just looking in between consultations or if I had a particular patient that I’d discussed it with and — I may even kind of ring them back if I’d looked at it after the consultation and make suggestions. [NP/08/01, iteration 1]

Many health professionals liked that they could engage with the intervention in different ways, for example, *dipping in and out* (n=4) and using in a targeted fashion for specific knowledge, as needed (n=7). Two participants said they would save a shortcut on their computer for easy and quick access to information if and when they needed it:

> I do like that you pick what you want to read and so you can dip in with what you think you want to know and dip out. It’s your choice what you do; you don’t have to read through the whole thing to get to what you’re particularly interested in, because there will be times when you think — actually I just don’t want what to do about — about that, so you can dip in and look at that. So, yes, I like that. [GP/11/02, iteration 1]
to be given to patients—one to direct patients to specific content in the patient intervention, ADvisor, and another to be used to provide a personalized tapering regimen:

Patients like to go out the room holding something, don’t they, whether it’s a prescription or something and to give them something to do for themselves, gives them a bit more ownership of it and it feels like they’re doing something for themselves, rather than having to rely on us and the tablets all the time. [GP/18/01, iteration 2]

Very few health professionals felt that they would use ADvisor HP within a consultation for their own information. However, some talked about using ADvisor HP collaboratively with a patient within a consultation as a way of showing the patient reliable information and providing evidence for their clinical decision making:

I think sometimes, although it’s for the doctor, sometimes it’s quite useful to show the patients these things as well. I don’t tend to use the internet that much but sometimes when you get a leaflet or you find something that’s kind of — and to us, if you show it to the patients as well, then it builds up that trust a bit more as well, that that’s why you’re doing it. You show evidence for things. [GP/18/01, iteration 2]

When discussing how they envisage ADvisor HP being used in practice, 3 GPs reported that they did not feel they would use it. The reasons they provided were that it would be difficult to find the time to read it and that they already knew the information contained in ADvisor HP:

I think most GPs would love to get their patients off antidepressants; if we could give patients a link to a website supporting that, then that’s great and we could come to a plan together, but I don’t know that I necessarily need to read that, to make that plan. [GP/16/01, iteration 2]

There was acknowledgment among some health professionals that work would need to be done to get other HPs to engage with and be aware of ADvisor HP:

I think it would be really helpful. I’m not quite sure how you’re going to — market it as such, because obviously all of us get absolutely inundated with — there’s a new tool for this and a new resource for that and new guidance on this and — we have to cherry pick what we actually even — bother looking at, let alone going through. [GP/22/01, iteration 4]

Pitching It at the Right Level for GPs

Later iterations reduced the detail of information where health professionals highlighted that it was common knowledge or unnecessary and it was stated in ADvisor HP that information may not be new but may act as a reminder (Textbox 3). Two GPs also commented that the tone of the intervention could be less prescriptive:

So in, under this talking to the patient heading, sounds like a lot of it is so obvious that it’s patronising and could be annoying to a GP. [GP/15/01, iteration 1]

Some of these health professionals explained that it was still useful to include information they already knew, as it can act as a reminder and may be useful to less experienced practitioners and trainees. A GP explained that it is reassuring to read that the guidance corresponds to what they are already doing in practice:

I suppose a lot of it — you know — I feel I know already, in truth, but there’s — it’s a reminder. And actually, you know, it’s a prompt that when — when I’m next speaking to somebody, I might just — and we’re talking about coming off antidepressants, I might actually just specifically touch on those areas, whereas before I would have probably waited until they told me those things. [GP/27/01, iteration 5]

A GP explained that information that may seem obvious to some GPs does not need to be excluded from ADvisor HP. By having a main menu and easy access to different sections, one could quickly move from one section to another if they felt that the information was not something they needed to read:

If you go on to a section and you think, I know that already, you could always come out of it. [GP/11/02, iteration 1]

Despite these comments, many of the GPs reported learning something new in ADvisor HP, in particular, new information about antidepressants (eg, switching to another antidepressant to help avoid distressing withdrawal), patient perspectives (eg, patients expect their GP to initiate discontinuation conversations), and how psychological therapeutic techniques may help patients to discontinue antidepressants:

That’s interesting. It says many patients may continue taking their antidepressant because they believe the GP wants them to, because I’ve always thought it was almost the opposite way around, that patients want to carry on their antidepressants and GPs are trying to take them off it. And I often find that people are saying — please don’t make me stop them and wanting to carry on with them for longer; but probably I’m wrong; maybe that’s just an anecdotal thing for me and it seems, from this, that they’ve shown that if a GP doesn’t suggest discontinuing, they’ll just carry on and on and on. [GP/27/03, iteration 5]

Two GPs explicitly stated that they would change their practice following new information in ADvisor HP. They would now be more inclined to broach the subject of stopping, more likely to ask patients about upcoming life events that may interfere and be less inclined to restart antidepressants in the face of withdrawal symptoms:

So if that [symptoms of depression or anxiety] happens within a couple of days of the dose change then it’s probably not a relapse; it’s probably more a withdrawal. But it’s a good reminder for me, because I think if I had a patient come back to me, having cut their SSRI, then within a few days was saying they felt awful, I might just be tempted to put them back on it, really. [I: Right] Whereas actually
now I might be tempted to — encourage them to stay with it for a bit longer. [GP/27/01, iteration 5]

ADvisor HP is Evidence Based

Health professionals reported reassurance that the information was in line with the National Institute for Health and Care Excellence (NICE) guidance and liked the references to research to support the information in ADvisor HP:

So I guess it’s reassuring to have some evidence-base and some NICE guidelines incorporated. As this is a practitioner website, I guess it — it’s helpful to give peace of mind and reassure people that actually it’s the right thing to do, to come off when — when certain criteria have been fulfilled, as it were [GP/08/01, iteration 1]

In particular, evidence showing the relatively low relapse rates of patients was found to be reassuring by 5 of the GPs in the sample. They also felt that these figures would be useful in reassuring the patient, who may fear discontinuation:

I actually — I’m quite impressed with the number that came off; that’s more than I thought. [I: Okay] So that’s quite good and it probably would make me a bit more motivated to try and get people off. [GP/16/02, iteration 2]

Also, 2 GPs acknowledged that the existing guidelines are not easy to navigate when looking for particular pieces of information or guidance. They felt that ADvisor HP made it easy to access the information needed:

So I think a lot of people would be interested in the research evidence for it. Yes, just looking who is eligible to discontinue, which I think is quite important, because NICE guidelines tend to be a little bit thick and long winded and it’s hard to really condense them, I think, to get the information you need, sometimes, so that’s quite helpful, having just those several bullets points there. [GP/25/01, iteration 4]

The Need for Brevity

Many health professionals highlighted their strict time constraints and, thus, the need to access information quickly. Five GPs commented, particularly in the earlier iterations, that ADvisor HP was time consuming to go through and that this may prevent them from being able to use the intervention. A large number of health professionals reported that there was more information than necessary. Some suggested that although the content was useful, it could be presented more concisely:

I think the overwhelming thing is probably we have such limited time and we need to be able to look at everything so quickly and you need to be able to find something straightaway. So I think it is, because you very much go straight into it [the main menu] and then you go to Reduction Schedules, as long as you’ve looked at it before and know where they are. [GP/21/01, iteration 4]

However, 4 GPs and 1 NP reported that the intervention was concise and not too big to go through. Nevertheless, in further iterations of ADvisor HP, the content was revised to be more concise. It is possible that these changes resulted in health professionals finding the content more manageable to go through:

I like the type font, I think it’s quite clear, the photos are appropriate. It’s very easy to read. The whole package isn’t too big and you know what you’re dealing with. [GP/21/02, iteration 5]

ADvisor HP Is Useful

Throughout the interviews, GPs and nurses commented that the information in ADvisor HP was useful. There were mixed views, in that different pieces of information were reported as useful by different participants. This fits with the guiding principles of ADvisor HP, in that the information should be flexible so that participants can access what they find useful, without the need to view the information they may not wish to view at that time. Tapering regimes were highlighted as particularly useful by 13 of the 15 health professionals, which fits with our primary qualitative evidence that there is a lack of existing clear, accessible guidance:

I think the most helpful bits are probably actually looking at the advice on the medications and the exact dosage regimes to use and I think probably the information for the patients is all quite good. [GP/21/01, iteration 4]

Two GPs did not find tapering guidance useful, reporting that they already knew it and that drug regimens need tailoring to each individual patient.

Many health professionals also reported that the information on how to deal with withdrawal symptoms and how to distinguish between them and signs of relapse was useful:

Yes, the contrast between withdrawal and relapse, especially the timeframe.... Yes, I think that’s quite a good table; I like that [GP/16/01, iteration 2]

By the end of the interviews, the main issues with ADvisor HP were resolved. The intervention was deemed ready for the forthcoming feasibility trial (which will be reported elsewhere).

Discussion

Principal Findings

Using the PBA, we developed a digital intervention designed to support health care professionals helping patients to withdraw from long-term antidepressant treatment. This intervention was based on a systematic literature review, in-depth qualitative research, and discussion with experts. The intervention aims to provide easily accessible, evidence-based guidance for health professionals and is grounded in practitioner perspectives and preferences. It was designed to be part of an intervention package along with a patient digital resource and patient telephone support with a psychological practitioner.

The think-aloud interview findings suggest that ADvisor HP could work in practice, as the information is quickly accessible and based on the latest evidence. The intervention will be examined in a feasibility randomized control trial in which a
 qualitative and quantitative process evaluation will be carried out. This feasibility study will explore how practitioners engage with the intervention to support patients discontinuing antidepressants. Further intervention modifications may occur in response to the findings of the feasibility trial, in line with the latter stages of the PBA [15].

A digital intervention may be particularly useful in imparting knowledge and possibly more limited in changing practitioners’ attitudes and developing their skills. Educational research suggests that attitudes toward mental health problems may need to be challenged in peer group discussions and that a combination of modeling, role-play, and video feedback might be needed for the acquisition of new skills [25]. However, such educational initiatives are expensive and time consuming, and given the high prevalence of inappropriate long-term prescription of antidepressants and the time pressures under which primary care practitioners work, interventions that can quickly be applied at scale are needed.

Many previously developed tools to support practitioners in deprescribing have focused on clinical decision-making support systems or polypharmacy, particularly in older adult patients [26,27]. These tools often result in increased deprescribing; however, our qualitative work suggests that further education and belief or attitude change around antidepressant discontinuation would be needed to support deprescribing for long-term antidepressants. A study of antibiotic prescribing provided GPs with an internet education tool that was optimized using think-aloud methods [28]. This intervention resulted in significantly lower rates of antibiotic prescribing [29]. In using the PBA to develop ADvisor HP, health professionals’ beliefs have informed the initial development and the optimization of the intervention, which may therefore support belief and behavior change.

Limitations

This study has some limitations. Many of the practitioners recruited for the focus groups and think-aloud interviews were recruited from less deprived regions of the south of England. Many patients who live in these regions are from more affluent backgrounds, with few from ethnic minorities. Therefore, the perspectives in this work may not represent broader cultures and experiences of antidepressant treatment nationally. In the feasibility work and the subsequent fully powered randomized control trial, further qualitative work will be carried out with a larger and more diverse population of practitioners in England and Wales.

It is possible that the practitioners who were interested in participating were already interested in mental health research and may, therefore, be more knowledgeable than other practitioners who may show a less keen interest in this research topic. The potential bias in our qualitative sample may explain why some GPs felt that the information was not new. Some GPs who participated in the think-aloud interviews felt that they did not need the information in the intervention, but nevertheless, they thought that it would be useful for GP trainees and doctors who are relatively new to UK family practice. Recruiting practices in different regions with a more diverse sample in the feasibility and main trials may encourage participating practitioners who are less informed about antidepressant discontinuation to take part. This development work included only 2 NPs, of whom both were prescribers responsible for managing long-term antidepressant use in primary care. Many practices do not involve NPs in the management and discontinuation of antidepressants. This limited representation of NPs made it difficult to identify differences between GPs’ perspectives and nurses’ perspectives. Conducting more research with NPs and other health care professionals who may be involved in antidepressant discontinuation would be useful to further understand how this intervention may be used. Exploring views on the intervention with a broader sample will help ensure that the intervention is pitched at the right level.

Conclusions

This development work has demonstrated the need for a brief and accessible intervention for health professionals. In addition, the think-aloud interviews suggested that the developed intervention may contribute to a change in attitudes and behaviors related to antidepressant discontinuation. The randomized trial will test whether the intervention works in terms of enhancing the discontinuation of antidepressants, while measuring the effects on depressive symptoms.
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Abstract

Background: There has been a recent rise in the use of eHealth treatments for a variety of psychological disorders, including eating disorders.

Objective: This meta-analysis of randomized controlled trials is the first to evaluate the efficacy of eHealth interventions specifically for the treatment of binge eating disorder (characterized by compulsive overconsumption of food, in a relatively short period, and without compensatory behaviors such as purging or fasting).

Methods: A search on the electronic databases PubMed, Web of Science, Embase, MEDLINE, and CINAHL was conducted for randomized controlled trials that compared the efficacy of eHealth treatment interventions with waitlist controls.

Results: From the databases searched, 3 studies (298 participants in total) met the inclusion criteria. All interventions were forms of internet-based guided cognitive behavioral therapy. The results of the analysis demonstrated that when compared with waitlist controls, individuals enrolled in eHealth interventions experienced a reduction in objective binge episodes (standardized mean difference \( \text{SMD} \) \(-0.77, 95\% \text{ CI} -1.38 \text{ to } -0.16 \)) and eating disorder psychopathology (\( \text{SMD} -0.71, 95\% \text{ CI} -1.20 \text{ to } -0.22 \)), which included shape (\( \text{SMD} -0.61, 95\% \text{ CI} -1.01 \text{ to } -0.22 \)) and weight concerns (\( \text{SMD} -0.91, 95\% \text{ CI} -1.33 \text{ to } -0.48 \)). There was no significant difference in BMI between the eHealth interventions and controls (\( \text{SMD} -0.01, 95\% \text{ CI} -0.40 \text{ to } 0.39 \)).

Conclusions: These findings provide promising results for the use of internet-based cognitive behavioral therapy for binge eating disorder treatment and support the need for future research to explore the efficacy of these eHealth interventions.

(J Med Internet Res 2021;23(7):e17874) doi:10.2196/17874
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Introduction

Background

Binge eating disorder (BED) is recognized in the Diagnostic and Statistical Manual of Mental Disorders as abnormal and excessive eating patterns marked by uncontrolled, recurrent, and persistent binge eating [1]. In the individual, binge eating evokes guilt and distress but without compensatory weight loss behaviors (eg, purging), such as those found in individuals with bulimia nervosa. It is the most commonly diagnosed eating disorder (ED) compared with anorexia and bulimia nervosa [2] and is estimated to have a global pooled prevalence of 0.9%, with prevalence rates higher in women (1.4%) than in men (0.4%) [3].

BED is of particular research interest because of its frequency in primary care, its comorbidity with obesity and other medical and psychiatric disorders, and its high socioeconomic impact as a result of reduced quality of life and an increased need for
patients to use health and medical services [4-6]. Individuals diagnosed with BED have higher inpatient, hospital-based outpatient, and prescription-medication utilization and expenditure compared with age- and sex-matched controls, both before and after their BED diagnosis [7]. The health care utilization found in patients with BED is comparable with that found in people with other EDs and major psychiatric disorders [8]. Therefore, it is imperative that effective treatments are available for these patients to help reduce health care costs and provide long-term benefits.

The current gold standard, evidence-based treatment for BED is cognitive behavioral therapy (CBT). CBT has been shown to reduce binge eating frequency, lead to mild weight reduction [9,10], and cause complete abstinence in 50%-60% of patients post treatment [11,12]. Despite efficacious therapies available for BED, there continues to be low rates of help seeking for this debilitating mental health condition [13]. The important reasons for these trends may be the personal feelings of shame and fear, ED-related beliefs and perceptions, and a lack of access or availability of the treatment [14,15]. Thus, it is important that novel therapies address these barriers to treatment seeking.

Recently, the use of eHealth technology has been proposed as a potentially effective alternative to traditional, in-person treatment delivery for those with BED [16-19]. Although the term eHealth has many facets, it is generally defined as the use of emerging information and communication technology, particularly via the internet, to improve or enable health and health care [20]. Examples include, but are not limited to, email; software programs; teleconferencing or web conferencing; digital and mobile communication; and computer, mobile, or internet apps. The benefit of eHealth treatments is that they can be administered easily, are more accessible (particularly for patient groups that do not live near urban centers), can be used anonymously, and may reduce feelings of shame and fear [15]. Furthermore, eHealth treatments may be more cost-effective because in-person treatments often require expensive resources and infrastructure [15,21,22]. Although the first internet-delivered psychological treatments only emerged in the late 1990s [23], reviews exploring the effectiveness of internet-delivered treatments for EDs have yielded positive results in terms of their impact on quality of life, binge eating, compliance, dropout, and related psychopathology [24-28].

Many eHealth treatments for BED are in line with the CBT principles described in the self-help book Overcoming binge eating [29]. Some studies have described this approach as internet-based cognitive behavioral therapy (I-CBT), whereas other studies have described this approach as internet-based guided self-help (I-GSH). Both therapies consist of a combination of web-based psychoeducation, writing assignments or modules, and self-monitoring such as daily eating and activity diaries [10,30-34]. In most studied cases, I-CBT and I-GSH are typically guided to varying degrees by therapists, who provide support and answer questions and concerns that the patient may have.

Objective

Although several studies have examined the effects of eHealth treatments on different elements of BED, including bulimia [10,24,30-35], the overall effectiveness of these treatments, for this unique clinical population, has yet to be explored. Therefore, the objective of this systematic review and meta-analysis is to determine the effectiveness of eHealth treatments in adults diagnosed with full or subthreshold BED. Specifically, important hallmarks of the disorder, including binge episodes, BMI, and ED psychopathology, will be explored.

Methods

Search Strategy

PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [36] (Multimedia Appendix 1) were followed when searching the electronic databases PubMed, Web of Science, Embase, MEDLINE, and CINAHL. A combination of MeSH (Medical Subject Headings) terms and keywords that represented the terms BED and eHealth were used to develop the algorithms. Examples of terms include bing*, binge eating, web-based treatment, internet, mobile phone, smartphone, telemedicine, telehealth, and remote. Searches were performed until February 2019 and returned a total of 744 results. Articles were restricted to English and randomized controlled trials (RCTs), where possible. In addition, 2 articles were found via FasebJ and ResearchGate. A detailed outline of the literature search is presented in Figure 1.
Inclusion Criteria

Studies used in the analysis had to meet the following prespecified inclusion criteria: (1) adult male or female participants aged 18 years and older, diagnosed with full or subthreshold BED. In the latter case, patients had to meet the criterion for objective binge episodes (OBEs) but could lack one of the other Diagnostic and Statistical Manual of Mental Disorders criteria (ie, frequency of less than 2 days with OBEs in 6 months, no marked distress, or presence of only 2 of the 5 associated criteria) [1,33,37] (both full and subthreshold BED participants were included, as a recent study [38] showed that individuals with these conditions do not differ significantly on measures of weight and shape concerns, restraint, psychiatric distress, and history of seeking treatment for an eating or weight problem [38]); (2) the intervention was a form of eHealth treatment and was the main form of treatment and was not administered posttreatment as a form of outpatient care; (3) outcomes observed included at least one of the following: OBE, BMI, Eating Disorder Examination Questionnaire (EDE-Q) total score, EDE-Q weight concern, and EDE-Q shape concern. The EDE-Q is a self-report questionnaire that measures ED severity and consists of 4 subscales: restraint, eating concern, weight concern, and shape concern [39]. This study explores total scores and relevant subscales that are related to the cognitive-affective aspect of body image (ie, shape and weight concern), as body image disturbances are common in this population [40]; (4) included studies must be RCTs, in which participants were randomly allocated to either a treatment or control group. This was to ensure that a robust methodology was used in each study and ensure that all estimates of effectiveness were not confounded by other factors and to enable the valid pooling of the data; (5) the comparison or control group consisted of a waitlist (WL) or no treatment; and (6) mean and SD pre- and posttreatment (or data available to calculate them) were reported. Studies that analyzed BED with other disorders were excluded if they did not stratify the ED of interest. If the eHealth component was outpatient, used subsequent to another main treatment, and not the main form of treatment, the study was excluded.

Data Extraction and Risk of Bias Assessment

The following data were extracted from each study: (1) first author’s last name, (2) year of publication, (3) total sample size and group size posttreatment, (4) type of treatment and control, (5) BED diagnosis status and criteria used for diagnosis, (6) mean age of participants, (7) treatment length, (8) therapist contact, (9) percentage of females in the study, and (10) mean and SD posttreatment for all outcomes in the treatment and control groups.

The overall risk of bias was assessed by 2 independent reviewers using the revised Cochrane risk of bias tool for randomized control trials.
trials [41]. Any disagreements in the assessments were resolved via discussion. The following 5 domains were assessed: (1) bias arising from the randomization process, (2) bias due to deviations from intended interventions, (3) bias due to missing outcome data, (4) bias in outcome measurement, and (5) bias in selection of the reported result. Each study was summarized as having a low, medium, or high risk of bias (Tables 1 and 2).

Table 1. Characteristics of the studies included in the meta-analysis. Waitlist controls were compared with an internet version of cognitive behavioral therapy or guided self-help therapy. All 3 therapies use the principles of cognitive behavioral therapy and have varying degrees of therapist guidance and interaction with the patients.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Participant</th>
<th>BED diagnosis (diagnostic criteria)</th>
<th>Therapist contact</th>
<th>Females, n (%)</th>
<th>Age, mean (SD)</th>
<th>Treatment length</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrard et al, 2011A [31]</td>
<td>Total, N 74</td>
<td>Treatment group, n (%) 37 (50) I-GSH&lt;sup&gt;b&lt;/sup&gt;</td>
<td>37 (50) WL&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Full (n=43) or sub-threshold (n=31) BED (eating disorder questionnaire based on DSM-IV&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>Weekly contact via email</td>
<td>74 (100)</td>
<td>36</td>
</tr>
<tr>
<td>ter Huurne et al, 2015 [30]</td>
<td>85</td>
<td>43 (51) I-CBT&lt;sup&gt;e&lt;/sup&gt;</td>
<td>42 (49) WL</td>
<td>Diagnosed with BED (participant self-report based on DSM-IV)</td>
<td>Internet-based contact with the therapist twice a week</td>
<td>85 (100)</td>
<td>40.2</td>
</tr>
<tr>
<td>Wagner et al, 2016 [10]</td>
<td>139</td>
<td>69 (50) I-CBT</td>
<td>70 (50) WL</td>
<td>Diagnosed with BED (telephone interview using DSM-5&lt;sup&gt;f&lt;/sup&gt; criteria)</td>
<td>Internet-based contact with therapist when submitting assignments</td>
<td>134 (96.4)</td>
<td>35.1</td>
</tr>
</tbody>
</table>

<sup>a</sup>BED: binge eating disorder.
<sup>b</sup>I-GSH: internet-guided self-help.
<sup>c</sup>WL: waitlist.
<sup>d</sup>DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, 4th edition.
<sup>e</sup>I-CBT: internet-based cognitive behavioral therapy.
<sup>f</sup>DSM-5: Diagnostic and Statistical Manual of Mental Disorders, 5th edition.

Table 2. Posttreatment results for each study.

<table>
<thead>
<tr>
<th>Authors</th>
<th>OBE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>BMI</th>
<th>EDE-Q&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Shape concern</th>
<th>Weight concern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrard et al, 2011A [31]</td>
<td>Treatment posttreatment, mean (SD) 5.5 (7.4)</td>
<td>Control posttreatment, mean (SD) 9.1 (8.8)</td>
<td>Treatment posttreatment, mean (SD) 29.2 (6.0)</td>
<td>Control posttreatment, mean (SD) 27.9 (5.4)</td>
<td>Treatment posttreatment, mean (SD) 2.5 (1.1)</td>
</tr>
<tr>
<td>ter Huurne et al, 2015 [30]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>2.6 (1.3)</td>
</tr>
<tr>
<td>Wagner et al, 2016 [10]</td>
<td>6.8 (7.5)</td>
<td>14.9 (7.7)</td>
<td>31.4 (6.9)</td>
<td>32.8 (8.3)</td>
<td>2.5 (1.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>OBE: objective binge episode.
<sup>b</sup>EDE-Q: Eating Disorder Examination Questionnaire.
<sup>c</sup>Not available (missing data).

Statistical Analysis

Given the anticipated heterogeneity, the studies were pooled using a meta-analytic random effects model. The reported $P$ values were two-sided, with $P<0.05$ considered statistically significant. As all outcomes measured were continuous, means and SD were used to calculate effect size, which was expressed as a standardized mean difference (SMD), corrected using Hedges’ $g$ for a small sample size to reduce positive bias. The SMD was used to ensure that the scales used in the different studies were standardized. SMDs were classified based on the level of effect: less than 0.20 signified a very small effect, 0.20 signified a small effect, 0.50 signified a medium effect, and 0.80 signified a large effect. All studies used in the analysis reported mean and SD values. The $I^2$ statistic [42] was used to...
quantify between-study heterogeneity. Here, the percentage of total variation in the estimates of the effect due to between-study heterogeneity is reported [43]. $I^2$ values above 25% indicated low heterogeneity, 50% indicated moderate heterogeneity, and above 75% indicated substantial heterogeneity [43]. The restricted maximum likelihood model estimator was used to measure the between-study variance, $\tau^2$ [44]. Data were analyzed using the statistical software package RStudio Desktop version 1.1.463, metafor package [45].

Results

Study Characteristics

In total, 3 RCT studies met all the inclusion criteria and were included in the meta-analysis, with a total of 298 participants. All studies were consistent in the intervention and study participants and were appropriately combined in a meta-analysis. Assessment of the risk of bias scores indicated a low risk of bias in all 3 studies. Furthermore, all the studies recruited female participants, except 1 that sampled 96.4% (134/139) females [10]. The mean age of participants ranged from 35.1 (SD 9.9) to 40.2 (SD 11.4) years. In 2 studies, all participants were diagnosed with full BED. In one study [31], participants consisted of a combination of full (n=43) or subthreshold (n=31) BED. Furthermore, the method of BED diagnosis varied among the studies; in 2 studies, diagnosis was made using the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (DSM-IV) criteria, and in 1 study, the Diagnostic and Statistical Manual of Mental Disorders, 5th edition (DSM-5) criteria were used. Among the studies, 2 administered I-CBT as the treatment, and the other study administered an I-GSH, which also used CBT principles. Although all 3 studies were based on CBT principles, they had varying degrees of therapist contact, which ranged from weekly to any time the participant submitted an assignment. None of the studies were unguided. All the therapists in the study were clinical psychologists, except one [30] where therapists either had a Bachelor of Science in nursing or social work or a Master of Science in psychology. The studies also varied in treatment length, ranging from 15 weeks to approximately 26 weeks (6 months). One of the studies did not measure OBE or BMI [30], and another study did not report EDE-Q weight concern [31]. The characteristics of the included studies are summarized in Tables 1 and 2.

Quantitative Analysis

Overview

A summary of the meta-analysis results for each included outcome is described below and summarized in Table 3. Forest plots for each outcome are presented in Multimedia Appendix 2 [10,30,31].

Table 3. Summary of findings for the randomized controlled trials.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Studies, n (%)</th>
<th>Participants, N</th>
<th>Effect size; SMDa (95% CI)</th>
<th>Heterogeneity, I2b (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective binge episodesc</td>
<td>2 (67)</td>
<td>213</td>
<td>−0.77 (−1.38 to −0.16)</td>
<td>77</td>
<td>.01</td>
</tr>
<tr>
<td>BMI</td>
<td>2 (67)</td>
<td>213</td>
<td>−0.01 (−0.40 to 0.39)</td>
<td>50</td>
<td>.96</td>
</tr>
<tr>
<td>EDE-Qd totalc</td>
<td>3 (100)</td>
<td>298</td>
<td>−0.71 (−1.20 to −0.22)</td>
<td>77</td>
<td>.005</td>
</tr>
<tr>
<td>Shape concernc</td>
<td>2 (67)</td>
<td>298</td>
<td>−0.61 (−1.01 to −0.22)</td>
<td>64</td>
<td>.002</td>
</tr>
<tr>
<td>Weight concernc</td>
<td>2 (67)</td>
<td>224</td>
<td>−0.91 (−1.33 to −0.48)</td>
<td>56</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a SMD: standardized mean difference.
b $I^2$ values above 25% indicated low heterogeneity, 50% indicated moderate heterogeneity, and above 75% indicated substantial heterogeneity [43].
c $p<.05$.
d EDE-Q: Eating Disorder Examination Questionnaire.

OBE Result

In total, 2 of the studies involving 213 participants evaluated OBE. Among the studies, one demonstrated a significant reduction in OBE in the treatment group compared with the WL control (SMD = −1.06, 95% CI = −1.42 to −0.70). The pooled SMD was −0.77 (95% CI = −1.38 to −0.16; Figure S1 of Multimedia Appendix 2 and Table 3), which showed a statistically significant effect.

BMI Result

In total, 2 of the studies involving 213 participants evaluated BMI. None of the studies demonstrated a significant change in BMI in the treatment group compared with the WL group. The pooled SMD was −0.01 (95% CI = −0.40 to −0.39; Figure S2 of Multimedia Appendix 2 and Table 3).

EDE-Q Total Score

In total, 3 of the studies involving 298 participants evaluated the EDE-Q total score. Two of the studies demonstrated a significant reduction in EDE-Q scores in the treatment group compared with WL groups (SMD = −1.17, 95% CI = −1.53 to −0.81 and SMD = −0.53, 95% CI = −0.96 to −0.10). The pooled SMD was statistically significant with an estimate of −0.71 (95% CI = −1.20 to −0.22; Figure S3 of Multimedia Appendix 2 and Table 3).

EDE-Q Shape Concern

In total, 3 of the studies involving 298 participants evaluated the EDE-Q subscale of shape concern. Two of the studies demonstrated a significant reduction in shape concern scores in the treatment group compared with WL groups (SMD = −0.96, 95% CI = −1.31 to −0.61 and SMD = −0.50, 95% CI = −0.94 to
−0.07). The pooled SMD was −0.61 (95% CI −1.01 to −0.22; Figure S4 of Multimedia Appendix 2 and Table 3).

**EDE-Q Weight Concern**

In total, 2 of the studies involving 224 participants evaluated the EDE-Q subscale of weight concern. Both studies demonstrated a significant reduction in shape concern scores in the treatment group compared with WL groups (SMD −1.11, 95% CI −1.47 to −0.75 and SMD −0.67, 95% CI −1.11 to −0.23). The pooled SMD is −0.91 (95% CI −1.33 to −0.48; Figure S5 of Multimedia Appendix 2 and Table 3).

**Discussion**

**Principal Findings**

This study reports the first meta-analysis of RCTs designed to assess the efficacy of eHealth treatments for individuals diagnosed with BED. Due to its specificity, 3 studies met the inclusion criteria and were included in the analysis. All of these used an internet-based form of guided CBT therapy, wherein the degree of therapist interaction varied depending on the nature of the intervention that was administered. Due to the novelty of eHealth innovations and our study objectives, it was important to evaluate efficacy by restricting to the RCT design. Despite the limited number of studies, statistically significant results demonstrated the effectiveness of internet-based CBT, in combination with GSH treatment, in reducing binge episodes, ED psychopathology, and shape and weight concerns. Although the efficacy of conventional CBT therapy has been well demonstrated [46-48], currently there is insufficient data to claim that internet-based CBT has an evidence base or effect size that is comparable with in-person CBT.

Despite the moderate effect of the treatment in reducing the number of OBEs, internet-based therapies did not appear to produce a significant change in BMI. Notably, the lack of substantial weight loss has long been considered one of the principal drawbacks of the current CBT therapy for BED. For instance, Peat et al [49] found no significant difference in BMI between therapist-led, partially therapist-led, and structured self-help CBT. Similarly, in a recent meta-analysis comparing pharmacological, psychological, and combined treatments, CBT was effective in reducing binge episodes, but its effect on weight loss was minimal [50]. Furthermore, the impact on BMI may be indirect, via reduced binge frequency, and consists of an extended maintenance phase [51]. In a more recent study involving in-person CBT treatment, no significant change in BMI was observed between pre- and posttreatment assessments [52]. These results are also in line with a study comparing in-person and eHealth CBT treatments, where BMI did not decrease in either treatment group, nor were they significantly different between the two groups [33]. Taken together, these results indicate that regardless of how CBT is administered, its effects on weight loss are minimal to nonexistent.

In patients with BED, the purpose of CBT is to reduce binge eating frequency and body image dissatisfaction by altering destructive behaviors and thinking patterns, particularly those that involve eating, weight and shape, and psychosocial functioning [53]. This is in line with the findings of the current meta-analysis, where a moderate effect of the treatment in reducing shape and weight concerns was observed. There is no direct treatment emphasis on diet or weight loss. Indeed, it has been observed that eating patterns may shift from binging to less compulsive overeating, which does not have the same elements of guilt and compulsion associated with it. In this way, the caloric deficits may not be met, and consequently, BMI does not change. However, research has also found that a complete abstinence from binges is associated with significant improvements in dietary and psychological outcomes, which may improve weight status in the long term [54]. Although there was a significant reduction in binge episodes in this meta-analysis, none of the treatment studies included in this analysis resulted in complete abstinence following treatment. Interestingly, a recent study has shown that when compared with obese, non-BED participants, those diagnosed with BED have a significantly higher threshold for what comprises a large amount of food [55]. Furthermore, laboratory-based studies have also demonstrated that when compared with their non-BED counterparts, participants diagnosed with BED tend to have a significantly higher caloric intake and consume large amounts of food even during nonbinge-eating episodes [56,57].

In addition to exploring the efficacy of eHealth interventions, this meta-analysis highlights an important point regarding the status of eHealth and BED research. That is, despite its promising impact on improving BED symptomatology and its moderate effect in reducing ED psychopathology, there are only a small number of RCT studies that have evaluated the efficacy of eHealth treatments, and even fewer studies have compared them with the traditional, in-person method of delivery [33,34]. Specifically, only 2 other studies compared eHealth treatments with in-person therapy [33,34]. Although the efficacy of internet treatments was demonstrated in both studies, when compared with in-person treatment, one study reported inferiority [33] and the other found no significant differences between the 2 treatment types [34]. Although the results of these studies are promising, further research will provide a better understanding of the merits of internet versus in-person treatment. However, our work shows that internet treatment is efficacious and may represent a more accessible and cost-effective treatment option for those who have difficulty obtaining in-person treatment for their ED. Given that BED is the most common ED and that most individuals diagnosed do not seek treatment, it is vital for more accessible modes of treatment delivery to be assessed for their efficacy.

Despite improving the accessibility of treatment delivery, an important point that may warrant further analysis is who is administering the treatment. In this analysis, the smallest treatment effect was demonstrated in the study by ter Huurne et al [30]. Importantly, this was the only study that did not have clinical psychologists guiding the treatment. It may be that the specialized experience of a clinical psychologist has a stronger impact on the treatment compared with less experienced medical health professionals. However, research has determined that the efficacy of treatment, including CBT, for other mental health disorders is similar between clinical psychologists and appropriately trained medical health professionals [58-61]. It...
is important for future studies to determine whether these results can be generalized to patients with BED.

Since January 2019, 3 RCT study protocols have been published that outline the use of eHealth interventions for the treatment of BED [15,62,63]. All 3 propose using an internet-based form of CBT treatment and will use the DSM-5 criteria to diagnose BED. This is in contrast to this meta-analysis, in which of the 3 published studies, 2 used the DSM-IV criteria. One of the added benefits of using the DSM-5 criteria is that it may also increase participant recruitment for these studies. It has already been demonstrated that many health care providers and psychiatrists have difficulty identifying BED symptoms, leading to a greater need to improve the knowledge of the diagnostic criteria for BED [64]. With the inclusion of BED as a stand-alone diagnosis and the resulting increase in awareness of the disorder, participant recruitment for these studies may increase, providing a more accurate depiction of the efficacy of these eHealth treatments. This was also a phenomenon observed in the meta-analysis; when observing the effects of individual studies, the study with the largest sample size [10] was also the one that used the DSM-5 criteria. As a result, this study also found the largest treatment effect and narrowest CIs for all outcomes when compared with the other studies used in the analysis.

**Limitations**

One of the limitations of this study is its level of generalizability. The majority of participants were middle-aged women who were overweight or obese. Therefore, how well these findings can be applied to other age groups and male patients is not clear. It is important to note, however, that one of the reasons why the participant pool consists primarily of overweight and obese women may be that the disorder has a higher prevalence in females, and those diagnosed are 3-6 times more likely to be obese [65]. Furthermore, the higher prevalence of the disorder in women may enhance the efficacy and use of these eHealth treatments, as women are more likely to use the internet for medical and health-related information [66]. Another limitation of the study was that despite similarities in the study designs, heterogeneity was still quite high. The heterogeneity of the outcomes BMI, shape, and weight concern were in the moderate range; however, for the outcomes OBE and EDE-Q total, their values indicated substantial heterogeneity (77% for both). There are several reasons why this might have occurred. First, there was considerable variability in the criteria used to diagnose BED among the studies included in the analysis. In total, 2 of the studies used the DSM-IV criteria (1 relying on participant self-report) and 1 used the DSM-5 criteria. Compared with the DSM-IV, the use of the DSM-5 yields higher prevalence rates of BED and more accurate criteria for diagnosis [67-69]. In the analysis, the only study using the DSM-5 criteria not only had a higher sample size but also the largest effect size. Second, although the CBT-I and GSH-I treatments in the study were all based on CBT principles, the treatment protocols and duration were quite different. Finally, because of the limited number of studies and the limited participant pool, the results must be interpreted with caution.

**Conclusions**

This study provides preliminary evidence that eHealth treatments, and more specifically internet-based guided CBT treatments, are appropriate treatment avenues for BED. However, because of the limited number of published RCTs in this field, it is important for the current evidence base to become more complete, so that more conclusive results can be extracted. As more findings are published in this area, future studies not only need to analyze the efficacy of eHealth treatments but to further hone in on the effectiveness of in-person versus eHealth treatments, to investigate the differences in efficacy among the different types of eHealth treatments, to evaluate which elements of the treatment result in unchanged BMI, and to determine the characteristics of patients with BED that make them more suitable candidates for this alternative form of treatment.
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Abstract

Background: Sexual dysfunction is a frequent side effect associated with different prostate cancer treatment approaches. It can have a substantial impact on men and their partners and is associated with increased psychological morbidity. Despite this, sexual concerns are often not adequately addressed in routine practice. Evidence-based web-based interventions have the potential to provide ongoing information and sexual well-being support throughout all stages of care.

Objective: The aim of this study is to examine the efficacy of a web-based self-management intervention designed to maximize sexual well-being in men living with prostate cancer and explore user perspectives on usability and acceptability.

Methods: We used a single-arm study design, and participants were provided with access to the 5-step intervention for a period of 3 months. The intervention content was tailored based on responses to brief screening questions on treatment type, relationship status, and sexual orientation. Efficacy was assessed by using two-tailed, paired sample t-tests for comparing the mean differences between pre- and postintervention measurements for exploring the participants’ self-reported knowledge and understanding, sexual satisfaction, and comfort in discussing sexual issues. Usability and acceptability were determined based on the program use data and a postintervention survey for exploring perceived usefulness.

Results: A total of 109 participants were recruited for this study. Significant postintervention improvements at follow-up were observed in the total scores (out of 20) from the survey (mean 12.23/20 points, SD 2.46 vs mean 13.62/20, SD 2.31; t<sub>88</sub>=9.570; P=.001) as well as in individual item scores on the extent to which the participants agreed that they had sufficient information to manage the impact that prostate cancer had on their sex life (mean 2.31/4 points, SD 0.86 vs mean 2.57/4, SD 0.85; t<sub>88</sub>=3.660; P=.001) and had the potential to have a satisfying sex life following treatment (mean 2.38/4 points, SD 0.79 vs mean 3.17/4, SD 0.78; t<sub>88</sub>=7.643; P=.001). The median number of intervention sessions was 3 (range 1-11), and intervention sessions had a median
prostate cancer; sexual well-being; digital interventions; self-management

Introduction

Background

Prostate cancer is the most common cancer among men, accounting for approximately 25% of all cases [1,2]. Although incidence rates are rising, partly because of improved screening and changes in the population age profile [3], 5- and 10-year survival rates continue to improve [4]. Consequently, an increasing number of men are living with significant long-term side effects associated with different treatment approaches [3]. Sexual challenges are the most frequently occurring sequelae [5,6]. Rates of sexual dysfunction having a moderate to severe impact on quality of life of 31%-64% of the men have been reported after radical prostatectomy and external beam radiotherapy [7,8]. In a recent large-scale survey, 81% of the men reported poor sexual function after treatment, with approximately 56% not being offered any intervention to help manage these concerns [9]. Changes in sexual function are subsequently regarded as a major issue that can result in increased psychological morbidity, including depression and relational dissatisfaction, and reductions in self-efficacy and overall quality of life [10]. Sexual well-being can be described as a complex and highly individualized issue that encapsulates all aspects of sexuality, including physical, emotional, mental, and social aspects [11,12]. Patients and their partners often have complex sexual health and well-being needs following diagnosis and treatment [13,14]. Effective evidence-based care and support are therefore required to help manage these needs. Care and support aimed at maximizing sexual well-being should not be restricted to purely biomedical approaches that focus on erectile dysfunction and physiologic penile rehabilitation [15]. These approaches do not address sexual well-being after prostate cancer diagnosis in a biopsychosocial context [16].

Although there is evidence examining relatively intensive couple-based counseling interventions delivered by health professionals [17,18], there is often limited access to such services. Current treatment guidelines [19,20] endorse the delivery of psychosocial care for patients living with prostate cancer with recommendations made for the minimal level of support that should be provided. This includes provision of individualized information tailored to the patients’ needs and clear advice about the potential long-term side effects of treatment as well as ensuring ongoing access to specialist care, including erectile dysfunction clinics. Despite these recommendations, the information provided varies greatly and is not routinely available across services [9]. Patients and their partners frequently report that they do not receive adequate support to manage these concerns [21,22]. In a study of prostate cancer follow-up at urology and radiotherapy clinics, the sexual aspects of recovery were not discussed in 46% and 48%, respectively, of the observed consultations [23]. The participants’ partners were present in approximately half of the consultations, but their involvement was minimal, and they did not seem to influence whether any discussion of sexual concerns took place [23].

Discussing sexual health concerns in routine practice can be challenging, and there are a number of barriers to engaging in these conversations [24,25]. Health care providers often feel unequipped to deal with sexual health issues and report a lack of resources to offer patients and their partners if they do identify a problem [26]. Patients may not spontaneously report sexual health issues and prefer that health professionals initiate the discussion [27]. These assumptions may be compounded when health professionals work with patients from minority groups such as men who have sex with men. For example, many gay men report that health professionals often fail to ask about sexual orientation during the initial consultations and assume that they are heterosexual [28].

Web-based interventions provide access to ongoing, easily accessible, and adaptable information and support to users at all stages of care [29]. There is evidence that the tailoring or the personalization of web-based information and support interventions is more effective and results in increased user engagement when compared with standardized information [30]. In addition, tailored self-management interventions are more capable of altering determinants of individual beliefs and behaviors [31]. However, some barriers exist that can limit engagement with web-based resources, including a lack of time and usability issues [32]. Despite this, web-based interventions that specify and acknowledge the impact of treatment on the sexual well-being of both men and their partners and provide appropriate support have the potential to improve patient-important outcomes, including sexual well-being satisfaction and quality of life. Such interventions, which are aimed at supporting men and their partners to cope with changes in sexual health and well-being after prostate cancer treatment, require further investigation.

This paper presents an evaluation of a web-based self-management intervention designed to maximize sexual

Conclusions: This study provides evidence on the efficacy of a tailored web-based intervention for maximizing sexual well-being in men living with prostate cancer. The results indicate that the intervention may improve one’s self-perceived knowledge and understanding of how to manage sexual issues and increase self-efficacy or the belief that a satisfactory sex life could be achieved following treatment. The findings will be used to refine the intervention content before testing as part of a larger longitudinal study for examining its effectiveness.
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well-being in men living with prostate cancer. The program provides tailored information and support based on the user’s treatment type, relationship status, and sexual orientation. This aligns with existing guidelines that advocate tailored psychosexual interventions [19,20]. It is also in line with recommendations that emphasize early support, consisting of educational approaches and interventions to manage sexual side effects of treatment and minimize the impact of changes to sexual function on the men and their partners [33].

Objectives
Recent frameworks for developing and evaluating complex health care interventions emphasize a requirement for greater focus on initial development because many fail to demonstrate effectiveness in real-world contexts [34]. Before conducting larger studies exploring intervention effectiveness, this study was conducted to examine if the intervention had any effect on patient-important outcomes and to explore its acceptance to users. Therefore, the primary objective of this study is to examine the efficacy of the intervention in terms of its impact on participants’ understanding of how to manage sexual concerns, comfort in discussing such issues with partners and health professionals, and overall satisfaction with their sex life. The secondary objective is to explore program use and user perspectives on usability and acceptability.

Methods

Study Design
A single-arm pilot study design with pre- and postintervention outcome assessments was used. Following enrollment, the participants were given access to the intervention for a 3-month period. Where appropriate, the design and conduct of the study followed the Consolidated Standards of Reporting Trials 2010 statement: extension to randomized pilot and feasibility trials [35].

Study Setting and Participants
The primary study recruitment methods were through health professionals signposting to the study website men who were attending routine prostate cancer appointments at 2 clinical sites (Northern Ireland Cancer Centre, Belfast City Hospital, Belfast, United Kingdom, and Ninewells Hospital, Dundee, United Kingdom) and through posters and leaflets placed in clinical areas within the same sites. In addition, a link to the program was included in the patient information section of a national prostate cancer charity website. A minimum sample of 81 participants was determined based on two-tailed, paired sample t tests, α=.05, and a medium estimated effect size of 0.03 [36]. Therefore, a planned sample size of 100 participants was selected to allow for potential loss of data at follow-up. Following web-based registration on the site, potential participants were required to complete a screening questionnaire before a baseline assessment. To meet the study inclusion criteria, participants were required to be adult males (aged 18 years or older); diagnosed with prostate cancer; and due to start, or be currently receiving, supportive care after radical prostatectomy, external beam radiotherapy, brachytherapy, or androgen deprivation therapy (either alone or in combination). The exclusion criteria were as follows: being on active surveillance or not being able to understand instructions written in English.

Study Procedures
Ethical approval for the study was provided by the Office for Research Ethics Committees Northern Ireland (reference number: 17/NI/014). Before completing the web-based screening questionnaire, the participants were provided with a study information sheet detailing the nature and purpose of the study. They were also given the opportunity to contact a member of the research team to ask any questions they might have about the study. All participants provided informed consent before participation. Subsequently, they completed the baseline assessment, which included demographic information and baseline outcomes, and provided responses to the 3 questions that were used to enable the intervention to provide tailored information and support based on the responses given (Textbox 1). The participants were given access to the program for 3 months. The only contact that the participants received during the intervention period was through automated emails sent to confirm successful enrollment and to remind them that they had 1 week left to use the intervention. After the 3-month intervention period ended, the participants received email reminders asking them to log in to the website and complete a follow-up assessment in which the baseline outcomes were repeated. They were also asked to complete a questionnaire on program usability and acceptability.
Textbox 1. Questions asked at baseline to allow tailored information to be provided by the intervention.

<table>
<thead>
<tr>
<th>Tailoring questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>What treatment have you had?</td>
</tr>
<tr>
<td>- Surgery</td>
</tr>
<tr>
<td>- Combined radiotherapy and hormone therapy</td>
</tr>
<tr>
<td>- Radiotherapy</td>
</tr>
<tr>
<td>- Hormone therapy</td>
</tr>
<tr>
<td>Are your sexual partners usually male or female?</td>
</tr>
<tr>
<td>- Female</td>
</tr>
<tr>
<td>- Male</td>
</tr>
<tr>
<td>Do you currently have a partner?</td>
</tr>
<tr>
<td>- Yes</td>
</tr>
<tr>
<td>- No</td>
</tr>
</tbody>
</table>

**Intervention Development, Theory, and Description**

**Intervention Development**

A systematic, iterative, and theory-based process modeled on the person-based approach was used to inform the development, design, and testing [37]. This method was primarily used to ensure that the development was in close collaboration with end users and to optimize intervention acceptability, feasibility, and engagement. This process included 2 phases: an intervention development and testing phase and an evaluation and follow-up phase. The draft intervention content was modeled on an existing sexual well-being intervention [38]. In the first phase, evidence reviews and a qualitative synthesis of data from semistructured interviews and focus group discussions with end users and field content experts were used to identify the core or essential elements of the intervention. Additional interviews with both types of participants were then used to review and revise the paper-based versions of the content. This was to ensure that it was relevant and meaningful to users. An initial prototype version of the intervention was subsequently built using LifeGuide software (University of Southampton) [39], which provides tools for developers to author, edit, deploy, and trial interventions. Further modifications were made based on usability testing and additional rounds of qualitative interviews. Further modifications were made based on usability testing and additional rounds of qualitative interviews. These steps were carried out before making further revisions and building the final version of the intervention that was used for this evaluation. In the second phase, evaluation of the intervention was conducted based on quantitative and qualitative data exploring preliminary efficacy, use, and acceptability data, which are presented in this paper.

**Theoretical Underpinning**

As the intervention was delivered in a web-based format, its theoretical underpinning was based on a unified theory of acceptance and use of technology, a widely used model of technology acceptance and use intention [40]. This model integrates a number of relevant technology acceptance and behavior change theories, including self-efficacy, the theory of reasoned action, technology acceptance theory, the theory of planned behavior, and social cognitive theory. Critical to the theory of acceptance and use of technology model are the concepts of perceived usefulness and ease of use. The central determinants of intention and use are performance and effort expectancy, social influences, and facilitating conditions, with factors such as age, gender, prior experience, and voluntariness to use assumed to be moderators of these effects [41].

**Intervention Description**

The final version of the intervention consisted of a 5-step program designed to maximize sexual well-being in men living with prostate cancer. The 5 steps were as follows: (1) sexual well-being and prostate cancer, (2) changes and coping with changes, (3) maintaining and improving your sex life, (4) exploring sexual pleasure, and (5) facing the future. In addition, a user toolkit containing a series of quick guides was included. Each step varied in length from 12 to approximately 40 webpages. Information was also layered using page tabs, meaning that although all participants were required to view core information, other information could be skipped or viewed at a later date. The intervention provided tailored information and support based on the user’s treatment type, relationship status, and sexual orientation, with the program allowing different information to appear on screen based on the responses given to the brief tailoring questions that the participants completed during initial registration. The participants were encouraged to use the program with their partner, and specific tailored information was included for partners. This included, for example, information for female partners on women’s health and couple communication activities as well as advice on talking to a partner’s health care team. It was recommended that the users complete the steps in sequence over the 3-month intervention period. However, a key design feature of the intervention was that all steps were accessible from the start of the intervention period. It was also emphasized to the participants that the intervention was designed as a resource that they could return to at any time to revisit previously viewed sections or to view or complete unfinished steps. The
participants received a tick mark over each step, which could be seen each time they logged in. This was to indicate the steps that they had already completed.

Each step consisted of a series of webpages containing text-based information, infographics, videos highlighting patient experiences, and instructional videos delivered by health care professionals. Some steps included exercises, activities, and other resources for participants. These included a couple communication activity and a printed checklist for the participants to use when discussing sexual issues or concerns with their health care professional. The intervention content also included important behavior change components and techniques, including use of social support; information about health consequences; instruction on how to perform a behavior; demonstration or modeling of behavior; and use of prompts, reminders, and cues [42]. The key principles and characteristics of the final intervention version are listed in Textbox 2. A screenshot of the intervention home page is shown in Figure 1.

**Textbox 2. Key principles and characteristics of the final intervention.**

<table>
<thead>
<tr>
<th>Key principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>To normalize sexual concerns associated with prostate cancer and its treatment and address patient and partner expectations of potential sexual recovery</td>
</tr>
<tr>
<td>• Provide case-based examples, including patient experience videos</td>
</tr>
<tr>
<td>• Provide potential side effects information, including common methods of coping and managing individual side effects</td>
</tr>
<tr>
<td>To acknowledge changes or potential loss of sexual function and promote resilience and effective coping strategies</td>
</tr>
<tr>
<td>• Promote benefits of adapting to a new sexual normal and adopting new approaches and working as a couple</td>
</tr>
<tr>
<td>• Provide instructional and demonstration videos presented by health professionals</td>
</tr>
<tr>
<td>To provide personalized information and support based on needs, including treatment type, sexual orientation, and partner status</td>
</tr>
<tr>
<td>• Provide layering of information and support based on needs (ensuring that the intervention can be used for brief periods but can also facilitate more in-depth or intensive support based on user needs)</td>
</tr>
<tr>
<td>To promote increased sexual well-being conversations between partners and health professionals</td>
</tr>
<tr>
<td>• Provide printable health professional communication aid</td>
</tr>
<tr>
<td>• Provide printable couple communication exercise</td>
</tr>
<tr>
<td>• Provide specific supportive information for partners to promote shared intervention use</td>
</tr>
<tr>
<td>To provide usable, easily accessible, and relevant support available at all stages of care</td>
</tr>
<tr>
<td>• Include printable exercises and activities to be used as prompts or reminders of key points</td>
</tr>
<tr>
<td>• Provide information on appropriate support services based on needs</td>
</tr>
<tr>
<td>• Use simple design interface with core information provided on main webpages and selected additional information available based on user preference</td>
</tr>
</tbody>
</table>
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Outcomes

As the objectives of this study are to explore the efficacy of the intervention and examine use data and user perspectives on usability and acceptability, a 3-month pilot study was conducted. Efficacy was assessed using pre- and postintervention measurements of a self-reported web-based survey that included 1 question exploring knowledge and understanding, 2 questions on sexual satisfaction, and 2 questions on comfort in discussing sexual issues (with health care professionals and with a partner). The participants were asked to rate their level of agreement with the 5 different questions using a 4-point Likert scale anchored by strongly disagree and strongly agree at either end. The composite efficacy score out of 20 was calculated by combining the scores for all 5 questions.

Intervention use was determined by calculating the number of intervention sessions (log-ins) for each participant, the duration of each session, and the total time spent using the intervention over the 3-month evaluation phase. In addition, the participants were classified as completers or noncompleters based on whether they had completed at least 4 of the 5 intervention steps. Usability and acceptability were determined based on different methods, including a brief web-based survey and free-text responses to 2 questions asked at the 3-month follow-up assessment. This survey was based on a modified and shortened version of the system usability scale [43]. Modifications were made to ensure that the questions were relevant to the assessment of intervention acceptability. This included the addition of questions on the look and design of the program and the relevance of the information provided. The participants were asked to rate their level of agreement with each of the 6 questions using a 4-point Likert scale anchored by strongly disagree and strongly agree at either end. A composite usability score out of 24 was calculated by combining the scores for all 6 questions. The participants were also asked whether they would recommend the intervention to others (yes, not sure, or no). Finally, the participants were asked to provide free-text responses to the following questions:

1. Did you gain anything from using the intervention?
2. Do you have any recommendations on how the intervention can be improved?

Data Analysis

Data were exported into SPSS version 25.0 (IBM Corporation), which was used to provide a descriptive analysis of demographic data, intervention use data, and usability ratings. To assess intervention efficacy, paired sample t tests were used to compare the mean pre- and postintervention efficacy measures for the composite and individual question scores. Data were tested for normality of distribution, and a Bonferroni-adjusted $P=0.007$ ($P$ value of $0.05$ divided by the number of comparisons: $n=6$) was used to allow for multiple comparisons. Estimated effect sizes for pre-post intervention effects were also calculated using the following criteria: 0.00-0.19, insignificant; 0.20-0.49, small;
0.50-0.79, medium; and ≥0.80, large [44]. Independent sample t tests were then used to test for any significant differences between the composite and individual usability question scores between the participants classified as completers (those who accessed at least 4 of the 5 intervention steps) and those classified as noncompleters.

Results

Participant Flow and Retention

Participants were recruited for the study between February 2019 and July 2019. A total of 125 potential participants completed the initial web-based registration; however, 16 of these participants were not enrolled on the basis of their responses to the screening questions or because they did not complete the baseline assessment questions. Therefore, a total of 109 men were enrolled in the study, and they provided informed consent to participate (Figure 2). Of the 109 men, 20 (18.3%) were lost to follow-up at 3 months owing to self-withdrawal (defined as no intervention use or log-ins after initial registration) or noncompletion of follow-up assessment questionnaires; this resulted in data from 89 (81.7%) participants being included in the final analysis.

Figure 2. Participant flow diagram.

Participant Demographics

Most men (66/89, 74%) were aged between 50 and 69 years, and most of them (83/89, 93%) were from a White ethnic background. Surgical intervention alone (not in combination with any other form of treatment) was the single most common form of treatment received (53/89, 60%), with combined treatment (including radiotherapy and hormone therapy) being the second most common form of treatment (20/89, 22%). Full demographic details of the participants are shown in Table 1. There were no observable differences in demographics between the 89 men included in the analysis and the 20 men who were lost to follow-up.
Table 1. Demographic details of participants enrolled in the study (N=109).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Included in analysis (n=89), n (%)</th>
<th>Withdrawals (n=20), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-49</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50-69</td>
<td>66 (74)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>≥70</td>
<td>22 (25)</td>
<td>4 (20)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>83 (93)</td>
<td>19 (95)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Black, African, Caribbean, or Black British</td>
<td>4 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Previous sexual care or support received</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>58 (65)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>No</td>
<td>31 (35)</td>
<td>11 (55)</td>
</tr>
<tr>
<td><strong>Timing of any previous sexual care or support received</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At diagnosis</td>
<td>16 (18)</td>
<td>5 (56)a</td>
</tr>
<tr>
<td>During treatment</td>
<td>10 (11)</td>
<td>4 (44)a</td>
</tr>
<tr>
<td>Both</td>
<td>32 (37)</td>
<td>0 (0)a</td>
</tr>
<tr>
<td><strong>Type of prostate cancer treatment received</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery only</td>
<td>53 (60)</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Radiotherapy only</td>
<td>9 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hormone therapy only</td>
<td>7 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Combined therapy</td>
<td>20 (22)</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Treatment phase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment or on ongoing treatment</td>
<td>20 (23)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Less than 6 months of completing treatment</td>
<td>37 (42)</td>
<td>4 (20)</td>
</tr>
<tr>
<td>More than 6 months after completing treatment</td>
<td>32 (36)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>In a relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>82 (91)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>No</td>
<td>7 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Usual partner gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>81 (91)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>Male</td>
<td>8 (9)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

a n=9.

**Efficacy Data**

The data are normally distributed. On the basis of the mean differences in pre- and postintervention (3 months) self-reported measures, a significant improvement was observed in total composite efficacy scores ($t=9.570; P=.001$), with a medium estimated effect size (Cohen $d=0.577$; Table 2). For individual survey items, significant improvements were seen in mean scores for (1) participants’ understanding of how to manage the impact of treatment ($t=3.660; P=.001$) and (2) participants’ perceptions of their ability to maintain a satisfying sex life despite cancer treatment ($t=7.643; P=.001$). No significant effects were found for participants’ mean current level of sexual satisfaction or level of comfort when discussing sexual issues with a partner or a health professional.
Table 2. Mean differences in pre- and postintervention (3 months) self-reported efficacy measures with estimated effect sizes.a

<table>
<thead>
<tr>
<th>Individual statement</th>
<th>Baseline score, mean (SD)</th>
<th>Score at 3 months, mean (SD)</th>
<th>( t ) test (df)</th>
<th>( P ) valueb (2-tailed)</th>
<th>Effect size (Cohen ( d ))</th>
<th>Effect size interpretationc</th>
</tr>
</thead>
<tbody>
<tr>
<td>I currently have a satisfying sex life</td>
<td>1.89 (0.92)</td>
<td>1.90 (0.94)</td>
<td>0.376 (88)</td>
<td>.71</td>
<td>0.01</td>
<td>Insignificant</td>
</tr>
<tr>
<td>I have a good understanding of how to manage the impact of prostate cancer treatment on my sex life</td>
<td>2.31 (0.86)</td>
<td>2.57 (0.85)</td>
<td>3.660 (88)</td>
<td>.010d</td>
<td>0.517</td>
<td>Medium</td>
</tr>
<tr>
<td>I can have a satisfying sex life despite prostate cancer treatment</td>
<td>2.38 (0.79)</td>
<td>3.17 (0.78)</td>
<td>7.643 (88)</td>
<td>.001d</td>
<td>1.001</td>
<td>Large</td>
</tr>
<tr>
<td>I am comfortable discussing sexual issues with a partner</td>
<td>3.08 (0.72)</td>
<td>3.12 (0.7)</td>
<td>0.851 (88)</td>
<td>.40</td>
<td>0.055</td>
<td>Insignificant</td>
</tr>
<tr>
<td>I am comfortable discussing sexual issues with a health professional</td>
<td>2.81 (0.74)</td>
<td>2.82 (0.71)</td>
<td>0.241 (88)</td>
<td>.81</td>
<td>0.014</td>
<td>Insignificant</td>
</tr>
</tbody>
</table>

aIndividual statements were scored on a scale between 1 and 4 points based on the response to the following: “How much do you agree with each statement?” Responses were measured on a 4-point scale anchored by strongly disagree and strongly agree at either end. Total composite scores out of 20 were calculated by combining scores from each statement. The total composite scores are as follows: mean baseline score, 12.23 (SD 2.46); mean score at 3 months, 13.62 (SD 2.31); \( t \)test=9.570; \( P \)=.001; effect size (Cohen \( d \))=0.577; and effect size interpretation, medium.

bBonferroni-adjusted \( P \) value for multiple comparisons (\( P \)=.007).

cEffect size interpretation: 0.00-0.19 (insignificant), 0.20-0.49 (small), 0.50-0.79 (medium), and \( \geq \) 0.80 (large).

dDenotes a significant pre-post intervention effect.

Intervention Use Data

An analysis of program use during the 3-month intervention phase indicated that engagement with the intervention varied, suggesting that the participants used the intervention differently based on their individual needs and preferences. The participants completed a median of 3 sessions (range 1-11). The median session duration was 22 minutes (range 8-77), with an overall total use time of 78 minutes (range 18-284; Table 3). Of the 89 participants, 45 (51%) completed at least 4 of the 5 intervention steps and were subsequently classified as completers. Although the number of sessions and duration of each session reduced each month during the intervention period (Figure 3 and Figure 4), 85% (76/89) and 65% (58/89) of the participants were still using the intervention in the second and third months, respectively, of the intervention phase.

Table 3. Median and mean values for program use data.

<table>
<thead>
<tr>
<th>Use measure</th>
<th>Value, mean (SD)</th>
<th>Value, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sessions</td>
<td>3 (4)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Duration of each session (minutes)</td>
<td>22 (18)</td>
<td>22 (18)</td>
</tr>
<tr>
<td>Duration of total use time (minutes)</td>
<td>78 (80)</td>
<td>78 (80)</td>
</tr>
</tbody>
</table>
Figure 3. Box plot showing the number of sessions in each month over the duration of the intervention period.

Figure 4. Box plot showing the duration of each session during the intervention period.

Usability and Acceptability Data

On the basis of the postintervention survey data, the overall usability scores were found to be acceptable (total composite score: 19.68/24, 82% agreement). The highest levels of agreement were observed for the questions on trust in the programme (3.36/4, 93% agreement) and information included was useful to me (3.77/4, 94% agreement). The lowest agreement scores were found for the questions I liked the look of the programme (2.87/4, 72% agreement) and I found the programme easy to use (3.03/4, 76% agreement). Two-tailed, independent sample t tests identified that there were no
significant differences in composite or individual question scores on the usability survey between the participants classified as completers and those classified as noncompleters (Table 4). Of the 89 participants, 70 (79%) agreed that they would recommend the intervention to others. The participants’ responses to questions on what they gained from using the intervention and any recommendations on how it could be improved are summarized in Table 5.

**Table 4.** Mean and percentage agreement scores for usability survey data (N=89).  

<table>
<thead>
<tr>
<th>Individual statement</th>
<th>Score, mean (SD)</th>
<th>Agreement (n=4), n (%)</th>
<th>Completers (n=45), mean score (SD)</th>
<th>Noncompleters (n=44), mean score (SD)</th>
<th>P value (difference between completers and noncompleters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I was satisfied with the program</td>
<td>3.16 (0.56)</td>
<td>3.16 (79)</td>
<td>3.21 (0.68)</td>
<td>3.11 (0.71)</td>
<td>.44</td>
</tr>
<tr>
<td>I found the program easy to use</td>
<td>3.03 (0.69)</td>
<td>3.03 (76)</td>
<td>3.15 (0.7)</td>
<td>2.91 (0.67)</td>
<td>.10</td>
</tr>
<tr>
<td>I was able to move through the program easily</td>
<td>3.49 (0.56)</td>
<td>3.49 (87)</td>
<td>3.57 (0.56)</td>
<td>3.42 (0.61)</td>
<td>.37</td>
</tr>
<tr>
<td>I liked the look of the program</td>
<td>2.87 (0.47)</td>
<td>2.87 (72)</td>
<td>2.89 (0.67)</td>
<td>2.85 (0.71)</td>
<td>.45</td>
</tr>
<tr>
<td>I felt I could trust the program</td>
<td>3.36 (0.55)</td>
<td>3.36 (93)</td>
<td>3.26 (0.54)</td>
<td>3.47 (0.65)</td>
<td>.34</td>
</tr>
<tr>
<td>The information included in the program was useful to me</td>
<td>3.77 (0.53)</td>
<td>3.77 (94)</td>
<td>3.84 (0.55)</td>
<td>3.71 (0.48)</td>
<td>.63</td>
</tr>
</tbody>
</table>

Individual statements were scored on a scale between 1 and 4 points based on the response to the following: “How much do you agree with each statement?” Responses were measured on a 4-point scale anchored by strongly disagree and strongly agree at either end. Total composite scores out of 24 were calculated by combining scores from each statement. The total composite scores were as follows: mean score, 19.68 (SD 0.56); agreement (19.68/24, 82%); mean completer score, 19.92 (SD 0.61); mean noncompleter score, 19.47 (SD 0.63); and P=.24.

Completers were defined as participants who completed at least 4 of the 5 steps of the web-based program.
Table 5. Summary of participant comments on what they gained from using the intervention and recommendations on how it could be improved (N=207).

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Comments, n (%)</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views on what was gained from using intervention (n=141)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The program provided information on issues not previously thought about</td>
<td>33 (23.4)</td>
<td>Information</td>
</tr>
<tr>
<td>The program provided useful warnings on possible effects of treatment</td>
<td>26 (18.4)</td>
<td>Information</td>
</tr>
<tr>
<td>The program helped to normalize sexual problems</td>
<td>22 (15.6)</td>
<td>Information and tone or language</td>
</tr>
<tr>
<td>The program provided new information not previously discussed with health professionals</td>
<td>20 (14.2)</td>
<td>Information</td>
</tr>
<tr>
<td>The program provided information that was relevant and useful to me as an individual</td>
<td>11 (7.8)</td>
<td>Information and personalization</td>
</tr>
<tr>
<td>The program helped provide ideas for different approaches to manage sexual problems</td>
<td>9 (6.4)</td>
<td>Information and confidence or self-efficacy</td>
</tr>
<tr>
<td>The program provided information that could be viewed and discussed with a partner</td>
<td>9 (6.4)</td>
<td>Information and communication</td>
</tr>
<tr>
<td>The program provided a positive tone and message, which was reassuring</td>
<td>5 (3.5)</td>
<td>Tone, language and confidence, or self-efficacy</td>
</tr>
<tr>
<td>The program helped to increase my confidence</td>
<td>4 (2.8)</td>
<td>Confidence or self-efficacy</td>
</tr>
<tr>
<td>The program provided a reminder of information that was previously discussed with health professionals</td>
<td>2 (1.4)</td>
<td>Information</td>
</tr>
<tr>
<td>Suggested improvements that could be made to the intervention (n=66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Make intervention available to patients before treatment starts</td>
<td>32 (48.5)</td>
<td>N/A²</td>
</tr>
<tr>
<td>Make intervention available as a mobile app</td>
<td>17 (25.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Include more support such as someone to contact for advice</td>
<td>14 (21.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Make intervention available in an offline or printed format</td>
<td>3 (4.5)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

Discussion

Principal Findings

The findings from this study provide evidence of the efficacy of a web-based intervention designed to maximize sexual well-being in men living with prostate cancer. An analysis of self-reported outcome data found that the intervention resulted in significant improvements at the 3-month follow-up in overall efficacy scores and participants’ understanding of how to manage the impact of sexual concerns as well as their perceived ability to have a satisfying sex life despite prostate cancer treatment. The findings also indicated that the program had good overall usability and acceptability. Although the participants used the web-based self-management intervention in markedly different ways, they typically engaged well, taking part in multiple sessions during the intervention period. This is one of the first studies to evaluate the potential effectiveness and use of a tailored, sexual well-being support intervention for men living with prostate cancer and their partners, which is delivered using a web-based platform. A key strength of the intervention seems to be its flexibility with support that can be personalized based on the user’s needs and delivered at any stage of care.

Intervention Efficacy

Self-reported measures at the 3-month follow-up were used to evaluate intervention efficacy, and they demonstrated significant overall improvements in comparison with the baseline scores. Improvements with a medium effect size were found in the extent to which the participants agreed that they had sufficient information to manage the impact of prostate cancer on their sex life. In addition, the extent to which the participants agreed that there was potential for them to have a satisfying sex life following treatment also improved significantly. The findings indicate that the intervention had a positive influence on the men’s self-perceived knowledge and understanding of how to manage sexual issues, but, more importantly, it also seemed to contribute toward a substantial increase in self-efficacy or a belief that a satisfactory sex life could be achieved following treatment. This indicates a potentially important prerequisite for maintaining behavioral change. Higher coping self-efficacy can result in more effective responses to behavioral barriers or setbacks, with individuals more able to apply behavior change maintenance strategies such as action planning [45,46].

An examination of the individual survey item scores suggested that the intervention had no effects on the participants’ current level of satisfaction with their sex life or on the level of comfort in discussing sexual issues with a partner or with a health care professional. The extent to which the participants agreed that they were happy with their current level of satisfaction was low.
at baseline, and although this may have been a factor for motivating potential participants to take part in the study, the intervention did not lead to improvements in this measure. This may have been due to the comparatively short timescale of the evaluation phase. Changes in sexual function after treatment are dependent on treatment type [9], with many effects having a long-term or persistent impact. Coping with these changes and adapting new practices as part of an individual’s sex life can take time. It may be necessary to use longitudinal studies to evaluate interventions aimed at improving satisfaction with current sex life, which is a complex, multifactorial concept that is closely related to the overall quality of life [47] and potentially mediating factors such as relationship status and expectations of recovery. The extent to which the participants agreed that they were comfortable when discussing sexual issues also did not change, but these scores were relatively high at baseline. This supports the findings from studies that have found that the level of comfort in men with prostate cancer is not a significant barrier to discussing sexual issues [21,48].

Use, Usability, and Acceptability

Overall, the findings indicated that although the participants accessed the intervention a median of 3 times, the patterns of use seemed to differ among the participants. For example, engagement varied with some using the intervention more frequently over a number of shorter sessions throughout the intervention phase and others using it a limited number of times but with longer intervention sessions. This is reflected in the wide range of session numbers and session durations of between 1 and 11 sessions and 8 and 77 minutes, respectively. Although use reduced over the intervention period, approximately 65% (58/89) of the participants still showed engagement with the program in the final month. Previous evidence has demonstrated levels of engagement with web-based interventions that are comparable with face-to-face delivery methods [49], and it has been suggested that web-based resources are viewed as an acceptable and widely used source of information on sexual concerns [50]. Various needs of web-based interventions have been identified, including improving couple communication and providing information on sexual side effects, rehabilitation approaches, and realistic expectations of recovery [51]. The reasons for the variation in user engagement in this study may be related to a number of factors, including the fact that the intervention was intended to be used differently based on users’ individual needs and preferences. There is also evidence of an association between perceived usability or ease of use and engagement [52]. Usability and design issues could be additional reasons that may account for the different user engagement in this study. Although no significant differences were found among the users who completed at least 4 of the 5 intervention steps and those who did not, there was a slightly lower score in the noncompleter group in terms of their agreement with the question on the ease of using the program, and some participants may have discontinued use of the intervention because of technical or usability issues. Although overall the intervention was seen as acceptable to the participants with a good level of engagement observed, it is critical that any usability or acceptability issues are explored in detail and addressed in future redesigns of the intervention. This is important to maximize engagement because the intention to use web-based interventions is mediated by perceived ease of use, usefulness, and social determinants. Increased engagement may be related to behavioral or demographic characteristics, including previous experience of using web-based programs [40,53,54]. In addition, the mode of intervention delivery may have had an influence on engagement, particularly in terms of the number of recorded sessions. The intervention was designed for use on a laptop or desktop computer. These may be accessed less frequently than mobile devices; therefore, delivery of the intervention in a mobile app form might have increased the number of sessions completed by the participants. This was reflected in some of the views on the intervention, with availability of an app format being the second highest suggested improvement that could be made (Table 5).

Use may also have been affected by the behavioral components of the intervention. Although the intervention included common behavior change techniques such as information on health consequences, social support, and use of reminders and prompts, it did not include other methods commonly associated with sustained and repeated use of web-based programs, for example, regular self-monitoring or the use of goal setting. Although the flexibility and open access of the intervention (ie, not locking steps until completion of a previous step) may have increased initial engagement, it might also have been anticipated that this might make it less likely that the participants would return to the intervention as frequently. However, this was not the case, and a reason for this may have been that the users returned to review previous information. This is evidenced by data from the usability survey, which indicated that overall, the intervention was seen as being usable, with the tailored information provided regarded as useful and relevant (Table 4). Another key reported benefit of the intervention was that the participants reported a high level of trust in the information provided and reported that it helped to facilitate them and their partners to initiate conversations about sexual well-being that they might not otherwise have had (Table 4). This was observed despite the participants reporting relatively high levels of comfort in discussing sexual issues with a partner (Table 2). Couple communication about sexual well-being can be regarded as complex and often difficult to initiate [21]. However, such communication is important and is an essential step in managing concerns and supporting sexual well-being recovery.

Limitations

One limitation is that we were unable to explore in detail the reasons for the withdrawal of some participants from the study or examine the factors responsible for increased engagement with the intervention. The sample of participants was also relatively homogeneous, which may limit the generalizability of the study findings. The assessment of usability was based on a modified version of the system usability scale [43], which limits the ability to compare the findings on program usability with those of other studies.

Conclusions

In this paper, efficacy, use, and acceptability data are presented for a tailored web-based intervention designed to maximize sexual well-being in men living with prostate cancer. This study
provides preliminary evidence for the efficacy of the intervention, which was perceived as being usable and acceptable to the participants with evidence of sustained use. Digital interventions may provide access to low-cost, scalable, updatable, and evidence-based information for managing sexual concerns after prostate cancer treatment. By acknowledging the impact of treatment on sexual well-being and providing appropriate support at all stages of care, this intervention might have the potential to improve patient-important outcomes and could easily be made available in routine practice. Further research will be conducted to explore the factors associated with increased engagement, and these findings will be used to refine content before testing as part of larger longitudinal and randomized controlled studies examining longer-term intervention effectiveness on a wider range of patient-important outcomes, including symptom distress, self-efficacy, knowledge, couple communication, sexual satisfaction, and overall quality of life. These studies will also be used to examine the influence of key demographic factors such as age profile, treatment type, relationship status, and sexual orientation on these outcomes.
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Abstract

Background: Exercise is an effective intervention to prevent falls in older adults; however, long-term adherence is often poor. To increase adherence, additional support for behavior change has been advocated. However, consistency in the reporting of interventions using behavior change techniques is lacking. Recently, a classification system has been developed to increase consistency in studies using behavior change techniques within the self-determination theory.

Objective: This study aimed to explore expressions of self-determination among community-dwelling older adults using a self-managed digital fall prevention exercise program comprising behavior change support (the Safe Step program), which was developed in co-creation with intended users.

Methods: The qualitative study design was based on open-ended responses to questionnaires, and individual and focus group interviews. A deductive qualitative content analysis was applied using the classification system of motivation and behavior change techniques as an analytical matrix, followed by an inductive analysis. Twenty-five participants took part in a feasibility study and exercised in their homes with the Safe Step program for 4 months. The exercise program was available on computers, smartphones, and tablets, and was fully self-managed.

Results: In the deductive analysis, expressions of support were demonstrated for all three basic human psychological needs, namely, autonomy, competence, and relatedness. These expressions were related to 11 of the 21 motivation and behavior change techniques in the classification system. The inductive analysis indicated that autonomy (to be in control) was valued and enabled individual adaptations according to different rationales for realizing exercise goals. However, the experience of autonomy was also two-sided and depended on the participants’ competence in exercise and the use of technology. The clarity of the program and exercise videos was seen as key for support in performance and competent choices. Although augmented techniques for social support were requested, support through relatedness was found within the program.

Conclusions: In this study, the Safe Step program supported the establishment of new exercise routines, as well as the three basic human psychological needs, with autonomy and competence being expressed as central in this context. Based on the participants’ experiences, a proposed addition to the classification system used as an analytical matrix has been presented.

Trial Registration: ClinicalTrials.gov NCT02916849; https://clinicaltrials.gov/ct2/show/NCT02916849
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Introduction

Background
Fall prevention interventions for older adults living in the community have the potential to reduce the physical and psychological distress resulting from a fall [1]. A recent meta-analysis showed that physical exercise, in particular, is an effective intervention for the reduction of fall rates and number of falls [2]. However, fall prevention exercise interventions have failed to produce lasting long-term results owing to a lack of successful behavior change and sustained exercise routines among participants [3,4]. To better understand older adults’ exercise adherence and health behavior, the research community has identified a need to increase the use of behavioral scientific knowledge in the development, use, evaluation, and reporting of interventions [5-7]. However, interventions aimed at supporting increased physical activity and improving adherence to interventions among older adults are rarely underpinned by behavior change theories [5].

There is growing interest in using digital technology to support behavior change, increase access to fall prevention interventions, and promote the self-management of physical activity [8-10]. Older adults have expressed an appreciation for the increased autonomy and flexibility provided by digital programs, which allow them to exercise at a time that suits them in a location of their choosing [11-13]. Moreover, the incorporation of individual and social behavioral change components in digital exercise programs has proven more successful in improving adherence and physical performance among older adults in comparison with those receiving a home exercise booklet [14]. There is still a great need to further investigate the feasibility of self-managed digital exercise interventions for older adults. Notably, a systematic review indicated that techniques that increase self-efficacy and physical activity behavior in a younger population are not as effective in adults aged 60 years or older [15]. Consequently, involving end-users in the design and development of new programs could be a way to increase the adoption of health-related digital interventions among older adults. It is of major importance that the interventions are reported in a structured way and evaluated in terms of which behavior change techniques older adults find supportive and in which context.

The aim of this study was to explore expressions of self-determination among community-dwelling older adults using a self-managed digital exercise program for fall prevention with co-created behavior change support, and to explore a classification system based on self-determination theory (SDT) as an analytical matrix in this self-managed digital context.

SDT and Classification of Motivation and Behavior Change Techniques
SDT points to the individual’s perceived self-regulation and internalization process as an explanatory factor in behavioral outcomes [16]. Perceived self-regulation is based on the “satisfaction” or “frustration” of the following three basic human psychological needs: autonomy, competence, and relatedness [17]. Autonomy represents the feeling of self-endorsement or volition in one’s behavior. Competence represents a feeling of capability and reflects an ambition to perform and improve skills. Lastly, relatedness represents being a significant part of a social context, which evokes feelings of being connected and valued. Autonomy is central to SDT, as it is through this construct that the other basic psychological needs are actualized. Therefore, the needs determine the quality of motivation, but they are dependent on the level of autonomy [18]. According to SDT, all three basic human psychological needs have to be satisfied in order to achieve self-motivation and experience well-being [16].

It has been concluded that techniques used within SDT-based interventions cannot fully be captured by existing taxonomies [19,20]. Therefore, the classification of motivation and behavior change techniques (MBCTs) was recently developed in an expert consensus by Teixeira et al [20]. The purpose was to increase consistency in the identification and reporting of techniques between studies using SDT in health contexts. The classification comprises 21 MBCTs organized according to the techniques’ support for each psychological need, accompanied by labels, definitions, and function descriptions. An MBCT is defined as “a distinct, observable, and replicable component of an intervention, designed to influence a person’s behavior directly or indirectly by impacting the person’s perceptions of autonomy, relatedness, and/or competence need satisfaction in relation to a particular behavior or group of related behaviors” [20].

Methods

Study Setting and Design
This study is part of a larger project with the overarching aim to develop and evaluate self-managed digital fall prevention for older adults. An overview of the whole project and its parts is presented in Multimedia Appendix 1.

Together with older adults, we have co-created behavior change support for a digital self-managed exercise program. The behavior change components were integrated in an application and tested in a feasibility study for 4 months. This qualitative study involved participants using this digital program, and it presents the findings of individual and focus group interviews, as well as open-ended responses to questionnaires, all of which were part of the feasibility study conducted in Umeå, Sweden (ClinicalTrials.gov NCT02916849) between September 2016 and February 2017. The feasibility study compared two home-based self-management exercise programs (a digital program [Safe Step v.1] and a paper booklet) [21]. Participants who enrolled in the study could choose the digital program or the paper booklet. In all, 29 participants chose the digital program. Deductive qualitative content analysis was used to explore the older adults’ experiences of the behavior change support. The classification of MBCTs served as an analytical matrix [20]. Further explorations were made through inductive qualitative content analysis [22]. The Consolidated Criteria for Reporting Qualitative Research (COREQ) [23] were used to guide the reporting.
Development of the Program and Behavior Change Support

In two steps, the Safe Step program and the behavior change support evaluated in this study were developed by researchers from Umeå University and Luleå Technical University together with older adults, with the majority of external funding coming from government funding bodies. The development of the program was facilitated by the method Participatory and Appreciative Action and Reflection [24]. An overview of features developed in the program is presented in Figure 1. In the first step, a self-management digital exercise program, consisting of, for example, exercise presentation, an exercise program, and integrated exercises, was developed by a multidisciplinary team of researchers in collaboration with older adults [25]. In the second step, through further co-creation, specific behavior change techniques, that is, an exercise diary including planning, reporting, and self-monitoring, as well as a virtual physical therapist, were jointly developed by older adults and researchers with competence in physical therapy and usability.

Figure 1. Overview of features in the Safe Step program.

The Safe Step Digital Exercise Program

The Safe Step program was available on computers, smartphones, and tablets, and was free of charge. An introduction meeting provided a short introduction to fall prevention and how to navigate and use the digital program. The program was fully self-managed, that is, participants were asked to plan, execute, and evaluate the training independently. As part of the self-management of exercise, the participants were expected to compose their own program of 10 exercises from predetermined groups of exercises with a different focus as follows: lower-limb muscle, balance, and gait/step. The exercises were presented through videos, where older adults performed the exercises in a home setting. All participants were asked to exercise at least 30 minutes, 3 days a week, for 4 months. As part of the feasibility study, participants were offered to participate in a peer-mentoring meeting once a month, which one-third of the participants chose to do.

Data Collection

Data for descriptive purposes were collected at baseline through a questionnaire containing demographic factors, previous use of technology, and medical history. Data analyzed in this study were collected at two timepoints. Questionnaires were answered 2 months after study start, and focus group interviews and individual interviews were conducted at the end of the 4-month intervention study. An overview of the focus areas for the questions asked on the different data collection occasions is presented in Multimedia Appendix 2. Among the three data collections, 10 participants contributed in one data collection, eight participants contributed in two data collections, and seven participants contributed in all three. In total, 25 participants contributed in the data collection. Their mean exercise time with the program per week was 78 minutes (minimum 11 minutes, maximum 158 minutes).

Questionnaires

At 2 months, three participants had withdrawn from the study. The remaining 26 participants received questionnaires, which were sent by mail and contained a postage-paid envelope for the return of the questionnaires. Questions regarding their experiences using the Safe Step program were asked, particularly relating to the individual exercise program, the ease of using the application, and experiences of the different features, such as planning their weekly exercise and the virtual physical therapist. Each of the questions was accompanied by a text field in which the participants were encouraged to write explanatory comments. Of the 26 returned questionnaires, 18 had comments, which were included as units of analysis in this study. The comments varied from a few words to extensive comments.

Focus Group Interviews

At 4 months, two more participants had withdrawn from the study. A purposely selected sample of 14 participants was sent an invitation to participate in focus group interviews. We aimed for a representation of both men and women who had used the program on computers, smartphones, and tablets, as well as variation of exercise frequency. The participants could choose...
between two different dates to attend the focus group interviews, which were held in a conference room at the university. One woman who signed up for focus group 1 and one man who signed up for focus group 2 withdrew before the interviews began, which resulted in a more unequal distribution of gender than intended. Two moderators conducted the interviews (BP, a physical therapist; RJ, a usability expert), both with previous experience conducting focus group interviews. The interviews were 92 and 87 minutes in length and were facilitated by a focus group guide with open-ended questions (Multimedia Appendix 2). The questions focused on the participants’ experiences of the behavior change techniques developed in the second part of the program development, that is, the exercise diary, the virtual physical therapist, feedback messages and reminders, the approach to make a weekly plan for the exercises, and self-monitoring features. The initiation question concerned the experience of exercising with a program in a digital format.

**Individual Interviews**

A purposive selection of 17 participants, out of the 24 who had completed the digital exercise program, were asked to participate in individual semistructured interviews by a member of the research team at the postassessment of the feasibility study. In order to obtain a varied selection of participants, selection was made based on gender, place of recruitment, and exercise adherence. One of the interviews was conducted with a married couple who both used the digital program. According to the participants’ preference, the interviews were held at the university, at home, or at a library. An interview guide with open-ended questions facilitated the interviews (Multimedia Appendix 2). The questions were related to the participants’ experience of self-managing their exercise and included those regarding the composition of the individual program, perceived effects of the exercise, strategies for and feelings of safety while performing the exercise, strategies and support for maintenance of the exercise, structure and content of the program, use of the program (when, where, and how), and recording in the exercise diary. Follow-up questions were asked, and the participants were encouraged to give concrete examples of their experiences. The interviews were performed by a physical therapist with extensive experience conducting interviews or by one of two physical therapy students with experience conducting interviews. These interviews have previously been analyzed in a study, but with another aim and with both intervention groups included [11]. Background characteristics of the participants are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Participant characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>Age (years), mean (min-max)</td>
</tr>
<tr>
<td>Women, n (%)</td>
</tr>
<tr>
<td>Access to a smartphone/tablet, n (%)</td>
</tr>
<tr>
<td>Access to a computer, n (%)</td>
</tr>
<tr>
<td><strong>Household situation, n (%)</strong></td>
</tr>
<tr>
<td>Living together</td>
</tr>
<tr>
<td>Living alone</td>
</tr>
</tbody>
</table>

**Data Analysis**

All interviews were audio-recorded and transcribed verbatim. The data analysis was performed using qualitative content analysis in two stages (deductively and then inductively) [26]. Qualitative content analysis is suitable for exploring variations within data as it highlights differences and similarities [22,27]. The deductive (theory-driven) approach enables exploration of previous knowledge in a different context [26], whereas the inductive (data-driven) approach generates new knowledge by searching for patterns in the data and moving toward a more abstract level of understanding [28].

The classification of MBCTs was used as a categorization matrix in the deductive analysis [20] with the 21 MBCTs as predetermined categories. To capture experiences of self-determination not addressed by MBCTs, the three basic psychological needs tied to SDT [16] were used as main categories in the categorization matrix. Initially, the first author (BP) performed a read through to get a sense for the entirety of the material. Units relevant to the aim of this study were selected and condensed, and representative codes were created. The codes were simultaneously sorted in the categorization matrix. Following the deductive stage, an inductive stage was initiated to compare the codes for similarities and differences and form subcategories within each category of the classification of MBCTs. Data analysis was performed using the software MAXQDA 2020 (VERBI Software). In the context of this study, 10 MBCTs were found to be nonrepresentative. Moreover, codes perceived as corresponding to psychological needs, but not exemplified in the classification system, served as a basis for an additional competence-based category. The analysis was continuously discussed and agreed upon by the authors BP, MW, LLO, and MS. To ensure trustworthiness, these authors also deductively analyzed one individual interview and discussed their interpretations [22]. The emergent results were discussed with the second author (RJ) who was also part of data collection.

**Results**

**Overview**

Participants’ expressions of self-determination showed that the Safe Step digital exercise program was perceived as a supportive structure that guided their training, providing a feeling of freedom of choice and ownership over their courses of actions.
With increased confidence in their actions, the participants were able to find their own meaningful and motivating ways to work with the program. Still, the digital exercise program could entail both freedom and restrictions due to differences in confidence in managing the program and varying needs for social connectedness.

As a result of the deductive analysis, we found expressions for all three psychological needs in the SDT [16] (the main categories). Expressions of autonomy and competence were found to be more central than relatedness. Furthermore, the expressions corresponded to 11 of the 21 MBCTs (the categories), and an additional competence-based category was created. In turn, the inductive analysis generated 19 subcategories within these categories. The results are presented in an overview in Figure 2.

**Figure 2.** Overview of the motivation and behavior change techniques (MBCTs) according to the classification of MBCTs, where MBCTs found nonrepresentative of our study are presented in grey. The basic human psychological needs are presented in the order in which the participants expressed the most support. The bullets represent subcategories.

### Autonomy

<table>
<thead>
<tr>
<th>MBCT 1</th>
<th>MBCT 2</th>
<th>MBCT 3</th>
<th>MBCT 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elicit perspectives on condition or behavior</td>
<td>Prompt identification of sources of pressure for behavior change</td>
<td>Use non-controlling, Informational language</td>
<td>Explore life aspirations and values</td>
</tr>
<tr>
<td><strong>MBCT 5</strong> Provide a meaningful rationale</td>
<td><strong>MBCT 6</strong> Provide choice</td>
<td><strong>MBCT 7</strong> Encourage the person to experiment and self-initiate the behavior</td>
<td></td>
</tr>
<tr>
<td>* Defining one’s rationale * Motivation through bodily experiences</td>
<td>* Freedom of choice</td>
<td>* A comfort zone for action * Seizing the opportunities</td>
<td></td>
</tr>
</tbody>
</table>

### Competence

<table>
<thead>
<tr>
<th>MBCT 15</th>
<th>MBCT 16</th>
<th>MBCT 17</th>
<th>MBCT 18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address obstacles for change</td>
<td>Clarify expectations</td>
<td>Assist in setting optimal challenge</td>
<td>Offer constructive, clear, and relevant feedback</td>
</tr>
<tr>
<td><strong>MBCT 19</strong> Help develop a clear and concrete plan of action</td>
<td><strong>MBCT 20</strong> Promote self-monitoring</td>
<td><strong>MBCT 21</strong> Explore ways of dealing with pressure</td>
<td>Additional MBCT</td>
</tr>
<tr>
<td>* Initiation through reminders * Keep the exercise in mind</td>
<td>* Self-monitoring on one’s own terms * Inspiring statistics * Confirmation through bodily feedback</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>* Support for own reflection</td>
<td>* A supportive structure * Minimizing uncertainty * Embodied integration</td>
</tr>
</tbody>
</table>

### Relatedness

<table>
<thead>
<tr>
<th>MBCT 8</th>
<th>MBCT 9</th>
<th>MBCT 10</th>
<th>MBCT 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acknowledge and respect perspectives and feelings</td>
<td>Encourage asking of questions</td>
<td>Show unconditional regard</td>
<td>Demonstrate/show interest in the person</td>
</tr>
<tr>
<td>* Inhibited by social norm</td>
<td></td>
<td>* Connection to the messages</td>
<td></td>
</tr>
<tr>
<td><strong>MBCT 12</strong> Use empathic listening</td>
<td><strong>MBCT 13</strong> Providing opportunities for ongoing support</td>
<td><strong>MBCT 14</strong> Prompt identification and seek available social support</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>* The two-sided social support * Sources for social support</td>
<td></td>
</tr>
</tbody>
</table>

**Autonomy Supportive Techniques**

The autonomy supportive categories represented the core of the participants’ expressions of support for changes in exercise behavior. Choices regarding exercises and exercise routines were a prerequisite for feeling ownership over their actions and meaningfulness in their performance. Thus, “satisfaction” of autonomy was primarily conveyed.

**Provide a Meaningful Rationale (MBCT 5)**

The identification of a meaningful rationale for performing the exercises was captured in the subcategories “Defining one’s rationale” and “Motivation through bodily experiences.”

The digital program either supported existing rationales for doing the exercises or helped participants develop new rationales. The motivation for doing the exercises was often expressed in terms of long-term goals, such as strengthening leg muscles or being able to dress while standing. Participants...
also reported a fear of deteriorated psychological and physical health, and the exercises were perceived as a tool to counteract this type of decline and maintain improvements.

**This has been good for me, so I cannot suddenly stop. I might get my problems back then.** [Woman 1; individual interview]

Participants also conveyed an awareness of the economic burden of falls on society. This knowledge had been gained in the introduction of the study; therefore, this had also become a meaningful rationale for doing the exercises. Another rationale and further motivation involved experiences of bodily improvements, which confirmed the effectiveness of the exercise performed. These meaningful improvements of strength and balance were noted not only in everyday activities, such as walking up the stairs, but also when performing the Safe Step exercises. Performing the exercises acted as an eye opener for their issues with balance, which served as a motivator to continue doing the exercise. One participant made the following comment:

**When it gets easier to do, it becomes fun, and then enjoyable.** [Woman 2; individual interview]

**Provide Choice (MBCT 6)**

Different aspects of ownership over the course of action through choices were highlighted in the subcategory “Freedom of choice.”

Freedom of choice was obtained by being able to choose both a time and place for exercise, what device the program would be used on, and which program features to use. The program was utilized according to participants’ own wishes, which created a feeling of ownership over their choices of actions. The routines participants developed were not seen as sustainable if they were not able to find the right arrangement for themselves, put as follows:

**There has to be choices for all the different ways of thinking.** [Woman; focus group interview 2]

The wide range of exercises within the individual training program was seen as a decisive factor in finding the right arrangement for themselves. Conversely, the need to create their own exercise program could also be perceived as a laborious process and a level of independence they did not find desirable.

**The big advantage is that you get the videos in the Safe Step program, but it’s difficult when you have to sit and watch them all to be able to choose.** [Man 1; individual interview]

**Encourage the Person to Experiment and Self-initiate the Behavior (MBCT 7)**

The subcategories “A comfort zone for action” and “Seizing the opportunities” capture expressions of how participants implemented the strategies and proposals given in the program and found ways to do the exercises that worked with their routines and motivation.

Comfort zones for performing the exercise were developed from suggestions in the program and described as enjoyment experimenting or stick to a structured training routine. Some participants found experimentation to be an enjoyable aspect, for example, by performing the exercises in outdoor environments and integrating them into their everyday routines. Others expressed their preference for the comfort of a familiar routine, and the commitment to complete the requested exercise amount could be perceived as a relatively high commitment. Another aspect of experimentation with the program, beyond the suggestions given to the participants in the program, was spontaneous attention given to capturing opportunities for exercise, both in terms of time and place for practice. One conversation was as follows (focus group interview 2):

**Man 1: I really cracked the code of doing extra exercises.**

**Woman 1: With the toes?**

**Man 1: No, all kinds of situations. When I walk around the apartment, it suddenly hits me, and I start walking on my heels.**

The ability to seize opportunities was described as something that was learned and evolved over time.

Taken as a whole, the autonomy-based categories highlight the importance and desire for opportunities for choice and personalization when using the digital exercise program.

**Competence Supportive Techniques**

The categories created from the data analysis demonstrated that competence was seen as something that was developed through supported confidence and a strengthened inner locus of causality. Steps were taken to tailor the program to individual needs, rationales, and life circumstances, thus contributing to the “satisfaction” of the need for competence.

**Assist in Setting an Optimal Challenge (MBCT 17)**

The participants experienced support to set a suitable challenge, and the confidence and prerequisites for doing so were represented in the subcategory “Navigated by confidence.”

The digital exercise program was expressed as support for implementation of new exercise routines and assisted in setting weekly exercise goals from suggestions provided by the program. Variations in confidence in the participants’ own ability to achieve an optimal challenge were noted. For those with greater confidence, the suggestions provided in the exercise videos were enough to give a sense of capability to find a suitable exercise intensity and enabled them to adapt quickly, for example, to pain, by switching to easier or more difficult exercises.

**I have always adapted to what suits me best because of my pain.** [Woman; focus group interview 2]

Some expressed confidence in progressing their exercise but felt restricted due to limited progression options for their capability. Self-managing exercise progression could also be experienced as a challenge due to fear of having difficulties with the technology, voiced as follows:

**I haven’t tried to change exercises because I worried there would be trouble with the equipment. Maybe it would not work.** [Man 2; individual interview]
Offer Constructive, Clear, and Relevant Feedback (MBCT 18)
The importance of nuanced and personalized feedback to support reflection on training performance was emphasized in the subcategory “Support for own reflection.”

The in-application statistics were communicated as clear and supportive for own reflections. Several benefits of being able to track changes over time were presented, and they were voiced as follows:

You get a grip of the situation. [Man 3; questionnaire]
Statistics are always revealing. [Man 1; questionnaire]

To be able to convey causes to adoptions through notes was expressed as a basis for being able to do a better self-evaluation of the training period. Further, the content of the feedback messages sent by the virtual physical therapist could either be perceived as supportive and a trigger for reflection, or lacking meaningful tailored feedback.

I like to go back and see which exercise I did not do when it [the virtual physical therapist] says I did not do them all. But, they appear when I have already done my training and I am not really interested to read much then. [Man; focus group interview 1]

There was thus both “satisfaction” and “frustration” regarding support for own reflections.

Help Develop a Clear and Concrete Plan of Action (MBCT 19)
The subcategories “Initiation through reminders” and “Keep the exercise in mind” demonstrated feelings of support to develop new training routines.

Receiving reminders to support the initiation of the training generated diverse opinions. It was expressed that to do the exercise, the thought of exercise needed to be kindled, and for some, the reminders served that purpose. However, the lack of choices regarding when to receive them and how often was perceived as frustrating. By this, the need for tailored options was stressed. One conversation was as follows (focus group interview 2):

Woman 1: I would still like to be able to receive reminders.
Woman 2: Yes, preferably a few, but not too many. Just enough would be the best.

The weekly planning was highlighted as providing a valuable structure and a learning instrument to develop individual exercise routines. The importance of flexible planning was strongly emphasized as follows:

Weekly planning should guide training and not be considered the law. [Man; focus group interview 1]
The plan is a goal, but reality controls when exercise is suitable. [Man 1; questionnaire]

Promote Self-monitoring (MBCT 20)
The subcategories “Self-monitoring on own terms,” “Inspiring statistics,” and “Confirmation through bodily feedback” represented that self-monitoring was governed by personal preferences, individual needs, and bodily knowledge.

Self-monitoring of training was expressed to be on own terms. Overall, registering exercise was expressed to work well and became part of the workout routine. However, after a while, some of the participants chose to stop registering or created their own systems for taking notes of performance. Nonetheless, it was emphasized that registration supported development of routines.

Even though I appreciate to register my exercise, I exercise for my own sake, not anyone else’s, or the registrations. [Woman 6; individual interview]
The in-application statistics were also expressed to encourage self-monitoring of performance. Informative overviews helped guide exercise management and acted as motivators to continue to follow progress. As encouraged in the exercise videos, bodily feedback informed decisions about the individual exercise program. Experiences of improvements or declines in physical status, such as fatigue and improved or declined strength or steadiness, augmented self-monitoring and contributed with guidance in the adaptations of exercise intensity, voiced as follows:

I felt really insecure when I was walking in the city center. Now when I am out walking I can actually look at my surroundings, which are actually really pretty [laughs]. [Woman 6; individual interview]

Support Confidence in Performance (Additional MBCT)
The subcategories “A supportive structure,” “Minimizing uncertainty,” and “Embodied integration” referred to feelings of ease of use of the program and developed confidence in performing the exercise.

To be able to initiate a new exercise routine, the importance of a supportive structure was stressed for easily getting started, as was ease of use of the digital program, stated as follows:

You should not be able to misinterpret anything. [Woman 5; individual interview]

These important qualities translated to the experience of the Safe Step program. Nonetheless, needs were expressed of a more extensive introduction on how to manage the program. Key elements of minimizing uncertainty regarding how to perform the movements were being able to see the exercises in video format and simultaneously being able to hear the instructions, which were also seen as access to ongoing support.

I think video tutorials is much better than a picture with text. Moving instructions along with telling me how it is performed, you can't misunderstand that. [Man 4; individual interview]
The clarity of the instructions was mentioned as a basis for gradual integration and transition from needing the support of videos to be able to perform the exercises, to continuing without support. The exercise repetitions created an embodied knowledge and integration, which could be experienced as follows:
If you have done the exercises for a long time, they are in your head. Now when I do them without the tablet I almost hear them speak. [Woman; focus group interview 2]

Through a comprehensive understanding of the program, they were able to easily integrate relevant parts of the program at any given situation and thereby find new situations for practice.

Taken together, competence to self-manage exercise was supported by the clear structure of the digital program and guided by confidence to manage the program.

Relatedness Supportive Techniques

The categories show the diversity of the participants’ feelings and needs for social support while exercising with the digital program. In this sense, the basic psychological need of relatedness was both “satisfied” and “frustrated.” Aspects both in the close use of the program and by age-related perceptions of exercise influenced experiences of relatedness.

Acknowledge and Respect Perspectives and Feelings (MBCT 8)

Emotions that arose while interacting with the environment during performance of the training is described in the subcategory “Inhibited by social norm.”

As expressed by the participants, choices made in the program were influenced by a need to comply with the expected social norm of how to perform physical activity. The need to conform to such a norm became a contributing factor to which exercises were selected, and influenced where the training felt comfortable to perform.

Jumping steps felt a bit silly to do around the apartment. It is quite close between the apartment buildings and you can see the room quite clearly from the other building (laughter). [Man 5; individual interview]

Performing the exercises outdoors could be experienced as uncomfortable at first, but individuals could gradually grow accustomed to it.

Show Unconditional Regard (MBCT 10)

The subcategory “Connection to the messages” portrayed thoughts of the support given by the feedback messages.

The information received from the virtual physical therapist was either perceived as an encouraging influence or an unimportant element. The encouraging influence was substantiated by an appreciated pleasant and praiseworthy tone of the messages. It was valued that someone took an interest in their performance, and the messages were interpreted as nonautomatically generated.

It felt like someone really cared about that I participated. [Man; focus group interview 2]

By others, the messages could be experienced as an unimportant element due to a feeling of impersonal content, expressed as follows:

Receiving the messages just became part of the routine. [Man; focus group interview 2]

No interest was sparked, and as a consequence, the messages were read at the beginning, but gradually the interest was lost.

Prompt Identification and Seek Available Social Support (MBCT 14)

The subcategories “The two-sided social support” and “Sources for social support” summarized different needs and solutions for social cohesion and social support to facilitate a changed exercise behavior.

The interviews revealed the two-sided nature of the need for social support. On the one hand, a greater freedom of choice was expressed when self-managing exercise at home, which could also be time-saving, and voiced as follows:

I have had to be on time my whole life. I don't want to do that anymore. [Woman 2; individual interview]

On the other hand, some missed the social support and felt that a group context would be more enjoyable and help increase the frequency and intensity of the exercise. Exercising at home was communicated as requiring a particularly large commitment.

Too easily it happens that the one sitting on your shoulder says: not today, and not tomorrow either, so the training does not happen. [Woman 1; individual interview]

Finding own ways to increase social support during training and to identify sources of support was described. The program could act as a tool for social interaction as participants sometimes shared their knowledge or invited others, in whom they had identified a need for exercise, to exercise with them.

When I visit my friends, I have almost overwhelmed them when I surprise them with: “Now, let's do some balance exercises”, and they say: “Have you gone crazy?” But, then we perform them, and they are no better than me. It has become a fun event. [Woman 2; individual interview]

Several sources of social connection were addressed within the application. The older adults demonstrating the exercises in the exercise videos had for some become virtual “friends” to keep them company during exercise, and the voice giving instructions in the videos was also perceived as a pleasant company. The virtual physical therapist was spoken of in terms of him or her, but the content of the messages was perceived as the most important element and not the avatar.

In summary, the above categories make it clear that even with a fully self-managed digital program, ways to increase relatedness were found, both interpersonally and through the digital program. A desire for additional alternatives for support and social cohesion was communicated, as was an awareness and adaptation to social norms.

Discussion

Principal Findings

This study explored expressions of self-determination among older adults using a self-managed digital exercise program with behavior change support (the Safe Step program). The results demonstrate that the Safe Step program was experienced as
Providing a supportive structure and an opportunity to tailor the individual exercise program, which was appreciated, although the freedom of choice was sometimes experienced as challenging. Support for all three basic psychological needs when using the Safe Step program was expressed, but autonomy and competence were more central to the participants’ experiences than relatedness, and as such, they were identified as primarily “satisfied.” The basic psychological need of relatedness was appreciated when present, but was requested by some participants, and therefore, it was identified as somewhat “frustrated.”

Fundamental to the participants’ expressions of autonomy was the experienced freedom of choice when using the digital program, as well as the possibility to adapt the exercise routines to their personal preferences and circumstances. Offering the opportunity to make informed and reflective choices is considered supportive for autonomy [16] and strengthening for behavioral engagement [29]. In accordance with our findings, a qualitative study involving older adults and health care professionals suggested that digital technology should enable participant independence and self-control in changing physical activity behavior and additionally should be perceived as nondemanding [30]. Further, older adults’ rationales, preferences, and possibilities to influence their fall prevention exercises have been found to be important to support a sustained intervention engagement [31].

When using digital technology, intervention engagement has been suggested to be affected by need satisfaction in different spheres as follows: adoption of new technology; interaction with the interface; engagement with a technology-enabled task; technology-supported behavior; link between technology and overall well-being; and societal impact [7]. As such, autonomy is experienced not only in the spheres of the interface or task through ease of use and choices, but also by extension through increased volition, removal of obstacles, or augmentation of capabilities in matters of daily life [7]. Increased autonomy in daily life was portrayed as an intervention effect in our study through increased confidence to experiment with the training and better capabilities to perform everyday tasks challenging balance and strength.

Support for competence to self-manage exercise was expressed as developed from a clear structure and clarified expectations, although a sustained lack of confidence to manage the digital program was perceived by some. Together with older adults, we developed techniques supportive for self-management of exercise. As presented in the competence-based categories, they were overall perceived as supportive for developing personalized exercise routines and confidence in performing them. Taken together, the Safe Step program supported a sense of capability, increasing the sense of self-efficacy for exercises, which was also found in a previous qualitative study [11]. In contrast, in other studies, behavior change techniques associated with self-regulation have been found less supportive for exercise self-efficacy among older adults [15]. However, the more positive attitude presented in our study could be related to older adults’ awareness of the self-regulatory nature of the intervention at enrollment.

In this study, the visual guidance in the exercise videos was highlighted as especially supportive for feeling confident in exercise performance. In concurrence with our results, demonstration of exercises has previously been suggested as helpful in supporting older adults’ changed physical activity behavior [15,30]. Moreover, in the Behavior Change Technique Taxonomy v1 (BCTTv1) [32] “Demonstration of the behavior” and “Instructions on how to perform the behavior” are specific behavior change techniques. In a systematic review and meta-analysis of SDT strategies used in health interventions, these techniques have been suggested to relate to the strategy of structure. Structure was defined as follows: “practitioners set parameters within which choice and agency can take place and provide support to initiate action” [19]. Structure has been suggested to be both autonomy [19] and competence supportive [33]. This overlap is, however, not uncommon as strategies often can be supportive for more than one need [16]. In the classification of MBCT, we found no support for classifying expressions related to how the program provided structure and supported competence in the actual performance of the exercise. Hence, an additional competence-based category was created as the experiences expressed by the participants were related to increased confidence in performing the activity and support for improving skills.

A wish for increased relatedness in connection to training or a belief of additional benefits of group-based exercise was expressed in this study. This preference for group training has also been expressed in previous studies as a way to make the exercise delivered by digital technology more enjoyable [30]. A way to support relatedness in digitally supported home-based training could be to include tips on how the exercises can be performed with others. Interestingly, some participants had already started to use the application in their interaction with others, indicating both a pride in their efforts and a confidence in their capability to guide others. Apart from using the program as a facilitator of relatedness, connectedness to the digital program itself was conveyed in the interviews. Similar results presented in previous research regarding relatedness and telecare suggest that the concept of relatedness should be broadened beyond the interpersonal context to incorporate organizational and technical concerns in order to provide a more nuanced view [34]. It is worth noting that the importance of relatedness has previously shown inconsistencies in training contexts, which may be partly due to variations in the design and measurements of the studies [35,36]. Still, as also mentioned in this study, individuals might prefer to undertake fall prevention exercise in solitude [37], which may reduce the importance of supporting relatedness in that activity in contrast to autonomy and competence [18].

We found that participants sometimes avoided certain public settings or exercises due to an awareness of sociocultural ageist norms for exercise and the aging body [38]. Previous qualitative results illustrated that negative age perceptions for physical activity can reside within the individual and must be overcome to facilitate sustained exercise behavior. Furthermore, older adults felt that they were treated differently because of their age when exercising in public spaces or social situations [39]. As part of countering such ageist norms, the exercise videos in
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the Safe Step program were filmed with older adults. However, our results indicate that further efforts could be made. One development could be to incorporate more films with other participants who voice emotions and problematize or even challenge restricting age norms.

Satisfaction of the basic psychological needs has previously been found to support exercise behavior among older adults. However, in likeness with our results, the representativeness of the different needs varied [35,40]. Results from a meta-analysis showed that no individual SDT-based technique to promote motivation for health behavior change was predominant, and a need supportive environment should contain multiple techniques to promote health behavior change [19]. These results are comparable to the results of our study, as the participants’ experiences were more shaped by the sum of behavior change support than by the parts.

**Theoretical and Methodological Discussion**

In our previous research where older adults’ exercise preferences and motivators in the context of fall prevention were explored, it emerged that SDT captured the essence of the findings well [41]. Accordingly, during the developmental phase of Safe Step, the SDT did influence the content and layout, but the theory was not explicitly used to frame the studies or the interview guides. Because of the theory’s influence, the classification of MBCTs [20] based on the SDT was used as an analytical matrix in the deductive stage of the qualitative content analysis in this study. In 2019, Gillison et al published a meta-analysis of SDT-based techniques to support health behavior change [19]. This meta-analysis presents an overview of techniques used in SDT interventions and could have been used as an analytical matrix. However, we found the techniques in the classification of MBCTs to be more comprehensively described and therefore easier to use in the analysis, with the additional advantage of being derived from an expert consensus.

In our study, participants expressed support for behavior change in the Safe Step program related to 11 of 21 MBCTs. However, unrepresented MBCTs may still be present in the program but were not specifically asked about in the data collection and were therefore not expressed (eg, the noncontrolling and positive language used in the messages sent by the virtual physical therapist). The SDT has been found applicable to the context of physical activity [35], older adult exercise behaviors [40], and eHealth [42]. However, in relation to our fully self-managed digital context, we encountered a few difficulties when using the classification system. To overcome this, we had to interpret some MBCTs to the fully self-managed and digital context of our study, as many of the MBCTs are facilitated by the involvement of a health care professional or social agent. In order to use the classification of MBCTs to enable better comparisons among self-determination–based interventions in the health domain, especially in this digital era, we suggest that the definitions of the MBCTs should be broadened and perhaps also clarified. For example, the ability to see the exercises in video format and the ease of use of the digital exercise program were in our study stated as important to build confidence in performance and support independence. We were unable to classify these techniques used to support actual performance and increase confidence in performing health-related behaviors. Of note, the analysis contributed with a proposal for an additional competence-based MBCT addressing supportive structures for the performance of behavior.

Methodological trustworthiness has been strived for in various ways in the execution and writing of this study [22]. Three data collection methods were used, including self-reported questionnaires, and individual and focus group interviews. The triangulation of data collection methods enabled looking at data from different perspectives. With the addition of individual interviews and comments in the questionnaires, all participants using the Safe Step program in the feasibility study were represented in the data collection. Overall, older adults with different ages, technology experiences, and exercise adherences were represented in both the individual and focus group interviews to capture the diversity of experiences [43]. Unfortunately, in this study, group compositions regarding women and men became uneven in the focus group interviews, which may have influenced the responses. Moreover, we recognize the fact that it would have been valuable to explore the views of participants who discontinued the intervention in order to explore possible frustration of the basic psychological needs. Furthermore, the experiences of those conducting the interviews varied, which resulted in both novice and in-depth follow-up questions. The analysis was continuously discussed and triangulated by the authors who had different methodological and theoretical backgrounds, professional experiences, or insider and outsider perspectives, which strengthened the credibility of the results. To enable assessment of transferability to other study contexts and target groups/populations, we have described the participants, research context, and methods of the study thoroughly, according to recommendations on how to improve transferability in qualitative studies [23]. We have also strived for a rich description of participants’ experiences, with exemplifying quotes.

**Conclusions**

This study demonstrated that older adults using a fully self-managed digital exercise program for fall prevention (the Safe Step program) expressed support for all three basic psychological needs, though autonomy and competence were predominantly supported compared with relatedness. The Safe Step program supported the development of new exercise routines, and the program was found adaptable to one’s own capacities and objectives, and therefore fostered feelings of engagement and ownership in the self-management of exercise. Self-managing fall prevention exercise was found to entail both feelings of freedom and restriction. By using the classification system for MBCTs as an analytical matrix, suggestions for further development of the classification system were made to better suit more digital health interventions. This study proposes to add an MBCT to the classification system that captures support to strengthen a person’s competence in performing an activity or task.
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Abstract

Background: The consideration of health-related quality of life (HRQL) is a hallmark of best practice in HIV care. Information technology offers an opportunity to more closely engage patients with chronic HIV infection in their long-term management and support a focus on HRQL. However, the implementation of patient-reported outcome (PRO) measures, such as HRQL in routine care, is challenged by the need to synthesize data generated by questionnaires, the complexity of collecting data between patient visits, and the integration of results into clinical decision-making processes.

Objective: Our aim is to design and pilot-test a multimedia software platform to overcome these challenges and provide a vehicle to increase focus on HRQL issues in HIV management.

Methods: A multidisciplinary team in France and Australia conducted the study with 120 patients and 16 doctors contributing to the design and development of the software. We used agile development principles, user-centered design, and qualitative research methods to develop and pilot the software platform. We developed a prototype application to determine the acceptability of the software and piloted the final version with 41 Australian and 19 French residents using 2 validated electronic questionnaires, the Depression, Anxiety and Stress Scale-21 Items, and the Patient Reported Outcomes Quality of Life-HIV.

Results: Testing of the prototype demonstrated that patients wanted an application that was intuitive and without excessive instruction, so it felt effortless to use, as well as secure and discreet. Clinicians wanted the PRO data synthesized, presented clearly and succinctly, and clinically actionable. Safety concerns for patients and clinicians included confidentiality, and the potential for breakdown in communication if insufficient user training was not provided. The final product, piloted with patients from both countries, showed that most respondents found the application easy to use and comprehend. The usability testing survey administered found that older Australians had reduced scores for understanding the visual interface ($P=0.004$) and finding the buttons organized ($P=0.02$). Three-fourths of the respondents were concerned with confidentiality ($P=0.007$), and this result was more prevalent in...
participants with higher anxiety and stress scores ($P=0.01$), as measured by the Depression, Anxiety and Stress Scale-21 Items. These statistical associations were not observed in 15 French patients who completed the same questionnaire.

**Conclusions:** Digital applications in health care should be safe and fit for purpose. Our software was acceptable to patients and shows potential to overcome some barriers to the implementation of PROs in routine care. The design of the clinicians’ interface presents a solution to the problem of voluminous data, both synthesizing and providing a snapshot of longitudinal data. The next stage is to conduct a randomized controlled trial to determine whether patients experience increased satisfaction with care and whether doctors perceive that they deliver better clinical care without compromising efficiency.

(J Med Internet Res 2021;23(7):e27861) doi:10.2196/27861
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### Introduction

**Background**

Chronic HIV infection is a complex disease associated with psychosocial morbidity that can affect health-related quality of life (HRQL) detrimentally [1]; however, as clinical management in primary care settings often focuses on physical well-being and the outcomes of antiretroviral therapy [1], psychosocial and other relevant patient-volunteered information may not be engaged in the same clinically systematic manner. Challenges to implementing patient-reported outcome (PRO) measurements in routine care include the synthesis of voluminous data generated by questionnaires regardless of whether they are e-questionnaires or paper based, the complexity of collecting data between patient visits, and the integration of the results into clinical decision-making protocols [2]. There are additional organizational barriers to integrating PRO measurement in real-life settings, in hospitals and at home, but guidance is available [3]; and obstacles have also been recognized in localized settings [4]. As some barriers become surmountable [2], there is an increased impetus in fields, such as HIV and oncology, to use validated measures for the assessment of physical and psychosocial symptoms and quality of life beyond the hospital setting and between patient visits [5-7]. Muessig et al [7] identified opportunities for digital health strategies to be integrated within the HIV Continuum of Care to aid retention. Those concerned with cancer care and trials have taken advantage of the advances in digital communications [8] to configure hospital computer systems and capture PRO data in real time to better reflect the patient experience [9] and facilitate intervention. Kjaer et al [10] described the hospital-based implementation of a web-based tool to facilitate the use of PROs in HIV care. They adapted AmbuFlex [11], a generic web-based program for the collection and synthesis of PRO data, envisaging that this platform could individualize patient care and inform targeted resource allocation, particularly with regard to the frequency of patient medical appointments. In the context of the current COVID-19 pandemic, reducing face-to-face encounters without compromising clinical outcomes is of current interest to both patients and health professionals [12]. However, although digital innovation may offer solutions to problems, new systems must be accepted and regarded as advantageous to patients and worthwhile for providers to implement successfully in clinical practice [13].

**Objectives**

We aim to develop a digital platform to facilitate the use of PROs in the context of chronic HIV infection. We believe that the meaningful engagement of health providers and patients, as equal stakeholders, will create a bidirectional incentive to use PRO software whereby “a common patient-centered frame of reference” [3] supports therapeutic communication and patient autonomy. Therefore, the digital communication package that we designed should reflect stakeholders’ collective and differing requirements. We opted to use an iterative development process of agile design and qualitative research methods [14-16], in contrast with earlier approaches to software design that, in targeting potential users, tended to focus on technological capacity and maximum specification.

We envisaged the software to support the following communication process: patients would input information at home or in the clinic before their appointments using their own devices. The software then transmits the information to the medical practice software through a secure portal. Using a custom interface, doctors could review concise data from an automated, preprocessed synthesis of patient self-reports during patient consultation. The longitudinal information displayed graphically provides clinicians with trends over time. We set the following objectives: (1) to design a web-based application compatible with mobile and desktop, (2) to assess comprehension of the platform, and perceived benefits, (3) to assess the usability of the designed product, and (4) to conduct a pilot study using PRO instruments integrated into the platform. Our interdisciplinary Australian and French teams included medical, psychology, information technology (IT), and digital communications experts, and the study was conducted in both countries with the teams holding regular teleconferences over the course of the study.

**Methods**

**Study Design**

The study was observational and iterative, with each activity informing the next. In stage 1, we created and tested a demonstration prototype or wireframe and assessed patient and clinician users’ comprehension of the rationale behind the software. We then refined the design further, loaded the software with two validated PRO instruments, the Depression, Anxiety and Stress Scale (DASS-21) [17] and the Patient Reported
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Outcomes Quality of Life-HIV (PROQOL-HIV) HRQL instrument specific for HIV [18]; in stage 2, we initiated a pilot study. The project was conducted between December 2015 and May 2017, and the Murdoch University Human Research Ethics Committee (2015/228) and the French Ethics Committee Ile de France IV–Institutional Review Board 00003835 (2016/44NI) approved the study. The research was conducted in 3 hospitals in France and 2 specialist HIV practices in Western Australia (WA). Members of the research team with fluency in both languages carried out translations when necessary.

Participants

Participants were a sample of convenience and were eligible for the study if they were at least 18 years old and able to provide informed consent. All patients had been diagnosed with HIV infection and presented with a wide range of clinical and sociodemographic characteristics. Clinicians were trained either in infectious diseases or immunology, or were general practitioners with training in HIV medicine. Participants in stage 1 included patients with chronic HIV infection (Australian=4, French=36) and clinicians (Australian=4, French=12); those in stage 2 were patients (Australian=41, French=39) recruited from 3 hospitals in Paris and 2 community-based HIV specialist centers in WA. In addition, colleagues with various professional backgrounds, including clinicians, from within the 2 research organizations were asked to carry out the initial user testing of a basic prototype (stage 1).

Data Analysis

An interview guide was developed collaboratively. One-on-one face-to-face interviews, up to 45 minutes in length, were conducted in the study hospitals in France and at specialist practices in Australia. The interviews were recorded and transcribed. The transcripts were imported to NVivo 12 (QSR International Pty Ltd.) and analyzed independently by a male master’s student, a female PhD student, and their PhD supervisors (SH, MD). An inductive thematic approach [19], informed by field data, was used to analyze the interview data. We coded text from the interviews to common themes and continued until the data were considered saturated [20].

Questionnaire data from the pilot study were exported and encrypted from the web application to the data capture program REDCap (Research Electronic Data Capture) [21] and subsequently downloaded into the software package R for quantitative analysis [22]. This included the derivation of descriptive summaries and the application of linear or logistic regression to explore associations with aspects of usability. Demographic information is presented as percentages or means, as appropriate.

Stage 1: Design and Testing of the Initial Prototype

To approach the design of the software, we implemented a user-centered design [23] and agile development principles [14,15] that promote adaptive planning, evolutionary development, early delivery, and continuous improvement. This methodology provided increased transparency during the development phase through continuous feedback and flexibility when changes in direction were required. Our agile approach was informed by narratives, and as such, we educated the team on the lived patient experience of people affected by HIV by writing fictional personas informed by previous qualitative research [1].

The prototype consisted of basic functions, representing a minimum viable product. The architecture (Figure 1) comprises a web application that allowed qualitative instruments to be configured and patient accounts to be created. The instruments can then be deployed to client software applications that run on either mobile or desktop platforms and allow patients to provide responses to questionnaires. The client then submits the patient’s response data via a secure channel back to the web application, where it is stored in a database. The doctors’ interface was accessed through a web browser. This allows doctors and clinicians to access processed graphical reports of the scored patient responses to a PRO, identify longitudinal trends, and promote discussion with the patient. Finally, data export functionality allows the web application to export data in suitable formats for import into clinical patient management software. This architecture was implemented as a first pass to provide a minimum viable product for the initial testing.

We invited 20 colleagues, including clinicians, from both teams to use and comment on the software, which was configured with 10 testing items comprising questions and response categories. A member of the research team observed and recorded the users’ verbal responses as they navigated the application and administered a short questionnaire. The data were collated as first round, in-house user testing to improve the usability of the prototype.

Figure 1. Diagram of communication between platforms.
Acceptability of the Concept

Contemporaneously, we conducted 12 semidirected interviews of French patients to establish patients’ perceptions on using health care–related software and the difference eHealth might make to their care. Other questions were related to the current style of communication between patients and clinicians and their experiences with electronic devices and mobile health (mHealth) apps.

Testing of the Prototype

The second round of user testing, comprising 44 semidirected interviews, took place in 3 Paris hospitals and 1 community-based clinic in WA. An interview guide was developed. In the first part of the interview, researchers described the purpose of the application and asked the patients (n=28) and doctors (n=16) about their computer usage habits and capabilities and their views on perceived benefits or harms of the software. They were then given an opportunity to view the application, and their reactions were noted [24]. Through this before-and-after approach, we were able to identify discrepancies between participants’ expectations of the software and subsequent user experience.

Graphic Design

Informed by the fictional personae and predesign interviews, mood boards were created for colors, icons, and text (Multimedia Appendix 1). The initial design was for mobile devices such as smartphones, with the small screen presenting the greater design challenge regarding functionality. However, on a larger screen, there was no loss of function or esthetics (Figure 2). We used the composite data, empirical observations, previous research, and preliminary in-house user testing to create user stories, with short statements representing user requirements in French and English, which justified new features (Textbox 1). Each user story was coded to track the origin of the story from patient interview or empirical data (eg, “As a <stakeholder type> I want <some feature> so that <some benefit>”). Expressed in this way, it made the features easier to talk about and remember who they were for and to prioritize feature development. The stakeholders were patients, clinicians, researchers, and developers. The list of user stories informed a user story “backlog”—like a waiting room, ready to inform sprints that denoted a period of software development.

Figure 2. App design.

Textbox 1. User stories and sample quotes.

Sample Quotes

• “As a patient, I want to be in control of my data, and know it is secure and private, so that I can feel comfortable providing it.”
• “As a patient, I want this software available on the types of device(s) I own, so that it is accessible to me.”
• “As a patient, I want clean, distraction free interaction with appropriate detail for fine control, so that my data are precise.”
• “As a patient, I want to use the software intuitively, without excessive instruction, so that it feels easy and effortless.”
• “As a patient, I want a personalized experience, so that it does not feel like filling out a form.”
• “As a doctor, I want clear and succinct results that inform a consultation, so that I do not get overwhelmed.”
• “As a doctor, I want unbiased results from the digital instruments, so that the patient reported outcomes are accurate.”

Design of the Clinician Interface

In Australia, we interviewed 4 doctors, comprising 2 men and 2 women; 3 were from HIV specialist practices and 1 was hospital-based. We interviewed them before and after showing them the clinician interface (wireframe). The doctors were asked to envisage the utility of the software for measurement of HRQL and, informed by this feedback, the graphic artist refined the design of the interface (Figure 2).
Stage 2: Pilot Studies in Australia and France

Australia
We recruited 41 Australians who were undergoing treatment for HIV infection from 2 high-case load community practices by the research nurse. After receiving minimal instruction and choosing a device (ie, desktop, laptop, tablet, or smartphone), they created an account and accessed the platform. Several participants preferred to use the software in their homes after phone contact with the researcher, but most accessed it in the clinic. The platform was configured using 4 questionnaires, including the 2 validated instruments: DASS-21 [17] and PROQOL-HIV [18,23]. The results of the 2 PROs are reported in this manuscript. Participants verbalized their experience while navigating the software to enable the researcher to note their observations, and they were instructed to record true responses. Participants also completed a usability questionnaire, and the researcher ranked the frequency of repetitive (similar) comments and provided a report to the developer.

France
The implementation of the pilot in France was similar to that in Australia. Participants included 39 outpatients from 2 centers, comprising 20 from the Paris area hospital, Kremlin Bicetre, and 19 in Saint Nazare, a regional hospital. Before the consultation, a research assistant introduced the study, and patients completed the questionnaires using a tablet or computer before consulting the doctor. Comments from this observation process and from participants were noted and synthesized.

Results

Stage 1: Design and Testing of the Initial Prototype

Sociodemographic Data
The sociodemographic background of the patient participants in France and Australia included in the study were different. The participants in Australia were predominantly White men, whereas 42% (10/24) of the participants in France were women, and in general, were more culturally and linguistically diverse, with 67% (16/24) from the African continent. All participants completed at least secondary level education.

Acceptability of the Concept: Patients’ Perspectives of Using Digital Health Technology

French Participants
Semidirected interviews were conducted with 24 patients in France, of which 92% (22/24) owned a computer, a third used a tablet, and half possessed smartphones. These interviews included 12 participants who had not seen the application and an additional 12 who reviewed the application after a demonstration using the wireframes to explain the features, by the researcher.

The use of mHealth and digital information sources among these respondents consisted mainly of fitness trackers, government services, and HIV information or news sites. Discussions included the concept of using mHealth devices to communicate HRQL issues with their doctors. Although 75% (18/24) of patients foresaw advantages to the application as described to them, the other 25% (6/24) could not see the point of using technology in place of face-to-face communication. Some respondents liked the idea of being able to contact their doctors directly, especially in an emergency, and 17% (4/24) did this through email. Others saw opportunities for the application to act as a reminder, thus focusing the consultation on the topics important to them. For example, one patient stated, “Sometimes when we meet, we do not remember what we wanted to say.” Another respondent thought it would strengthen engagement between doctor and patient:

In the health domein it will be a good tool...will bring patients closer to their doctors, it’s great...

However, for some participants, an mHealth evaluation of quality of life was not of particular value. One participant stated the following:

I do not see any utility, I am already followed, I have already been HIV positive for several years and I do the things (sic) well, it is well controlled. I have an appointment every six months. During the six months I do not see any usefulness of an application.

Some patients thought that the volume of data generated would overload their doctors and reduce the consultation time available for personal conversation. With regard to confidentiality, one patient described himself as “suspicious” of “these types of things.” An overriding concern for 45% (11/24) of French participants, particularly those with migrant backgrounds, was data security and confidentiality. One participant stated as follows:

You do not know to whom you can share all your life, you spread all your life like that; after you do not know who can recover this... all that is not necessarily good.

The concern was that their information would be used in newspapers, and they would be identified and exposed to stigma and discrimination, or that information would be revealed if devices were lost. Our conclusion from this round of testing was that patients’ acceptance of a potential digital health care communication pathway in France was low.

Australian Participants
In Australia, 4 in-depth interviews were conducted. The comments of the participants before being shown the prototype application were similar to those of the French participants but reflected more optimism about eHealth services and less concern about confidentiality. In contrast to French participants, Australian participants used the prototype application and progressed through a series of questions drawn from the HRQL questionnaire. The screen design was minimal, showing one question per screen, and was accompanied by a peaceful soundtrack. The participants’ feedback after using the software was largely positive, and participants envisaged that doctors would have a better picture of their patients’ current health state if the information derived from the HRQL instrument was actively engaged with during the consultation; here, the caveat was how the general practitioner interpreted the patient information. There was a perception that digital communication in health was inevitable with one patient stating as follows:
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I think it is good... The whole world works on technology, so the medical system may as well.

Another patient foresaw benefits to discourse within a prescribed timeframe: “It would be good for the software to be able to let me answer at my home at my own pace and [information] would be shared with my doctor.” However, one patient commented as follows:

OK, so you can get a prompt current reply with the technology, you don’t have to make an appointment to see a doctor; you can get it via technology.

The patient perceived this as a disadvantage that would potentially complicate his care, but the comment also suggested that the patient envisaged an electronic response from the doctor, rather than unidirectional communication, which was used to enhance face-to-face communication. Another patient considered his future clinical care:

I think for me, because I’m young and I don’t have a lot of effects from it [HIV] yet. I guess as I get older, I’m probably going to have more effects, so it’s able to keep a really good record of the effects on me, and the doctors always having that record, because it’s technology-based, it’s never going to go missing.

In contrast to French participants, concern about confidentiality among Australian participants was low. However, one participant would not complete the sensitive information on a portable device when the screen was visible to others. Vulnerability to hacking was also a concern, with a participant stating as follows:

It’s not so much you using the data or me giving the data to you... but if you’re ever hacked.

However, another participant said as follows:

No, I am not worried. I think confidentiality, like all software, is the same as on paper. You know if anyone wants to get into your documentation they need your passwords or something like that, so, it’s capable of doing that nowadays, if you’re doing banking and everything...

Design and Usability

The Australian group provided further detailed feedback about the design and usability of the software, commenting on the mouse versus touch screen and the navigation icons and their likes and dislikes. Consequently, the developer improved the product, removed the soundtrack, and added a privacy statement concerning the level of data encryption provided in the application.

Clinicians’ Perspectives: France and Australia

We deduced from our interviews with clinicians (12 in France and 4 in Australia) that three key design features were important. First, the PRO instrument chosen should be valid and disease specific. Second, it could be used to record and monitor outcomes of interventions and the impacts of the disease process. Finally, the application should be frictionless and integrated with the flow of communication between patient and clinician, as well as with other programs used simultaneously, which may require screen switching.

Younger clinicians had a more positive view of the potential use of mHealth applications than their older colleagues, and they valued digital clinical support software (eg, for prescribing medications). One doctor actively promoted mHealth apps to his patients for self-monitoring and motivational feedback. They also expressed interest in programs to increase retention and continuity of care, thus agreeing with the patient participants’ views on the application. One doctor said the following:

The benefit is certain...Because HIV patients are particular, [HIV] always has an impact on their lives, whether it is social or quality of life.

The 4 Australian doctors envisaged how it might be useful for chronic HIV management, as managed by nurses. They recognized the potential for integrating features to support the monitoring of treatment adherence and healthy lifestyle assessments (eg, drug and alcohol use).

Overwhelmed With Information

In general, doctors were concerned about information overload, with numerous complex concerns becoming difficult to address in the consultation time available. One doctor said, “...the data (for PROs) may be too complex for the average practitioner to interpret” and that, “an amateur assessment of exercise, for example, may not be better than no assessment of exercise.”

This clinician articulated that “doctors feel like they need to fix things,” implying that PROs might present them with information that could not be adequately actioned, leading to an unsatisfactory outcome for the patient. Another doctor said as follows:

It [the software] has to provide me with a reasonable summary of what is going on without taking 15 minutes to digest it. Otherwise, it just gets too much, does it provide value?...and people will not get through their work, and they will just ignore it.

French hospital-based doctors stressed that the time available within their consultations to review HRQL via a software application was extremely limited. In primary care, doctors tend to work within purpose-built IT systems for general practice. These programs often contain short questionnaires, such as an alcohol assessment; however, in hospitals, there is a pressing need for an integrated system of IT programs. One doctor stated as follows:

...there are a lot of applications that are not integrated... and you have to open up 5 different screens to access 5 different aspects of their (patients) care.

After seeing a representation of the doctors’ interface, the 3 primary care clinicians noted the utility of having patient-reported HRQL synthesized and particular items flagged for attention, thus saving time and facilitating what one doctor described as “a better structure to the consultation.” One doctor noted that the software could benefit patients with memory problems.
**Patient Safety**

One of the hospital-based clinicians was less convinced of the value of the software for individual patient care because patients’ queries are triaged by nurses, whereas in the primary care setting, communication is largely within the consultation and triaged by the doctor. Consequently, one doctor said, “it is very important for the patients not to consider that by pressing ‘send’ they are directly communicating urgently to the doctor.” Clinicians placed emphasis on the need to manage patient expectations and the necessity for clinician training to use and interpret PRO data, so that it can be actioned appropriately.

**Confidentiality**

In France, doctors were more likely to address the issue of data security rather than patient confidentiality. They considered absolute security as a critical element of the application. Doctors mentioned several potential risks related to the use of such an application, namely data storage on mobile devices, data submission via the internet, and data security in hospital servers.

**Clinicians’ Interface**

The clinicians’ interface (Figure 3) addresses concerns about the volume of granular information generated by PRO instruments. We used the HRQL questionnaire to illustrate the function of the display for PRO data. Briefly, the items displayed on the screen are color-coded to each response (rarely, sometimes, always, etc), with the color red indicating patient concern to emphasize the report as patient-driven. Accordingly, a sidebar checkbox allows the doctor to indicate that a discussion has taken place. Sections pertaining to physical, emotional, and social health dimensions are displayed as graphs to enable the visualization of changes in health dimension scores over time.

![Clinicians' interface](http://domain.com)

**Stage 2: Results of the Pilot Studies in Australia and France**

Table 1 shows the characteristics of patient participants in the pilot study. The average age of Australian patients was 57 years and 90% (37/41) were men, and HIV transmission was largely sexual reflecting the demographic of the Australian HIV epidemic [26]. The results of the usability testing (Table 2) showed that 98% (40/41) of the participants found the application easy to use, and 61% (25/41) comprehended it quickly. We also observed that older age was associated with reduced scores for understanding the visual interface (P=.004) and finding the buttons organized (P=.02). Furthermore, 24% (10/41) of respondents were concerned with confidentiality, and this result was more prevalent in participants with higher anxiety and stress scores, as measured by the DASS inventory (P=.007 and P=.01, respectively).

The French pilot patient participants’ median age was 53 years; they were mostly men and more often single. Usability testing was completed by 19 participants. The results were similar to that of Australian participants regarding ease of use and quick comprehension; however, the French participants were more concerned about confidentiality (9/19, 47%) than the Australian participants. However, for the 15 patients who completed the usability questionnaire and the DASS, the correlation between confidentiality and anxiety and stress scores measured by the DASS inventory was not significant (r=0.37; P=.17). The association between older Australians and concern about the organization and function of the application was not tested in the French participants because most French participants had
assigned a maximum score to those items, creating a ceiling effect.

The commentary received from the French patients was largely positive for all aspects of the application design. Overall, patients reported being glad to identify topics that they would not usually or spontaneously discuss with their clinician, and this opportunity could incentivize them to use the application over a longer period. A concern was raised that standardization via the use of questionnaires may threaten individualized care and not take into consideration individual circumstances. For doctors, an annoyance was the necessity to open another software application on their screen, in addition to the patient record.

Table 1. Characteristics of patients in the pilot study (N=80).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Australian patients</th>
<th>French patients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total, n (%)</td>
<td>Value</td>
</tr>
<tr>
<td>Demographics, median (range)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>58 (50-64)</td>
<td>39 (49)</td>
</tr>
<tr>
<td>Duration HIV (months)</td>
<td>228 (153-312)</td>
<td>36 (45)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (90)</td>
<td>29 (81)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (10)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>33 (87)</td>
<td>27 (75)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (10)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>African</td>
<td>0 (0)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>Latinx</td>
<td>36 (45)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Mode of transmission, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSMa</td>
<td>27 (82)</td>
<td>22 (61)</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>6 (18)</td>
<td>14 (39)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>23 (56)</td>
<td>12 (63)</td>
</tr>
<tr>
<td>Not employed</td>
<td>18 (44)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>CD4 T cells, median (range)</td>
<td>703 (458-946)</td>
<td>36 (45)</td>
</tr>
<tr>
<td>HIV viral load, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;20 copies/ml</td>
<td>31 (39)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>&lt;20 copies/ml</td>
<td>31 (39)</td>
<td>31 (100)</td>
</tr>
<tr>
<td>HBV-HCV coinfection, n (%)</td>
<td>31 (39)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aMSM: men who have sex with men.

bN/A: Not applicable.
Table 2. Pilot study usability testing\(^a\) (N=60).

<table>
<thead>
<tr>
<th>Response</th>
<th>Australian (n=41), n (%)</th>
<th>French (n=19), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to use</td>
<td>40 (98)</td>
<td>18 (95)</td>
</tr>
<tr>
<td>I would need support to use it</td>
<td>0 (0)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>I would use it again</td>
<td>41 (100)</td>
<td>16 (84)</td>
</tr>
<tr>
<td>Had a clear, clean design</td>
<td>40 (98)</td>
<td>18 (95)</td>
</tr>
<tr>
<td>Required minimum screen changes</td>
<td>41 (100)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>I found it easy and quick to comprehend</td>
<td>25 (61)</td>
<td>18 (95)</td>
</tr>
<tr>
<td>The instructions were clear and unambiguous</td>
<td>37 (90)</td>
<td>17 (90)</td>
</tr>
<tr>
<td>The buttons organized and easy to find</td>
<td>35 (85)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>I understood the function</td>
<td>28 (68)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>I found it easy to navigate</td>
<td>40 (98)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>The size, style, and font were appropriate</td>
<td>39 (95)</td>
<td>N/A</td>
</tr>
<tr>
<td>It was a pleasant experience</td>
<td>38 (93)</td>
<td>17 (90)</td>
</tr>
<tr>
<td>I found it intuitive to use</td>
<td>31 (76)</td>
<td>15 (79)</td>
</tr>
<tr>
<td>I was concerned about confidentiality</td>
<td>10 (24)</td>
<td>9 (47)</td>
</tr>
</tbody>
</table>

\(^a\)Pilot test was carried out in a primary health care setting (Australia) and a hospital-based setting (France).

\(^b\)Responses to the questionnaire item “The application was judged to be.”

\(^c\)N/A: Not applicable (two items were not asked of French participants).

Discussion

Principal Findings

We designed and tested a software application enabling the transfer of PRO from a user’s device to a clinician’s electronic patient management system through a secure portal. A key capability is the display of synthesized data with the potential to focus patient and doctor discourse on patient-driven information; the data are measurable and can be mapped against the implementation of interventions (ie, action points). The design permits the prioritization of actions between visits, further supporting patient preference, and the use of validated instruments could accommodate concerns about the consistency and reliability of repeated PRO results. As the software is configurable, validated PRO instruments can be selected based on clinical requirements (eg, a questionnaire for monitoring side effects or adherence to a new medication). The use of ePRO measures is becoming commonplace and acceptable with some caveats [27]. Our methods enabled us to integrate users’ opinions on the application design and increase the validity of the product [28] and its visual appeal. The design is a combination of function and form, as it is esthetically pleasing. However, by taking a minimal approach to the software design, we maximized the potential of the product to meet the needs of the end user and prevent “overspecification.” Although we found that older age was associated with reduced scores for some aspects of usability, none of the patients in the pilot study indicated that they would need support to use the application again.

Data from the predesign phase indicated interest in enhanced patient-doctor communication, supported by mHealth strategies, although a few patients considered it unnecessary. Hitherto, most participants had only thought of mHealth in terms of health monitoring and fitness applications. There was initial confusion regarding what form the flow of information would take and what feedback, if any, they would receive from their doctors. The French patients considered feedback important and expected results or a score. The Australian patients were more concerned about how the doctor would use this information and whether it would improve their care in the long term. In general, participants envisaged an efficiency gain for themselves, and the doctors, if the volume of data transmitted was not overwhelming. The idea of entering data at home in preparation for their medical consult fits with their practice of a preappointment blood test, whereby the results would be ready for discussion on arrival. In both countries, electronic transmission of laboratory results to medical practice software and linkage with the patient’s file is common. Confidentiality and data security were major concerns among French patients, particularly migrants, and doctors. Such concerns were less striking among Australian interviewees who had confidence in data protection processes. However, the results of the Australian pilot study revealed that participants with high stress and anxiety scores as measured by the DASS tended to worry about confidentiality when entering their own health information in actuality, as opposed to a hypothetical situation, and this was true of the French participants as well. Evidence also showed that participants perceived greater privacy in using the application on a computer in their own home, in contrast to using the application on a mobile device in public. Notwithstanding, people with stigmatized illnesses are significantly more likely to use the internet to communicate with clinicians [29].
Strengths and Limitations of the Study

We conducted our study in a primary care context in Australia and a hospital-based setting in France. Although this is a strength in the context of product development, it has implications for the design of randomized controlled trials and the subsequent implementation of PRO measures in clinical care [30,31]. We tested our software in the context of HIV care, but we believe our findings are equally useful for other chronic illnesses. Both countries offer free universal health care; however, in Australia, primary care is free for service and government rebates rarely cover the cost of a consultation, which varies according to length. Public hospital care is free, but clinics are busy and there is an incentive for shorter consultations. The use of eHealth software to support the integration of PRO could reduce the number of doctor visits, as reported by Kjaer et al [10] without compromising patient care. In addition, for web-based platforms used in health settings and within most practice, software has the ability to import data from other programs via interoperable formats such as XML. We achieved this using REDCap as a proxy for practice software. This served as a good test case for import and export functionalities, and the software was designed so that developing and plugging export adaptors for specific and proprietary clinical software packages is possible.

Our software was tested in a research environment, and although the esthetics were carefully considered to make it pleasurable to use, we do not know if patients will experience software fatigue over time, as is evidenced by the large number of mobile apps that have been designed [32]. However, we believe that a design that facilitates an experience that feels personal, in contrast with a well-constructed but impersonal form, will influence a patient’s perception of the quality of care they receive in the absence of direct contact; this will be advantageous for people living in rural and remote settings. Our participants were largely computer literate, which may affect the generalizability of the product suitability for other demographic groups. In addition, some might express concern that variation in the mode of delivery might affect responses; however, research has found that when sampling protocols are followed, data equivalence can be achieved, although this research came with caveats [33]. The doctors also showed interest in using the software; however, further work will be necessary, as well as education and training on the utility of PRO data per se for patient care, as has been flagged by others [27,34]. A systematic review of mHealth adoption by Gagnon et al [35] found that utility and ease of use were two of the most important factors influencing uptake by health care professionals, and more recent reviews [30] reported organizational factors that must be considered. However, these factors vary according to the context.

Conclusions

We recognize that to be an effective tool and to provide clear value, the therapeutic benefit of using this application needs to be evident to doctors and patients [16]. This could be considered both a strength and a weakness of our design; however, the concept of the therapeutic relationship between clinician and patient underpins our design. For example, interaction with the doctor during the consultation could motivate the patient to input PRO data at home in preparation for the next visit, and equally, the clinical return achieved will motivate the doctor to use the software repeatedly. We also see the potential for the integration of a range of PRO instruments in a single platform, not only confined to the management of HIV infection, including, for example, side-effect questionnaires. These could help quantify the qualitative impacts of pharmaceutical interventions in tandem with medication adherence between visits. To establish the utility of this application, we envisage that a randomized controlled trial design, informed by an implementation strategy and coupled with a qualitative analysis evaluating the software over an extended period, will be necessary.
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Abstract

Background: Digital interventions, such as websites and smartphone apps, can be effective in treating drug use disorders (DUDs). However, their implementation in primary care is hindered, in part, by a lack of knowledge on how patients might like these treatments delivered to them.

Objective: This study aims to increase the understanding of how patients with DUDs prefer to receive app-based treatments to inform the implementation of these treatments in primary care.

Methods: The methods of user-centered design were combined with qualitative research methods to inform the design of workflows for offering app-based treatments in primary care. Adult patients (n=14) with past-year cannabis, stimulant, or opioid use disorder from 5 primary care clinics of Kaiser Permanente Washington in the Seattle area participated in this study. Semistructured interviews were recorded, transcribed, and analyzed using qualitative template analysis. The coding scheme included deductive codes based on interview topics, which primarily focused on workflow design. Inductive codes emerged from the data.

Results: Participants wanted to learn about apps during visits where drug use was discussed and felt that app-related conversations should be incorporated into the existing care whenever possible, as opposed to creating new health care visits to facilitate the use of the app. Nearly all participants preferred receiving clinician support for using apps over using them without support. They desired a trusting, supportive relationship with a clinician who could guide them as they used the app. Participants wanted follow-up support via phone calls or secure messaging because these modes of communication were perceived as a convenient and low burden (eg, no copays or appointment travel).

Conclusions: A user-centered implementation of treatment apps for DUDs in primary care will require health systems to design workflows that account for patients’ needs for structure, support in and outside of visits, and desire for convenience.

(J Med Internet Res 2021;23(7):e25866) doi:10.2196/25866
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Introduction

Background
Drug use disorders (DUDs) are prevalent and deadly worldwide [1,2]. Addiction epidemics are worsening—in 2018, 184 people a day died from drug overdose in the US, and the number of fatal-and nonfatal overdoses increased in 2020 [3,4]. However, most people with DUDs do not receive treatment [5,6]. Experts recommend that treatments for DUD should be implemented in primary care to reduce this treatment gap [7-11].

Digital treatments, such as smartphone or tablet app or websites, have been touted as a means to reach more people with effective DUD treatments [12,13]. One way to classify digital treatments is to place them on a spectrum ranging from apps that are used as self-care without the help of a clinician to apps that are fully incorporated into patients’ health care and guided by a clinician [14]. Several clinician-guided treatments for alcohol or drugs are supported by the evidence of efficacy or effectiveness [15-17]. For instance, two platforms—the Therapeutic Educational System and CBT4CBT—deliver cognitive behavioral treatment through web-based modules [15,18]. Both were initially designed by researchers to augment standard care for substance use disorder and have since been marketed to health care systems in the form of apps or websites with patient-facing and clinician-facing features [19,20].

Despite the promise of digital treatments, there is a lack of knowledge about how to optimally integrate them into routine primary care. In trials of digital treatments, including those for DUD and other health conditions, patients often fail to engage with the software, leading to null results [21,22] and failed real-world clinical trials [23]. Without adequate support to enhance motivation to engage with apps, patients prematurely stop using apps or use them rarely, thereby decreasing efficacy [21,22,24-26]. This poses design and implementation problems in primary care. Evidence suggests that patients can benefit from digital treatments if they receive extensive coaching and help to use them. In contrast, the time of patients and clinical teams is limited and filled with competing demands [27-29]. Therefore, the integration of apps into health care will need to balance patients’ desires and needs with these constraints.

Objectives
To incorporate patient voices into the design of approaches for offering apps for DUDs in primary care, this study combined user-centered design methods [30] with qualitative research methods. Drawing from the medical informatics literature, work systems models are often used to guide the design of clinical workflows [31-33]. Central to the concept of work systems’ models are actions, people, and tools that can assist patients and health care teams in embracing health care technologies. We applied these concepts to understand patient preferences on how to introduce DUD treatment apps to patients, assist them with the app setup, and offer appropriate follow-up over time. Consistent with the principles of user-centered design [30], this study served as the first within a series of implementation science studies that will iteratively design and test the effectiveness of approaches for implementing digital treatments for DUDs in real-world health care settings.

Methods

Study Setting
Study participants were recruited from 5 primary care clinics of Kaiser Permanente Washington, a regional integrated health care system, in Seattle area. All clinics employed licensed independent clinical social workers with some training in DUD interventions, and several clinics had primary care providers (PCPs) who prescribed buprenorphine. Consultative addiction psychiatry was available in the health system. Specialist addiction treatment programs were available through an external care network that was contracted by the health system [34].

Eligibility Criteria
The main eligibility criteria, assessed by phone screening, were smartphone use to ensure a basic familiarity with these devices [35] along with the presence of a past-year cannabis, stimulant, or opioid use disorder based on the Mini International Neuropsychiatric Interview for the Diagnostic and Statistical Manual of Mental Disorders—Fifth Edition [36,37]. During our accrual period, we revised the eligibility criteria to also include patients without a past-year opioid use disorder based on Diagnostic and Statistical Manual of Mental Disorders—Fifth Edition if they had been prescribed buprenorphine formulations used to treat opioid use disorder [38].

Participant Identification and Recruitment
Between July 2018 and December 2018, we queried electronic health records to identify patients aged 18 years or more with a recent primary care visit, who had screened positive for cannabis or other drugs [39-42] or had a documented DUD diagnosis. The study staff mailed invitations with a preincentive of US $2 to 101 potentially eligible patients [43,44]. We phoned 77 of these patients for eligibility screening while providing a US $10 incentive for those who completed phone screening, regardless of eligibility. Multimedia Appendix 1 presents a participant recruitment flow diagram noting the reasons for exclusion. We used purposeful sampling [45] to promote sample diversity by race, gender, age, substance type (opioid, cannabis, stimulant), and prior DUD treatment or mutual support program attendance [46].

Sample
The study’s initial recruitment goals were based on pragmatic and empirical criteria. We sought to capture a sufficient diversity of patient perspectives to inform the initial implementation of digital treatments in a primary care practice that could then be iteratively adjusted during implementation within a health care system. We targeted a minimum of 12 participants [47] and stopped recruitment at 14 while monitoring saturation during the analysis [48]. Among the 14 participants, 6 had opioid use disorder or were taking buprenorphine, 9 had cannabis use disorder, and 4 had stimulant use disorder (participant details in Multimedia Appendix 1).

Semistructured Interviews
The interview guide was designed to elicit preferences regarding workflow design among candidate approaches for offering and supporting the delivery of app-based DUD treatments. The
interviews utilized user-centered design tools, including personas and storyboards. Personas depicted a visual user profile to show participants an example of a person who might be a typical user of an app [49]. We developed three personas—one each for stimulants, opioids, and cannabis—that depicted a hypothetical patient with several DUD symptoms who was interested in learning about options for help (Multimedia Appendix 1). We presented one persona per participant. We also used storyboards [50], which used illustrated panels to show core features of candidate workflow designs.

The storyboards showed alternative scenarios to support patients’ app use. Scenarios fit into three workflow phases: (1) introducing the app to patients and helping them learn about it (Introduction); (2) setting up patients interested in using the app with the treatment (Setup); and (3) following up with patients who agree to use the app to promote engagement and execute a care plan that includes the app (Follow-up). There were 3 to 4 candidate scenarios as options for each workflow phase (Figure 1; complete storyboards are presented in Multimedia Appendix 1, which includes detailed information about the storyboard design process and rationale behind each scenario). Scenarios varied in whether interactions were done virtually or in person, how much help the patient received, which team members were involved, and other aspects of communication and workflow. Interviewers read aloud all scenarios within a phase, asked participants to rank scenarios according to their preferences, and probed for additional information.

**Figure 1.** Scenarios depicting potential introduction (learning about the app), setup (getting started with the app), and follow-up (getting follow-up while using the app) phases for a drug use disorder treatment app. The boxes denote the overall workflow most preferred by participants. PCP: primary care provider.

Study interview materials were informed by domains of work systems models (eg, workflow actions or tasks, individuals or people, and tools that facilitate work) [33], implementation science frameworks (eg, the extent of support and how to guide patients) [14], and prior digital treatment studies (eg, privacy issues and concerns regarding the use of electronic self-reported data) [22,51-53]. The guide also drew from theory and literature on patient treatment engagement and health services design in primary care [21,22,52-63]. Clinical leaders and clinicians from Kaiser Permanente and a safety net health clinic provided input to the materials. Although not analyzed in this study, the interviews asked about background experiences (eg, app use; Multimedia Appendix 1 contains an interview guide summary). Interviews were conducted in person and digitally recorded and professionally transcribed. Interviews lasted for an average of 87 minutes, including informed consent.
screenings. A waiver of informed consent was obtained for the identification of potential participants using electronic health records.

**Data Analysis**

For qualitative analysis, we imported transcripts into Dedoose v7.0.23 (SocioCultural Research Consultants) [64]. We applied template analyses to qualitatively code excerpts of text [65], which used a combination of inductive and deductive approaches. A priori codes were based on the interview guide topics. Codebook definitions were informed posthoc by the Workflow Elements Model [31,32] constructs to help in classifying participant preferences regarding the physical or virtual actions that need to be performed, the people (eg, clinicians) who need to perform the actions, and the physical and virtual tools used to promote app delivery and use. For the first 5 transcripts, 2 study team members coded them, a third study team member reconciled them, and the team discussed achieving consensus in the form of a codebook. To further increase rigor, we kept memos and an audit trail of code revisions [66,67]. The remaining transcripts were split among team members for coding, and the principal investigator (PI; JEG) reconciled them. The lead analyst (TEM) examined the fully coded data for patterns within the coding hierarchy and preliminary themes that occurred across codes, regularly meeting with the PI to review results. In several meetings, the PI and lead analyst used affinity mapping, a user-centered design activity that helps in clustering similar ideas or concepts together [68] to further refine the themes. The themes were discussed with other team members before they were finalized.

**Availability of Data and Materials**

The interview materials are provided in Multimedia Appendix 1. Additional interview materials are available from the first author upon reasonable request.

**Results**

**Preferences Regarding Workflow Actions**

This section presents patient preferences regarding the actions performed while facilitating a DUD treatment app, by each workflow stage.

**Introduction Stage: Learning About the Treatment App**

Nearly all participants preferred to learn about app-based treatment options during an in-person primary care visit where drug use was already being discussed. Participants generally did not want to learn about an app during an unexpected cold call with a clinician they had not met. Cold calls in relation to drug use would feel intrusive, potentially awkward, and embarrassing. Participants who were open to receiving a phone call to learn about an app said they would at least need to know about the phone call in advance. Only 2 participants were involved secure messages, but they liked the idea of receiving messages in addition to phone calls.

**Setup Stage: Getting Started With the App**

Most participants preferred in-person assistance to help them get started with the app once they decided to use it. However, several others wanted to receive this help over the phone to reduce the amount of time spent at their visit or to avoid returning for a visit. For these participants, the phone setup was “the best of both worlds.” One participant said as follows:

> number one is like, we agree that [persona name] will schedule an in-person appointment. In my case I’m very reluctant to do stuff like that, so okay, extra work for me--awesome, thanks. This one [solo setup scenario] is like all on my own, no support. So this one [phone setup scenario] I feel like is the best of both worlds. [P3, participant with cannabis use disorder]

Still, some thought that scheduling phone appointments would be a chore. Few preferred to set up the app without help; these participants noted that setting up the app on their own would save time.

**Follow-up Stage: Getting Support Over Time for Engagement and Care With an App**

Half of the participants preferred follow-up to occur over the phone. This would provide personalized communication and a relationship that would help them stay accountable without the inconvenience and monetary costs of an in-person visit. Even those who favored an initial visit in person generally preferred a phone follow-up. Few preferred a follow-up strategy that only involved secure messages, but they liked the idea of receiving messages in addition to phone calls. One participant noted:

> Secure messages and phone for me ... Because that way you have somebody on the phone to tell you if you’ve interpreted the message right ... I’ve had that happen many times. A doctor will say something and I don’t necessarily interpret it correctly or the way that it’s meant. [P14, participant with opioid and stimulant use disorder]

Most participants thought that reading and responding to a message at a later time would be convenient, and some were more receptive to more frequent contacts if done over messages. However, others noted that they do not check messages or...
thought they would be “too easy to ignore.” One participant added the following:

_If you’re having that reluctance, that’s so much easier to just be like well, no, I’m not going to do that._ [P10, participant with cannabis use disorder]

**Preferences Regarding the People Who Could Deliver Digital Treatments**

Preferences regarding the people who could facilitate a DUD treatment app were often applicable across multiple stages of the workflow (Multimedia Appendix 1). Thus, the preferences are presented here for the overall workflow.

Most participants preferred a clinician with mental health expertise to introduce and guide them in app use over time. Several participants said that mental health clinicians might have more knowledge about treatment options than a PCP, more experience treating drug use, or more time to describe features of an app and walk them through the setup process. However, some preferred to only talk to PCPs and said that mental health clinicians would make it feel like their “issue was serious.” Other benefits of working with a PCP ranged from wanting to work with someone with whom they had an established rapport, wanting fewer clinicians involved in their care, and wanting to work with someone who can offer medical advice. Many acknowledged logistical constraints of working with a PCP (eg, limited time and challenge of scheduling appointments). One participant said the following:

_I don’t think the primary care [provider] needs to be concerned with that. They need to have some knowledge of it, but I think the major, the main focus of it would be with the social worker, plus the social worker would be able to follow up with the patient as far as once they get started using the app. It would be easier follow up for the social worker than the primary care [provider]._ [P5, participant with stimulant use disorder]

A few participants said it would be helpful to hear from someone with lived experience who had “been through it before” to help them decide whether to use the app over other treatment options. They did not feel that it was important to have such an individual remain involved after they had started using the app.

Finally, participants described the value of having access to technical support for help with downloading, setup, and use of the app. Participants pointed out that they would not want technical issues to consume valuable visit time. Participants clearly differentiated technical or setup assistance from treatment-related assistance and drew boundaries around the type of help they would want from each person.

**Preferences Regarding the Tools That Could Help Facilitate the Use of the Digital Treatment**

Participants described a range of ideas about virtual or physical tools that could facilitate the delivery of an app (Textbox 1). For instance, pamphlets, user ratings and reviews, and trial versions of the app were suggested as tools for the introduction stage. Written instructions and video tutorials could help with the setup stage. Several tools were suggested for the follow-up stage to facilitate communication (eg, a “Get Support” button to help contact the care team).

_Having a way to check in with your doctor about it would be useful ... In [the phone setup scenario] if there could be a way to demonstrate it like in [the in-person scenario], with a screen sharing thing – I think that would be super useful, or maybe like a video, like an instructional video showing how to navigate it, that would be useful, since you wouldn’t be able to do it in person._ [P12, participant with cannabis and stimulant use disorder]
Textbox 1. Tools that could help facilitate the use of a drug use disorder treatment app in primary care, as suggested by patients. Tools are presented by the workflow stage.

<table>
<thead>
<tr>
<th>Introduction Stage: Learning About the Treatment App</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Pamphlet explaining how the treatment app will benefit the patient</td>
</tr>
<tr>
<td>• User ratings and reviews that could lend credibility to the treatment app</td>
</tr>
<tr>
<td>• Trial version or demonstration of the treatment app allowing patients to test it out before committing</td>
</tr>
<tr>
<td>• Advertisements or information about treatment app on a health plan or agency website</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Setup Stage: Getting Started With the App</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Written instructions for getting started with the treatment app or a user guide</td>
</tr>
<tr>
<td>• Video tutorial for getting started with the treatment app</td>
</tr>
<tr>
<td>• Smartphone requirements for downloading and running the treatment app (memory storage, operating system version, and needing to know their app store password)</td>
</tr>
<tr>
<td>• A webpage or button in the app that provides answers to frequently asked questions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Follow-up Stage: Getting Support Over Time for Engagement and to Execute a Care Plan While Using the App</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Telephone caller identification (caller ID) so that the patient knows if their clinician is calling (patients may not answer their phone if the incoming call looks like a generic or toll-free number)</td>
</tr>
<tr>
<td>• Contact or Get Support button</td>
</tr>
<tr>
<td>• Technical assistance (for app and device-related questions)</td>
</tr>
<tr>
<td>• Clinician contact information or direct messaging feature (for treatment questions)</td>
</tr>
<tr>
<td>• Screen sharing functionality so the patient’s smartphone screen can be viewed by a support professional</td>
</tr>
<tr>
<td>• Reminders and notifications, sent in accordance with the level of engagement with the treatment app (ie, more frequent reminders or notifications if patient is not using the app)</td>
</tr>
</tbody>
</table>

Cross-Cutting Themes

Four cross-cutting themes emerged across codes in the codebook. Themes are described below; Textbox 2 provides representative quotes for each theme (Multimedia Appendix 1).
Established Relationships and Trust Would Facilitate a Better Patient Experience

- “It’s a person who’s already talking to her about her drug addiction, like supplying Suboxone or whatever, that is saying hey, this might help. And I feel like people would be a little bit more receptive if it’s someone that they already trust with their treatment.” (P1, participant with cannabis and opioid use disorder. Had prior drug use disorder [DUD] treatment.)

- “I mean the main thing is support...I would say the best people that will help you is if they understand what you’re going through, especially during that period, and they need to understand what you went through. It doesn’t necessarily have to be that way, but that’s how I was, and primary care provider helped me in the professional way, and then the emotional issues of that time...But I will say if someone is truly trying to help this person making them know that there’s still someone that cares about them, whatever, in any way it’s a good thing. It is. Some people have no one, and even small interactions can make a difference in positive ways.” (P2, participant taking buprenorphine whose opioid use disorder is in remission. Had prior DUD treatment.)

- “I know for me personally that if I’m talking with somebody—I mean, if you can send me something, I can more likely put it on the back burner. Whereas if I have an actual conversation with them – I don’t know, it’s just more personal. I think it’s more of a personal check in, that there’s a real human being right there that’s interested in my care.” (P3, participant taking buprenorphine whose opioid use disorder is in remission. Had prior DUD treatment.)

Patients Were Open to Team-Based Approach When Getting Support From Their Primary Care Team in the Use of Apps

- “I mean if there were actually social workers doing this, then I suppose that would be who I would be contacting, and I wouldn’t really have any issue with that because that’s just sort of how it would be. It would be another person I’m meeting to satisfy a different medical need that I have. I don’t have a lot of hang-ups about meeting different providers for different issues. I’ve done a lot of that in the past.” (P8, participant with cannabis and stimulant use disorder. Had prior DUD treatment.)

- “I see the benefit of having somebody else who’s maybe more focused on either the treatment or the app itself...I don’t think the primary care [provider] needs to be concerned with that. They need to have some knowledge of it, but I think the major, the main focus of it would be with the social worker, plus the social worker would be able to follow up with the patient as far as once they get started using the app. It would be easier follow up for the social worker than the primary care.” (P5, participant with stimulant use disorder. Had prior DUD treatment.)

Patients Felt a Tension Between Effectiveness and Convenience in Aspects of Workflow Design

- “Frankly I don’t have a lot of time, so if I could do it over the phone I would...But I think this one [an in-person visit] would be more effective for a lot of people.” (P2, participant taking buprenorphine whose opioid use disorder is in remission. Had prior DUD treatment.)

- “Probably I have a slight preference for an in-person visit, just on the basis that I definitely have an easier time talking with someone in-person than over the phone. But yeah, in-person would work a little better in that sense, but on the phone is also very convenient.” (P10, participant with cannabis use disorder. No prior DUD treatment).

The Workflow Needs to Meet Patients Where They Are At

- “The first [phone call] I’d even say like within three days. Because if I go to the doctor and you gave me a screening and realize I’m an addict, you give me this thing, I actively want to make a difference, and the next day...hang out with some friends and do coke, I’m not going to remember that. So two or three days later I would be totally—I wouldn’t be annoyed by that...And then like every week after that, just as a – hey, I’m here. I’m that app, remember? But the likelihood of me actually going home and doing it right away, probably very little. I would either have to get worse in whatever I was doing, or maybe the day after, on that terrible hangover, you’re like God, I need help – that’s when I’d probably look at it, or like look for it and try and find it.” (P4, participant with cannabis and stimulant use disorder. No prior DUD treatment.)

- “if it seems like I’m on track and using the app more often, then I wouldn’t need as many reminders, but if I’m off track, then it would be more helpful for someone is keeping up with me more constantly to hold me to it.” (P10, participant with cannabis use disorder. No prior DUD treatment.)

Established Relationships and Trust

Participants told us that they placed value in having a connection with the health care professional who worked with them on using a digital treatment. It would be ideal if this would be someone who had already established a relationship with them, regardless of their clinical role. Even if there was no pre-existing relationship, it was critical for this person to be compassionate and caring because conversations about substance use can be stigmatizing or embarrassing.

Openness to a Team-Based Approach

Although participants had a desire to work with someone with whom they had an existing relationship, the trust between a PCP and a patient appeared to extend to the broader primary care team. That is, a PCP would not necessarily be the one holding [their] hand throughout using an app. Some noted that PCPs are busy and often delegate care to other team members, including DUD care. However, there were some important bounds around this division of responsibility. For instance, having a “third party” from outside the health system support patients was seen as a bad idea.

An important exception to this theme is that a participant firmly wanted to work with one clinician. Needing to talk to an additional person about an app could be an “extra step” and could “add like the risk that they won’t do it at all.”
Tension Between Effectiveness and Convenience

Participants described the pros and cons of the intensity of hypothetical workflow interactions. Regarding the general workflow design, they noted that convenience and effectiveness were in opposition. In-person visits were more “personable” and would hold them more “accountable” to using an app; however, an in-person visit would require more time, travel, and potentially copays. Secure messages, or receiving reminders through the app, were considered convenient because participants could read and respond whenever they wanted; however, they acknowledged that these messages might not be as powerful as a phone call or face-to-face visit in keeping them engaged.

The Workflow Needs to Meet the Patient Where They Are At

Participants suggested that workflows should be tailored to individuals depending on their level of motivation, how often they use substances, and how long or how successfully they have been managing their substance use. For instance, this desire for tailoring reflected that someone with less motivation may need more hands-on help, someone who is using substances daily might want to be contacted every day, and someone who is just beginning to address their use and/or who is actively struggling may need more frequent follow-ups.

Synthesis

Upon synthesis of the qualitative data, and considering the number of participants who preferred each storyboard scenario (Multimedia Appendix 1), we suggest a general approach for facilitating the use of DUD treatment apps, which is described using the story of a fictitious patient (Table 1). Briefly, once the patient expresses interest in using an app for DUD, the PCP confirms their willingness to talk with a clinician with mental health expertise that will help them get started and keep them accountable while initiating treatment. The clinician would teach the patient about the app, help them plan for using the app, agree on a structure for follow-up, and then provide regular follow-up by telephone and messaging (bold boxes, Figure 1). The clinician would further build rapport and ask the patient their preferred cadence, method of follow-up, and modality of contact (eg, in person vs phone). Importantly, the specific approach would remain flexible and tailored to the patient.

Table 1. A general approach for supporting patients in using a drug use disorder treatment app in primary care, based on participant preferences.

<table>
<thead>
<tr>
<th>Workflow stage</th>
<th>Hypothetical experience for a fictitious patient Cory</th>
<th>Why participants liked this experience</th>
<th>Other experiences preferred by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction stage: learning about the treatment app</td>
<td>Cory completes an annual health screen that asks about alcohol and drug use. Cory’s PCP expresses concern that her regular substance use could affect her health. Cory is interested in learning about options that could help her change. She agrees to talk to a mental health clinician on the primary care team. Privately, Cory and the mental health clinician discuss Cory’s goals for change, and review a few different options, including a treatment app for drug use.</td>
<td>Participants wanted to discuss substance use with a provider they already knew—but they also recognized that their PCP might not have the time or right expertise. Being seamlessly connected to a mental health clinician would feel “more personal” and provide support beyond what their PCP could offer.</td>
<td>Participants who wanted to talk to only one person—usually their PCP—said they would try to set up the treatment app on their own after their PCP ordered it.</td>
</tr>
<tr>
<td>Setup stage: getting started with the app</td>
<td>A mental health clinician describes features and content of the DUD treatment app that might be helpful to Cory. They give Cory instructions for how to get started, and they agree to check in after a couple weeks.</td>
<td>Most participants wanted to learn from someone on their care team how an app would benefit them and how to use it. Chances of using the app would be higher if these were discussed when motivation was high.</td>
<td>Several participants felt comfortable getting started with a treatment app on their own. Some said that technical support would be necessary.</td>
</tr>
<tr>
<td>Follow-up stage: getting support over time for engagement and executing a care plan while using the app</td>
<td>Cory gives the app a try. She eventually stops using the app after a couple weeks. However, she re-engages with the app after exchanging secure messages with her mental health clinician that covers a status update, tailored recommendations for using the app, and plans for a follow-up phone call.</td>
<td>Participants said that phone follow-up offered more support than secure messages and placed fewer demands on their time or finances than an in-person visit. Many wanted follow-up spaced out over time to help hold them accountable to using the app. Benefits of follow-up via secure message include the choice in when and how often to respond to messages (unlike visits or phone calls). In-person appointments would be reserved for additional support and accountability.</td>
<td></td>
</tr>
</tbody>
</table>

aPCP: primary care provider.
bDUD: drug use disorder.

Discussion

Principal Findings

This study conveyed patient perspectives on the use of apps as part of treatment for DUD in primary care. Overall, participants desired to receive support from their health care teams in using apps and voiced little interest in using them without clinician guidance. There was a consensus among participants that they preferred to work with a trusted, competent clinician who could guide them in using the app over time. They stressed the importance of follow-up and felt that in most cases, this could
generally be done through telephone with the addition of asynchronous secure messaging whenever needed.

These findings contribute novel information about patient preferences, laying the groundwork for research on the implementation of apps for DUDs in health care. Patients desire low-barrier, nonstigmatizing interventions for DUD in primary care [69,70]. Apps could potentially help address this gap in care. Although prior clinical trials have relied on research staff to “train” patients in using apps or facilitate their ongoing use [15,21,71-74], future studies can use these findings to inform the involvement of health care teams, instead of researchers, in various aspects of app delivery and implementation.

Overall, participants expressed that the most ideal way to offer apps for DUDs was during routine clinical interactions regarding drug use. This approach enables several aspects of care that participants desired, including the ability to build trust with a clinician, obtain medical and mental health advice, and go home with an appropriate app and clear expectations about treatment. The literature has described an alternative approach, where apps are offered as a self-guided option in the absence of clinician guidance [14,75], potentially reducing health care costs and burden. Such an approach was generally not preferred by participants in this study; some wanted access to a self-care option, but clinician-guided care was viewed as more effective and engaging. The findings are consistent with the literature that describes the need for supportive accountability while delivering app-based treatments, where patients establish a relationship with a helper that, among other things, sets expectations for app use and provides assistance over time [76]. We note that this study excluded participants whose drug use did not lead to a DUD; perhaps, self-care options should be further studied among patients with lower drug use severity.

Participants felt that treatment with an app should be seamless, free of technical glitches, and other barriers that could decrease their motivation or lead to “getting stuck.” Apps and associated clinical workflows need to impose few barriers. Indeed, many people with DUD report logistical barriers to treatment [77-82]. Some participants were also concerned about copays, which contributed to their support preferences. Future studies should design app implementation approaches that address socioeconomic and other barriers that could lead to the inequitable provision of these treatments [83,84].

The literature has also highlighted potential logistical challenges from a health system perspective. For instance, PCPs are heavily burdened and busy [27-29]. Indeed, a prior implementation study of a DUD app had to modify its initial plans by not involving PCPs [51]. Fortunately, participants in this study acknowledged these difficulties and were open to working with team members other than their PCP. Some studies in primary care failed to adequately engage patients in app use over time [21,22], and/or have been halted because workflows were not adequately developed to reach and communicate with patients [23]. This study advances the literature by adding patient voices that can inform future research on app delivery and implementation in routine care.

Limitations

This study has several limitations. The sample size was small, which limits generalizability; however, we followed the standard of saturation in qualitative research. Furthermore, our use of purposeful sampling promoted a rich accounting of a diversity of patient perspectives and preferences across important demographic and substance use characteristics to inform the implementation of apps. Nonetheless, the small sample size limited our ability to identify the ideas and preferences of all possible patients. Although there was saturation in the analysis of workflow design principles and cross-cutting themes (eg, new data analyzed were repetitious of prior data and there was no indication of new emerging themes), the ideas regarding tools remained diverse. In this case, we opted to present a table that captured all participants’ ideas. Future study iterations are driven by additional data collection. Participants were from 5 clinics of a single integrated health care system in the United States from a single geographic region. Participants may have been more accustomed to working with multiple care providers than patients who received care in health systems with little care coordination. Thus, the results might not translate to patients from other groups. Although the goal of this study was to understand patient perspectives, clinicians’ voices were not assessed, which is also a limitation. This study’s focus on patients was driven by knowledge that variations in patient engagement impacted the results of trials of digital treatments [21,22,24-26,73]. Future research should elicit clinician perspectives on the mechanics of delivering apps for DUDs in primary care.

Conclusions

The perspectives of primary care patients with cannabis, opioid, and stimulant use disorders suggest that a user-centered implementation of DUD treatment apps in primary care will require health systems to guide and support patients. Research is needed to evaluate clinician perspectives on workflows for delivering apps and to test the feasibility of the design considerations suggested by participants in this study. One such study is our ongoing implementation research trial funded by the National Institute on Drug Abuse (award number R01DA047954), which uses a randomized factorial design to evaluate different approaches for implementing a digital treatment for substance use disorders, while concurrently collecting qualitative data on implementation and workflow design. As more emphasis is placed on the use of digital treatments for DUDs for primary care patients, convenient methods for engaging patients and supporting them before, during, and after treatment will be paramount.
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Abstract

Background: Diagnostics in many low- and middle-income countries are conducted through centralized laboratory networks. Samples are collected from patients at remote point-of-care health facilities, and diagnostic tests are performed at centralized laboratories. Sample transportation systems that deliver diagnostic samples and test results are crucial for timely diagnosis and treatment in such diagnostic networks. However, they often lack the timely and accurate data (eg, the quantity and location of samples prepared for collection) required for efficient operation.

Objective: This study aims to demonstrate the feasibility, adoption, and accuracy of a distributed data collection system that leverages basic mobile phone technology to gather reports on the quantity and location of patient samples and test results prepared for delivery in the diagnostic network of Malawi.

Methods: We designed a system that leverages unstructured supplementary service data (USSD) technology to enable health workers to submit daily reports describing the quantity of transportation-ready diagnostic samples and test results at specific health care facilities, free of charge with any mobile phone, and aggregate these data for sample transportation administrators. We then conducted a year-long field trial of this system in 51 health facilities serving 3 districts in Malawi. Between July 2019 and July 2020, the participants submitted daily reports containing the number of patient samples or test results designated for viral load, early infant diagnosis, and tuberculosis testing at each facility. We monitored daily participation and compared the submitted USSD reports with program data to assess system feasibility, adoption, and accuracy.

Results: The participating facilities submitted 37,771 reports over the duration of the field trial. Daily facility participation increased from an average of 50% (26/51) in the first 2 weeks of the trial to approximately 80% (41/51) by the midpoint of the trial and remained at or above 80% (41/51) until the conclusion of the trial. On average, more than 80% of the reports submitted by a facility for a specific type of sample matched the actual number of patient samples collected from that facility by a courier.

Conclusions: Our findings suggest that a USSD-based system is a feasible, adoptable, and accurate solution to the challenges of untimely, inaccurate, or incomplete data in diagnostic networks. Certain design characteristics of our system, such as the use
of USSD, and implementation characteristics, such as the supportive role of the field team, were necessary to ensure high participation and accuracy rates without any explicit financial incentives.

(J Med Internet Res 2021;23(7):e26582) doi:10.2196/26582
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Introduction

Background

Most populations in sub-Saharan Africa rely on rural health clinics that have poor infrastructure as their primary point of entry to a broader health care system. These health clinics are often not equipped to conduct diagnostic testing, but they refer patient samples to a relatively small number of centralized laboratories capable of diagnostic analysis [1]. The effectiveness of programs targeting active diseases in the region, such as HIV/AIDS, tuberculosis (TB), and malaria, is therefore closely related to the performance of sample transportation (ST) systems put in place to transport patient samples and test results across the difficult terrain separating health facilities and molecular laboratories (MLs) [2].

ST systems in many sub-Saharan African countries operate without accurate information regarding the quantity and location of patient samples and test results requiring transportation [3]. Consequently, these ST systems operate in push mode, where couriers visit facilities on fixed weekly or biweekly schedules [3,4]. A common result of this operating mode is empty trips: courier visits to facilities where nothing was delivered to, or transported from, the facility. For example, an analysis of archival 2017-2018 courier data in Malawi revealed that 30.08% (24,256/80,648) of the courier visits to clinics were empty trips. This not only results in inefficient use of limited resources but also contributes to delays in receiving critical test results [5], which in turn leads to poor health-seeking behavior among the population [6] and can contribute to increased mortality rates [7].

An alternative to these ST push systems would be a pull system in which couriers only visit facilities when patient samples or test results are ready for transport to, or from, that facility. Such a pull system would limit empty trips but would require a reliable system to track the number of patient samples and test results requiring transportation across the diagnostic network. We hypothesize that these logistics data—specifically, the location and quantity of patient samples or test results ready for transport—can be collected with a low-cost information-sharing system and can be used to create an ST system that is responsive to real-time needs.

In this study, we investigated the feasibility, adoption, and accuracy of a system that leverages a communication protocol that is standard on all mobile phones, known as unstructured supplementary service data (USSD) technology [8], to gather more timely and accurate information. To conduct this investigation, we designed and developed a USSD collection system (hereafter, the USSD system) to enable health care facilities in a diagnostic network to report daily sample volume data. We conducted a year-long field trial of the USSD system in Malawi from July 2019 to July 2020 to determine whether our system would enable the timely collection of information.

Intervention Development and Design

The 2 critical design questions we faced when developing our system were as follows:

1. What technology would health workers use to submit sample volume reports?
2. How would these reports be structured?

Given the positive findings regarding the feasibility of mobile health (mHealth) initiatives in low- and middle-income countries [9] and the rapid growth in mobile network coverage in sub-Saharan Africa over the past decade [10,11], we designed our system so that health workers could submit reports with a mobile phone. As less than half of the mobile phones in the region are smartphones [11], we based our sample volume data collection system on USSD technology—a mobile communication protocol accessible to both smartphones and less technologically advanced feature phones.

In a USSD system, users are provided a unique numeric access code that they can dial to access a structured menu of options. With an appropriate series of key presses using the mobile phone’s keypad, users can navigate through the options menu and submit information, similar to the method that an SMS text messaging system uses to convey information through text. One advantage of USSD over SMS text messaging, especially in the context of data collection, is that the USSD’s built-in menu system allows for structured responses, leading to built-in data validation [8]. This also reduces the amount of effort required to leverage the data systematically, which is crucial for managing the growing volume of health care data received through mobile phones [12].

In our USSD system, a specific USSD reporting code is assigned to every health facility operating within a diagnostic network, and each diagnostic test offered in the network is assigned a unique numeric designator. To report the number of patient samples for a specific test, a designated health worker at a designated facility can use any mobile phone to dial that facility’s USSD reporting code and the numeric designator for the diagnostic test to connect to the USSD system. Once connected, they can report the number of patient samples through a text-based interface. Upon entering all the required information, the user receives a confirmation text message containing a summary of the submitted report. Refer to Figure 1 for further details.
**Methods**

**Study Setting**

As of 2018, an estimated 9.75% (790,000/8,100,000) of the adults (aged 15-49 years) in Malawi were living with HIV [13], and the country’s TB incidence rate was 181 per 100,000 people [14]. The Malawi Ministry of Health (MOH) operates a diagnostic network of approximately 700 widely distributed community health clinics, 27 centrally located district health offices, and 10 regionally aligned MLs. The structure of the Malawi diagnostic network is representative of the diagnostic networks of many other countries in the region [2].

Since 2016, the Malawi branch of the nonprofit organization Riders for Health International (R4H) has managed the transportation of viral load (VL) samples, early infant diagnosis (EID) tests, and TB samples from health clinics and district health offices to the MLs. R4H maintains a team of more than 70 motorcycle couriers who visit health facilities and laboratories according to fixed weekly schedules.

In collaboration with MOH and R4H, we identified 3 districts in Malawi to test the USSD system: Salima in the central region, Rumphi in the northern region, and Phalombe in the southern region. The diagnostic networks in these rural and semirural districts each contained between 15 and 18 facilities and relied upon one ML to conduct the diagnostic testing for that diagnostic network, making these districts a representative sample of R4H’s typical ST operations in rural and semirural areas.

This field trial was approved by Malawi’s National Health Sciences Research Council. An evaluation by the Massachusetts Institute of Technology Committee on the use of humans as experimental subjects determined that the trial did not constitute human subjects research, as defined in Federal Regulations 45CFR46.

**System Implementation**

In early 2019, we contracted with a local vendor in Malawi to develop the user interface and information technology infrastructure. The vendor also managed the daily operation of the system, which included storing incoming data, sending reminder messages when appropriate, and contracting with the cellular network providers to enable free provision of the USSD service to health workers.

In May 2019, we asked the facility in-charge from each of the participating health facilities to nominate 1 or 2 staff members with personal mobile phones to enter the data. In June 2019, we conducted three 2-hour training sessions (1 per study district) to train 150 health workers to use the USSD system. During the training sessions, we introduced the USSD system to the participants, taught the study participants how to access the system and submit reports using their personal mobile device, and provided reference posters and flyers that reminded the participants how to access the system for them to display at their facilities. A field team, consisting of a local field manager and 3 local research assistants, monitored the implementation and addressed technical and logistical challenges through regular communication with health workers, district laboratory technicians, and R4H couriers through phone calls and text messages.

The USSD system was officially launched in the study districts in July 2019. Health workers were asked to report the number of patient samples waiting to be transported at the end of each day. Facilities were expected to submit a report every day, even if they had not collected any samples or prepared any new samples for transportation. Health workers and field team members were sent a series of automated daily reminder messages to increase participation (Textbox 1).
If a training update failed to address the situation, more drastic measures (eg, requesting transfer of reporting to another staff member) could be adopted.

**Evaluation Framework**

As part of the USSD system implementation plan, we elected to evaluate the feasibility, adoption, and accuracy of the USSD system using relevant descriptive statistics. Feasibility and adoption are common evaluation domains in the intervention assessment literature [15,16]. Accuracy, although not a common evaluation domain regarding health interventions, is relevant in the context of mobile device–based data collection systems [17]. Textbox 2 lists the guiding questions and associated metrics for assessing the system’s performance within the 3 domains. The feasibility of the USSD system depended on whether each facility had access to the technology required to engage with it. Therefore, we identified the number of facilities employing someone with a mobile device who was willing to participate in the study and the number of facilities in the field trial districts receiving service from a wireless network provider.

To assess the adoption of the USSD system, we monitored specific participation-related metrics: percentage of facilities reporting by day, individual facility participation over the course of the field trial, and the longest period that each facility went without participating.

We determined the accuracy of the USSD system by comparing the submitted USSD reports with program data. A data report was deemed accurate if the reported number of patient samples of a given type ready for delivery and the actual number of patient samples ready for delivery, as determined by the couriers, were identical.

---

**Textbox 1.** The daily schedule of reminder notifications.

<table>
<thead>
<tr>
<th>Time</th>
<th>Notification Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 AM</td>
<td>Health workers at each facility are sent a message notifying them whether or not a courier will visit their facility later that day as well as a reminder to report sample volumes.</td>
</tr>
<tr>
<td>Noon</td>
<td>Health workers at each facility are sent a second reminder to report sample volumes.</td>
</tr>
<tr>
<td>1:30 PM</td>
<td>Members of the field team are sent a summary of the facilities for which a report has or has not been submitted.</td>
</tr>
<tr>
<td>2:15 PM</td>
<td>Health workers at facilities missing all or part of a complete daily report are reminded to report sample volumes.</td>
</tr>
<tr>
<td>3 PM</td>
<td>Members of the field team are sent an updated summary of the facilities for which a report has or has not been submitted as well as a comparison of each facility’s current report with its previous report (because an unusual increase or decrease from the previous report may indicate that the facility is reporting incorrectly).</td>
</tr>
<tr>
<td>4:15 PM</td>
<td>Members of the field team are sent a notification informing them whether couriers have submitted reports to the courier database. Reports submitted to the courier database are summarized by facility, compared with that facility’s most recent unstructured supplementary service data (USSD) report, and sent to members of the field team to assess facility reporting accuracy.</td>
</tr>
<tr>
<td>7 PM</td>
<td>Members of the field team are sent an updated list of the couriers who have or have not submitted reports to the courier database. A summary of reports submitted to the courier database by the facility are recompiled to capture any updates, recompiled with that facility’s most recent USSD report, and sent to members of the field team to assess facility reporting accuracy.</td>
</tr>
</tbody>
</table>

On the basis of the notifications received from the health facilities, the field team sought out any unusual participation patterns such as intermittent, erratic, or extended periods of no participation. Upon detection of unusual participation patterns, the field team was authorized to directly address these patterns with the participant. In situations where an ordinarily reliable participant simply forgot to report or health workers in the same facility failed to properly delegate reporting responsibilities, the field team could directly contact the designated staff member at the facility. The field team could then remind the designated staff member to submit their daily report or to delegate reporting responsibilities to a different health worker when the primary contact was not at the facility. If the field team identified intermittent network coverage as the cause of a missed report, the field team could delegate reporting responsibility to someone with a network connection. In addition, the field team could also ask the courier to hand-deliver a message to the responsible health worker, to identify someone else at the facility to accept reporting responsibilities, or to request escalation to a higher authority at the nonreporting facility in email notifications regarding their facility’s participation.

The field team also monitored the accuracy of reports and intervened directly with the participants if they observed a pattern of low-accuracy reports. As in the case of poor participation, the field team could use a combination of phone calls, text messages, and hand-delivered messages to identify the root causes of data inaccuracies and address them. The preferred approach for improving reporting accuracy was to provide additional instructions to the noncompliant participant. If a training update failed to address the situation, more drastic
Textbox 2. Evaluation framework.

**Domains, Guiding Questions, and Metrics of the Evaluation Framework**

**Feasibility**
- Do facilities have access to mobile devices?
  - The fraction of facilities for which a personal mobile phone was registered.
- Do facilities receive a mobile network signal?
  - The fraction of facilities where insufficient network connection never prevented that facility from submitting a report.
  - The fraction of facilities where staff members at that facility submitted a daily report for at least 7 consecutive days.

**Adoption**
- Are facilities participating?
  - The fraction of facilities that reported or failed to report each day by sample type.
  - The fraction of total reporting days over the trial period when each facility reported or failed to report.
  - The largest number of consecutive days that a facility failed to report.
- Which operational factors influenced facility participation?
  - The fraction of facilities where an insufficient understanding of the unstructured supplementary service data (USSD) system on the part of health workers prevented USSD participation.
  - The fraction of facilities where hardware limitations prevented USSD participation.
  - The fraction of facilities where health worker workload prevented USSD participation.
  - The fraction of facilities where health worker absences prevented USSD participation.
  - The fraction of facilities where health worker forgetfulness prevented USSD participation.

**Accuracy**
- How accurate are the data reported by participating facilities?
  - The average and variance of the difference between reported and actual sample volumes.

**Data**

We used data from 4 distinct sources to calculate the metrics listed in **Textbox 2**: the USSD system database, the courier database, a survey administered to members of the field team, and the attendance roster from the USSD system training sessions.

Every data report submitted through the USSD system during the field trial was archived in the USSD system database. This database included the facility name, date and time, the user’s mobile number, sample type, and number of patient samples reported by the user for every data report.

The courier database contained sample-specific information submitted by the couriers upon completion of the couriers’ daily routes to a data collection system operated by R4H. The sample data captured in the courier database consisted of the sample’s identification code, the name of the facility the sample originated from, the date of sample collection, and the date of sample pick-up from the originating facility.

Upon completion of the study, we administered a survey to the research assistants to assess the barriers to system participation. For each of the 51 facilities included in the field trial, the local research assistants were asked the questions presented in **Textbox 3**.

We compiled a master attendance roster by combining the individual attendance rosters recorded at each of the 3 USSD system training sessions. These rosters included the name of each training participant, the facility the participant represented, the participant’s staff position, and the participant’s contact information.
Salima, and 21.17% (10,342/48,852) originated in Rumphi. The other were TB samples, and 4.21% (2056/48,852) were classified as EID samples, 5.85% (2859/48,852) samples (40,952/48,852, 83.83%) were VL samples, whereas patient samples collected from the health care facilities. Most of these patient facilities submitted 37,771 reports to the USSD system, Over the study period (July 2019 to July 2020), the participating facilities submitted reports in the courier database, which captured the number of the reported data in the USSD system database with the courier facility name and date of every report submitted to the USSD system database. Aggregation and summarization of data in the USSD system database also allowed us to measure all 3 metrics associated with the first guiding question in the adoption domain (Textbox 2).

We calculated the accuracy of the reported data by comparing the reported data in the USSD system database with the courier reports in the courier database, which captured the number of patient samples collected from the health care facilities.

All data analyses were conducted using the R (v 4.0.0; R Foundation for Statistical Computing) language and RStudio Desktop (v 1.2.5042). Reported P values were calculated using 1-sided nonparametric Mann-Whitney tests (unless otherwise noted).

**Analysis**

To calculate the percentage of facilities for which a personal mobile phone was registered, we reviewed the master training attendance roster. Attendance at a training event by an employee from a given facility indicated that the employee owned a mobile phone and was willing to use their device to submit data reports to the USSD system. To calculate the percentage of facilities with a sufficient network connection, we summarized the survey responses regarding the frequency with which poor network connectivity prevented each facility from participating.

To determine the number of facilities for which a USSD report was submitted for at least 7 consecutive days, we analyzed the facility name and date of every report submitted to the USSD system database. Aggregation and summarization of data in the USSD system database also allowed us to measure all 3 metrics associated with the first guiding question in the adoption domain (Textbox 2).

We calculated the accuracy of the reported data by comparing the reported data in the USSD system database with the courier reports in the courier database, which captured the number of patient samples collected from the health care facilities.

All data analyses were conducted using the R (v 4.0.0; R Foundation for Statistical Computing) language and RStudio Desktop (v 1.2.5042). Reported P values were calculated using 1-sided nonparametric Mann-Whitney tests (unless otherwise noted).

### Descriptive Statistics

**Textbox 3.** Questions asked in the survey to research assistants.

<table>
<thead>
<tr>
<th>Survey Questions Answered by Each Research Assistant</th>
</tr>
</thead>
<tbody>
<tr>
<td>• For each facility in your district, estimate the number of times poor network reception prevented the facility from reporting.</td>
</tr>
<tr>
<td>• Rate the effectiveness of the following techniques on participation by facilities in your district:</td>
</tr>
<tr>
<td>• SMS text messages</td>
</tr>
<tr>
<td>• Individual messages via a popular internet messaging platform</td>
</tr>
<tr>
<td>• Phone calls</td>
</tr>
<tr>
<td>• Asking a courier to deliver a message</td>
</tr>
<tr>
<td>• In-person facility visits</td>
</tr>
<tr>
<td>• Group messages via a popular internet messaging platform</td>
</tr>
</tbody>
</table>

### Results

#### Descriptive Statistics

Over the study period (July 2019 to July 2020), the participating facilities submitted 37,771 reports to the USSD system, accounting for 48,852 patient samples. Most of these patient samples (40,952/48,852, 83.83%) were VL samples, whereas 6.1% (2979/48,852) were EID samples, 5.85% (2859/48,852) were TB samples, and 4.21% (2056/48,852) were classified as Other. Of the samples reported, 43.71% (21,355/48,852) originated in Phalombe, 35.12% (17,155/48,852) originated in Salima, and 21.17% (10,342/48,852) originated in Rumphi. The table included in Multimedia Appendix 1 contains sample volume statistics by district.

#### Feasibility

All participating facilities employed at least one individual willing to submit reports to the USSD system with a personal mobile device. The research assistants reported that an insufficient network connection never prevented 47% (24/51) of the participating facilities from submitting a report to the USSD system, caused occasional submission problems in 24% (12/51) of the facilities, and caused frequent problems in 29% (15/51) of the facilities. Our analysis of the USSD database data also revealed that each facility had at least one 7-day period during which the facility submitted a report every day.

#### Adoption

**Figure 2** illustrates the daily sample reporting rates and the 7-day moving average of daily sample reporting rates for the 3 patient sample types between July 2019 and July 2020. At the beginning of the study, only 10% (5/51)-20% (10/51) of the facilities participated each day. However, after 3 weeks, the daily participation rates increased and remained between 53% (27/51) and 98% (50/51) for VL samples, between 51% (26/51) and 98% (50/51) for EID samples, and between 43% (22/51) and 96% (49/51) for TB samples. Between August 2019 and January 2020, the 7-day moving average participation rate increased gradually for VL (from 63% to 87%), EID (from 60% to 85%), and TB (from 54% to 79%) samples, with notable but temporary declines during the second halves of November and December. For the final 5 months of the trial (February 2020 to July 2020), the average participation rate remained at or above 75% (38/51) for all 3 sample types.

The distribution of the facility participation rates across all districts and by individual districts, where the facility participation rate is calculated as the percentage of days out of the total possible reporting days for which a facility reported, is shown in **Figure 3.** On average, the facilities provided a report 78.9% (198/251 possible reporting days) of the time (σ=32.6 days). The median number of days a facility reported was 81.3% (204/251) days, with a range from 48.2% (121/251) days to 97.6% (245/251) days. The facilities in Phalombe reported less frequently than those in Salima (P=0.003) and Rumphi (P=0.01) on average.
Figure 2. Facility participation by sample type, shown as daily participation percentages and as a 7-day moving average. EID: early infant diagnosis; TB: tuberculosis; VL: viral load.

Of the 51 health facilities, 45% (23/51) never went more than 1 business week (5 days) without submitting a report, and the longest any facility went without providing a report was 30 days. On average, the longest a facility went without submitting a report was 8.65 days (σ=6.33 days).

Table 1 shows the frequency of participation challenges faced by health facilities according to the 3 local research assistants. Each cell shows the number and percentage of facilities reported to experience a specific concern to the given extent. Recurring compliance issues were most often due to poor network reception, whereas the occasional noncompliance issue was most likely due to forgetfulness on the part of the health worker. Staff absence at the participating facilities also caused reporting issues at most (31/51, 61% facilities) of the participating facilities. These research assistant survey results also suggest that health workers had an adequate understanding of the system; poor staff training did not cause any reporting problems in more than 80% (41/51) of the facilities.
Table 1. Results regarding the causes of reporting issues at each of the 51 participating facilities (according to the 3 research assistants; n=51).

<table>
<thead>
<tr>
<th>Reason for no report</th>
<th>Facilities, n (%)</th>
<th>Frequent problems</th>
<th>No problems</th>
<th>Occasional problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insufficient mobile network reception</td>
<td>24 (47)</td>
<td>12 (24)</td>
<td>15 (29)</td>
<td></td>
</tr>
<tr>
<td>Phone issues (eg, low battery or broken phone)</td>
<td>29 (57)</td>
<td>18 (35)</td>
<td>4 (8)</td>
<td></td>
</tr>
<tr>
<td>Staff are absent</td>
<td>20 (39)</td>
<td>21 (41)</td>
<td>10 (20)</td>
<td></td>
</tr>
<tr>
<td>Staff are too busy</td>
<td>26 (59)</td>
<td>15 (29)</td>
<td>6 (12)</td>
<td></td>
</tr>
<tr>
<td>Staff do not understand how to use the system</td>
<td>43 (84)</td>
<td>8 (16)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Staff forgot to report</td>
<td>4 (8)</td>
<td>39 (76)</td>
<td>8 (16)</td>
<td></td>
</tr>
</tbody>
</table>

Accuracy

Figure 4 illustrates the daily percentage accuracy of reports for each sample type and its 7-day moving average. The daily accuracy of VL reports slowly improved over the first 2 months of the field trial and settled at approximately 80% for the remainder of the trial. Unlike the daily accuracy of VL reports, that of EID and TB reports did not change substantially throughout the trial, with the daily accuracy of VL reports exhibiting greater variance (σ=7.23) than both EID daily reporting accuracy (σ=5.25; \(P<.001\) according to Levene test) and TB daily reporting accuracy (σ=5.38; \(P<.001\) according to Levene test). On average, 81% of the daily VL reports, 89.2% of the daily EID reports, and 88.2% of the daily TB reports were accurate.

The distribution of data accuracy by sample type across facilities is shown in Figure 5. The accuracy of EID reports exhibited the least variation (\(σ=0.01\)), followed by VL reports (\(σ=0.11\)) and TB reports (\(σ=0.14\)). The median facility reporting accuracy for VL was 82%, which was lower than that for EID (91%; \(P=.001\) according to a paired Mann-Whitney test) and TB (91%; \(P=.001\); paired Mann-Whitney test). For each sample type, more than half of the facilities submitted accurate reports on more than 80% of the days in the field trial.

Figure 4. The number of accurate reports by sample type, shown as daily accuracy percentages and as a 7-day moving average. EID: early infant diagnosis; TB: tuberculosis; VL: viral load.

Figure 5. Distribution of facility reporting accuracy by sample type. EID: early infant diagnosis; TB: tuberculosis; VL: viral load.
Discussion

Principal Findings

General Findings

We designed a system whereby staff members in geographically dispersed health care facilities could report, through any mobile device, the number of patient samples prepared for delivery to a diagnostic test facility. Between July 2019 and July 2020, we conducted a field trial of the system in 3 districts in Malawi to assess the system’s feasibility, adoption, and accuracy. The results from our field trial suggest that the USSD system is a feasible, adoptable, and accurate tool for assembling accurate daily reports on the quantity and location of transportation-ready patient samples and diagnostic test results.

Feasibility

The feasibility of the USSD system is driven by the ease with which facilities can access it for report submission with a mobile network connection and a mobile device. Although mobile network coverage varies by country, our findings with respect to the number of facilities able to submit a report through the system illustrate the potential of using mHealth systems to link rural health facilities to central operations managers in sub-Saharan Africa, especially as mobile network coverage continues to improve across the region [11]. We also found at least one person at each facility with a mobile phone—a significant result because less than half of the population in the region owns a mobile phone [18]. Although prior work in the region regarding mHealth initiatives among the general population has, at times, found poor eligibility rates among potential participants driven by low mobile phone ownership [19,20], our findings suggest that mHealth efforts requiring ownership among health workers may be more feasible than those requiring ownership among the general population [21].

In addition, it is likely that the use of USSD in a region where smartphones constitute less than 40% of all mobile phones with lower-tier connections (ie, 1G/2G as against 4G/5G) also contributed to system feasibility [11]. The use of health workers’ personal phones avoided the additional cost of deploying new devices in the field and leveraged their familiarity with their devices to enhance system usability and transfer maintenance responsibilities to them [22].

Adoption

The adoption of the USSD system improved consistently over the course of the study and peaked near 90% toward the conclusion of the study, with the exception of small and temporary declines coinciding with personnel transitions (ie, staff reallocations and annual training sessions) and holiday seasons. These findings are comparable with results from similar mHealth studies conducted in the region [21,22], despite our study requiring more frequent reporting than other studies and doing so without monetary compensation for the participants. On the basis of the calculated descriptive statistics, we attribute the wide adoption of the USSD system to close collaboration with MOH representatives. This collaboration secured the support of senior government officials who encouraged participation by health workers at the facilities. In addition, this collaboration improved the chances of the system’s design complementing health workers’ existing responsibilities rather than adding to them, which is known to increase the likelihood of system adoption [19,21,23]. The efforts of the field team members in their role as real-time participation monitors and problem solvers likely also influenced the observed participation rate.

Accuracy

The existence of the courier database and our ability to access that data played a significant role in ensuring the high accuracy of the records (>80%). In contrast with prior mHealth initiatives [22,24], the courier database allowed us to assess the accuracy of every report submitted through our system with minimal delay and to provide feedback, via the field team, to correct improper reporting behavior daily. Providing timely and relevant feedback to a health worker regarding their reporting behavior likely contributed to the overall reporting accuracy achieved in the field trial [25].

Strengths and Limitations

The scope of our study is limited to establishing the feasibility, adoption, and accuracy of a USSD system for collecting information on the quantity and location of patient samples and test results prepared for delivery in the diagnostic network. Therefore, the impact of making these data available on subsequent operational decisions or on patient care remains undetermined. This information is expected to be useful for avoiding unnecessary health facility visits, but there are many ways to incorporate the information provided by the USSD system into an operational courier routing system aimed at reducing empty trips and delays. The rigorous quantification of the effect of the USSD system on ST operations is beyond the scope of this study. However, a recent report by Gibson et al [26] indicated that this information, along with a sophisticated routing system, can reduce empty trips by at least 55%.

In addition, the results presented in Table 1 regarding the operational factors affecting facility participation are based on data collected indirectly through a survey administered to the 3 research assistants in the field. Ideally, these data should have been collected directly from each facility because this would have provided more granular information about the operational drivers for participation. However, collecting operational data on a daily basis was beyond the scope of this effort, and the constant rotation of health workers into and out of the facilities over the course of the study made it infeasible to conduct an end-of-study survey at each facility. We believe that surveying the local research assistants was the next best solution because they were in regular contact with multiple health workers from each facility and were aware of their experiences with the USSD system. Regardless of this limitation, the main objective of this study was to assess the feasibility, adoption, and accuracy of collecting information using the USSD system, all of which can be evaluated using primary data sources.

A notable strength of our study is that it demonstrates a novel use of mHealth technology to significantly improve information sharing in diagnostic networks, which have a similar structure in many low- and middle-income countries. Previous mHealth
studies have investigated how mHealth technology can improve health care delivery through the wide dissemination of health-related information [9], providing patient-specific reminders and/or results to patients [27,28], connecting health care providers at different levels in the health care network [4,29], and monitoring medical supply stock levels [21,22,29], among other applications [19,30]. To the best of the authors’ knowledge, this study represents the first application of mHealth technology to track the location of samples and results in a large-scale diagnostic network. Additional strengths of this study include the fact that field implementation was sustained for an entire year, and that the structure of the system allowed us to determine the accuracy of every submitted report.

**Scalability**

The USSD system is extremely scalable from a technological perspective because there is no requirement to purchase a specific mobile phone, mobile phone airtime, or any other system-specific technology. Expanding the system to operate with new facilities and/or new diagnostic tests simply requires assigning USSD identification codes and training new users, which itself is not very onerous because of the familiarity of mobile users in the region with USSD technology through other apps [8]. The scalability of the USSD system is further enhanced because it does not require the purchase of new hardware or software. The system operates with a mobile network signal that is increasingly available across most of the region and uses technology universally embedded in all mobile devices. As explained earlier, the USSD system was designed to minimize impact on health workers’ workload, which should positively affect adoption in other health facilities without disrupting their routines [31,32]. Furthermore, health workers who currently use the USSD system can share their experiences in training sessions for new facilities, thereby further speeding up adoption. However, scalability may be adversely affected by continued reliance on field teams for data monitoring and supervision. As we work on developing scale-up plans in collaboration with R4H and MOH, we believe that incorporating these tasks into the roles of senior personnel within the ST systems, such as the regional ST coordinators who oversee ST operations within the districts, can help overcome this problem and facilitate scalability.

**Conclusions**

Malawi’s diagnostic network, both in terms of the network’s structure and challenges, is representative of many diagnostic networks being operated in sub-Saharan Africa [2]. The descriptive results of our study suggest that a USSD-based system is a feasible, adoptable, and accurate solution to the challenges of untimely, inaccurate, or incomplete data present in these diagnostic networks. The scalability of the USSD system, along with the promising results of our study, suggests that system implementation at the national level in many sub-Saharan nations is feasible and worthwhile.
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Abstract

Background: The use of digital therapeutic solutions for rehabilitation of conditions such as osteoarthritis provides scalable access to rehabilitation. Few validated technological solutions exist to ensure supervision of users while they exercise at home. Motion Coach (Kaia Health GmbH) provides audiovisual feedback on exercise execution in real time on conventional smartphones.

Objective: We hypothesized that the interrater agreement between physiotherapists and Motion Coach would be noninferior to physiotherapists’ interrater agreement for exercise evaluations in a cohort with osteoarthritis.

Methods: Patients diagnosed with osteoarthritis of the knee or hip were recruited at a university hospital to perform a set of 6 exercises. Agreement between Motion Coach and 2 physiotherapists’ corrections for segments of the exercises were compared using Cohen κ and percent agreement.

Results: Participants (n=24) were enrolled and evaluated. There were no significant differences between interrater agreements (Motion Coach app vs physiotherapists: percent agreement 0.828; physiotherapist 1 vs physiotherapist 2: percent agreement 0.833; P<.001). Age (70 years or under, older than 70 years), gender (male, female), or BMI (30 kg/m² or under, greater than 30 kg/m²) subgroup analysis revealed no detectable difference in interrater agreement. There was no detectable difference in levels of interrater agreement between Motion Coach vs physiotherapists and between physiotherapists in any of the 6 exercises.

Conclusions: The results demonstrated that Motion Coach is noninferior to physiotherapist evaluations. Interrater agreement did not differ between 2 physiotherapists or between physiotherapists and the Motion Coach app. This finding was valid for all investigated exercises and subgroups. These results confirm the ability of Motion Coach to detect user form during exercise and provide valid feedback to users with musculoskeletal disorders.

(J Med Internet Res 2021;23(7):e26658) doi:10.2196/26658
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Introduction

Musculoskeletal conditions such as osteoarthritis and back pain result in a huge burden for patients and health care systems. Impaired mobility affects both the quality of life of the individual, for example, by increasing social isolation, and the health care system, by raising costs due to factors such as hospitalizations and secondary diseases [1-3]. Osteoarthritis can lead to pain-related fear of movement and an increased probability of further functional impairment [4]. In addition, osteoarthritis is a predictor for developing disabilities that affect activities of daily living, underlining the importance of effective interventions [5].

Current guidelines [6] recommend self-management programs and exercise as first-line therapies for managing osteoarthritis. The prevalence of osteoarthritis is increasing, yet cost and resource constraints limit in-person access to these therapies [7]. Digital therapeutics have emerged as an option to provide access to exercise therapy and multidisciplinary rehabilitation for patients with musculoskeletal pain conditions such as osteoarthritis and back pain [8-10]. Even though a recent survey among health professionals indicated widespread support of use of mobile health technologies in osteoarthritis treatment [11], a primary concern with using digital therapeutics for home-based exercise is the lack of supervision by health care professionals.

Several different digital solutions have been proposed to correct and optimize body pose during exercise execution to improve access to therapeutic exercises [12]. Many mobile health apps for musculoskeletal rehabilitation rely upon video instructions only and provide no means of detecting and correcting pose during exercise [9,13]. These systems, by default, leave users exposed to the risk of incorrectly performing exercise but allow for scalable access without requiring external hardware. To the best of our knowledge, there are no reports on the quality of exercise execution during the use of these systems. Other technologies, such as integrated devices containing inertial sensors, have also been validated to a limited extent, and whether they are suitable for detecting and correcting form during therapeutic exercises has not been evaluated [14,15]. Digital therapeutics that have been validated for this purpose require additional hardware such as a Microsoft Kinect device [16,17].

Motion Coach (Kaia Health GmbH) was recently introduced to address these issues (ie, requiring that equipment be worn on the body or additional hardware) by using only smartphone front camera data and machine learning algorithms to detect the position of body segments during exercise in real time in order to provide personalized feedback.

The aim of this study was to evaluate the ability of Motion Coach to detect and correct form during physiotherapeutic exercises in patients with osteoarthritis. We hypothesized that interrater agreement between physiotherapists and Motion Coach would be noninferior to that between 2 physiotherapists.

Methods

Participants

Participants with a confirmed prior diagnosis of osteoarthritis of the hip or knee were enrolled from the outpatient population of the Department of Orthopedics, Physical Medicine and Rehabilitation, University Hospital, Ludwig Maximilians University of Munich.

Inclusion criteria were (1) diagnosed hip or knee osteoarthritis and (2) age over 18 years. Exclusion criteria were (1) inability to consent (significant cognitive deficits); (2) not fluent in the German language; (3) severe medical or neurological conditions; (4) severe joint contractures that would influence the correct execution of the exercises; (5) previous hip, knee, and ankle arthrodesis; (6) osseous instabilities; or (7) severe osteoporosis.

Ethics and Registration

The study was approved by the Ethics Committee of Ludwig Maximilians University of Munich (20-162) and all participants provided informed consent before study procedures were carried out. The study was registered with the German Study Registry (Deutsches Register Klinischer Studien; DRKS00021828) prior to beginning enrollment.

Procedure

To evaluate the correction of osteoarthritis-specific exercises, Motion Coach provides instructions visually through an iPad’s screen and acoustically via headphones to the participants. While participants performed exercises using Motion Coach, 2 physiotherapists evaluated whether the exercises were being performed correctly. (Physiotherapists were blinded to the audiovisual feedback of Motion Coach). Furthermore, the physiotherapists evaluated the execution of an exercise set or the performance over the predefined time for static exercises as a whole on a 6-point Likert scale (0=insufficient, 5=excellent execution of movement).

Exercises

For assessment, 6 exercises (Table 1 and Figure 1) that reflected several aspects of therapeutic exercises were chosen from the app to ensure detection by the algorithm was reliable in different circumstances. We included exercises that required a varying range of technical ability; exercises that had different modes of execution (4 dynamic and 2 static), to differentiate between exercises requiring rapid feedback in real time (due to continuous movement) and those that do not; and exercises with different levels of difficulty (low, medium, or high).
Table 1. Exercises performed by participants. Exercise difficulty was rated by training experts prior to study.

<table>
<thead>
<tr>
<th>Label</th>
<th>Exercise name</th>
<th>Pose</th>
<th>Execution mode</th>
<th>Exercise difficulty rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Hip extension bent leg</td>
<td>Quadruped</td>
<td>Dynamic</td>
<td>High</td>
</tr>
<tr>
<td>b</td>
<td>Knee flexion (leg curl)</td>
<td>Standing</td>
<td>Dynamic</td>
<td>High</td>
</tr>
<tr>
<td>c</td>
<td>Strengthening hip extensors</td>
<td>Standing</td>
<td>Dynamic</td>
<td>Medium</td>
</tr>
<tr>
<td>d</td>
<td>Strengthen hip abductors</td>
<td>Standing</td>
<td>Dynamic</td>
<td>Medium</td>
</tr>
<tr>
<td>e</td>
<td>Strain front of thigh</td>
<td>Standing</td>
<td>Static</td>
<td>Medium</td>
</tr>
<tr>
<td>f</td>
<td>Elongation of the hip flexors</td>
<td>Standing</td>
<td>Static</td>
<td>Low</td>
</tr>
</tbody>
</table>

Letters correspond to those in Figure 1.

Figure 1. Exercises performed in this study (a) hip extension bent leg; (b) knee flexion (leg curl); (c) strengthening hip extensors; (d) strengthen hip abductors; (e) strain front of thigh; (f) elongation of the hip flexors.

Motion Coach

Overview

In order to give audiovisual feedback on exercise form in real time, Motion Coach uses the camera stream of a user’s mobile device and artificial intelligence–based image processing. Users place their device on the ground approximately 2 meters away, tilted slightly so they can be seen in the frame of view of the camera. The app guides the user with interactive setup instructions (Figure 2). A 2-step process is applied to each new image frame as it is captured by the camera.
Figure 2. (a) User stands approximately 2 meters away from their device while the front-facing camera of the device captures user’s movements. (b) User is guided as to where to stand by a series of interactive screens.

**Step 1: Estimating Pose**

First, a Pose Estimation Machine Learning Model is applied to infer the user’s pose for each captured image frame in real time (Figure 3). This Pose Estimation Model is a convolutional neural network (typically used for image-based machine learning tasks [18]) with a proprietary architecture that runs entirely on the user’s mobile device (therefore, no raw video data leave the user’s device). The model was specifically optimized to run on a wide variety of iOS and Android devices, and the model achieves state-of-the-art performance on academic benchmarks such as the MPII Human Pose Data Set Benchmark [19]. Kaia Health trained this model using a proprietary image data set that consisted of data from people with a variety of characteristics (body shape, height, skin color, movement limitations, etc) exercising in front of their mobile device, with a wide variety of exercise movements and environmental conditions such as varying lighting and background to make the model robust. Each image in the data set had been manually labeled according to a taxonomy designed to best capture the human body in physiotherapeutic exercises.

**Figure 3.** Examples of keypoint poses (white) inferred for various exercises by the Pose Estimation Model.

**Step 2: Evaluating Geometric Expert System**

For audiovisual feedback, spatiotemporal constraints, which were configured in advance by medical, physiotherapeutic, or sport science–trained Kaia staff, are triggered based on movement; there was no need for reconfiguration on a per-user or per-session basis. While the system was in use, constraints were checked automatically in real time, and feedback was provided if any of the configured constraints were violated. If multiple constraints were violated, the prioritization mechanism selects the feedback based on risk of injury.

**Data**

**Overview**

Physiotherapists’ evaluations were collected on a rating sheet for each participant. Data from the app were obtained by taking a screenshot of the report of corrections after the exercises had been executed. Baseline data were collected from participants using paper-based surveys or from participants’ medical reports if they were available in the system. Data from all sources were entered into a metafile in a spreadsheet (Excel; Microsoft Inc).
Data Collection

Gender, age, diagnosis, location of osteoarthritis, height, weight, and the Western Ontario and McMaster Universities Arthritis Index (WOMAC) score were collected at baseline [20].

Each participant performed 6 exercises with a total of 23 rated segments (a set of repetitions of 10 for each exercise or 30 seconds of stable posing for static exercises). For each segment, each physiotherapist’s evaluation and Motion Coach’s evaluation (ie, whether correction was required or not) were collected after the participants completed each exercise. Furthermore, the overall form rating by physiotherapists was recorded on a 6-point Likert scale. Data were pooled for the primary analysis.

Study Endpoints

The primary endpoint was overall agreement between physiotherapists’ and Motion Coach’s evaluations during exercise execution. For each segment, there was a dichotomous outcome (correction recommended or not).

Sample Size

We calculated the sample size required for a noninferiority trial with dichotomous outcome (ie, agreement or disagreement, either between app and physiotherapists’ ratings or between the 2 physiotherapists). We used pilot data (app–physiotherapists mean ratio 0.83; physiotherapist 1–physiotherapist 2 mean ratio 0.845) from the first 16 participants of the study. We determined that 552 exercise segments would be required; therefore, given an assumption of 23 segments per participant, the number of required participants was 24 (noninferiority margin 0.05; α=5%; β=90%). A noninferiority margin of 0.05 was recently used in a comparable study [16] for evaluation of exercise correction with a digital tool.

Statistical Analysis

Continuous data (age, weight, height, and BMI) are described using means and standard deviations; discrete data (gender, location of osteoarthritis, WOMAC score) are described using absolute and relative numbers. Motion Coach–physiotherapist 1, Motion Coach–physiotherapist 2, Motion Coach–both physiotherapists, and physiotherapist 1–physiotherapist 2 interrater reliabilities (Cohen κ and percent agreement) were compared using z scores (α=5%). To assess whether demographic variables had any significant effect on the interrater agreement between Motion Coach and physiotherapists, subgroups for age (70 years or under, older than 70 years), gender (male, female), and BMI (30 kg/m² or under, greater than 30 kg/m²) were formed and compared. We also assessed interrater agreement by exercise. Interrater agreement was categorized according to Cohen κ values as suggested by Landis and Koch [21]: κ < 0.00, poor agreement; κ=0.00-0.20, slight agreement; κ=0.21-0.40, fair agreement; κ=0.41-0.60, moderate agreement; κ=0.61-0.80, substantial agreement; κ=0.81-1.00, almost perfect agreement. All analyses were conducted with R software (version 4.0.2; R Foundation for Statistical Computing).

Results

Participants

The study population’s mean age was 67.6 (SD 8.98 years), and 20 out of the 24 participants (83%) were female. Participants (Table 2) had osteoarthritis of the knee (15/24, 62.5%), hip (6/24, 25%), or both knee and hip (3/24, 12.5%). The mean global WOMAC score was 64.9 (SD 43.3) with mean domain scores of 15.8 (SD 10.7) for Pain, 7.3 (SD 4.8) for Stiffness, and 41.9 (SD 30.5) for Physical Function.
Table 2. Study population characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (n=24)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Female</td>
<td>20 (83)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>mean (SD)</td>
<td>67.6 (9.0)</td>
</tr>
<tr>
<td>n (%) ≤70</td>
<td>12 (50)</td>
</tr>
<tr>
<td>&gt;70 years</td>
<td>12 (50)</td>
</tr>
<tr>
<td><strong>Weight (kg), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>69.5 (16.7)</td>
</tr>
<tr>
<td><strong>Height (m), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.7 (0.1)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²)</strong></td>
<td></td>
</tr>
<tr>
<td>mean (SD)</td>
<td>24.9 (4.6)</td>
</tr>
<tr>
<td>n (%) ≤30 kg/m²</td>
<td>20</td>
</tr>
<tr>
<td>&gt;30 kg/m²</td>
<td>4</td>
</tr>
<tr>
<td><strong>Location of osteoarthritis, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Knee</td>
<td>15 (63)</td>
</tr>
<tr>
<td>Both hip and knee</td>
<td>3 (13)</td>
</tr>
<tr>
<td><em><em>WOMAC</em>, n (%)</em>*</td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>65 (43)</td>
</tr>
<tr>
<td>Pain</td>
<td>16 (11)</td>
</tr>
<tr>
<td>Stiffness</td>
<td>7 (5)</td>
</tr>
<tr>
<td>Physical function</td>
<td>42 (31)</td>
</tr>
</tbody>
</table>

*aWOMAC: Western Ontario and McMaster Universities Arthritis Index.

Primary Analysis

Mean agreement between the app and physiotherapists (percent agreement 0.828) was not inferior (margin 0.05; P<.001) to that between physiotherapist 1 and physiotherapist 2 (percent agreement 0.833).

Comparison of Interrater Reliability

Interrater reliability for the evaluations (Table 3) demonstrated moderate to substantial agreement between physiotherapist 1 and physiotherapist 2 (Cohen κ=0.607, 95% CI 0.535-0.679; percent agreement 0.833, 95% CI 0.800-0.864), Motion Coach and physiotherapist 1 (Cohen κ=0.551, 95% CI 0.474-0.628; percent agreement 0.815, 95% CI 0.780-0.847); Motion Coach and physiotherapist 2 (Cohen κ=0.626, 95% CI 0.474-0.697; percent agreement 0.841, 95% CI 0.807-0.870); and Motion Coach and when there was agreement between both physiotherapists (Cohen κ=0.726, 95% CI 0.654-0.798; percent agreement 0.893, 95% CI 0.862-0.920) (Figure 3). There was no detectable difference between either Motion Coach–physiotherapist 1 interrater reliability and physiotherapist 1–physiotherapist 2 interrater reliability (Cohen κ: P=.309; percent agreement: P=.46) or Motion Coach–physiotherapist interrater reliability and physiotherapist 1–physiotherapist 2 interrater reliability (Cohen κ: P=.71; percent agreement: P=.74; Figure 4).
Table 3. All interpretations of correct versus incorrect exercise execution.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>All, n</th>
<th>Individual</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Individual</td>
<td>Both</td>
</tr>
<tr>
<td></td>
<td>Physiotherapist 1</td>
<td>Physiotherapist 2</td>
<td>Agreement</td>
</tr>
<tr>
<td></td>
<td>Correct</td>
<td>Incorrect</td>
<td>Correct</td>
</tr>
<tr>
<td>All, n</td>
<td>552</td>
<td>394</td>
<td>158</td>
</tr>
<tr>
<td>Physiotherapist 1, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct</td>
<td>394 (71.4)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Incorrect</td>
<td>158 (28.6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>App, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct</td>
<td>390 (70.7)</td>
<td>341 (86.5)</td>
<td>49 (31.0)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>162 (29.3)</td>
<td>53 (13.5)</td>
<td>109 (69.0)</td>
</tr>
</tbody>
</table>

\(^\text{aN/A: not applicable.}\)

Figure 4. Interrater reliability (percent agreement and Cohen \(\kappa\), with upper and lower 95% confidence intervals). PT: physiotherapist.

Subgroup Analysis

No differences were found between app–physiotherapist interrater reliability and physiotherapist 1–physiotherapist 2 interrater reliability in any of the subgroups (Table 4 and Figure 5).
Table 4. Interrater agreement for age, gender, and BMI subgroups.

<table>
<thead>
<tr>
<th>Raters</th>
<th>Cohen κ</th>
<th>Percent agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.607 (0.535-0.679)</td>
<td>0.833 (0.800-0.863)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.551 (0.474-0.628)</td>
<td>.31</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.626 (0.556-0.697)</td>
<td>.71</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.726 (0.654-0.798)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.603 (0.436-0.770)</td>
<td>0.815 (0.721-0.889)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.456 (0.262-0.650)</td>
<td>.26</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.603 (0.436-0.770)</td>
<td>&gt;.999</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.667 (0.486-0.847)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.606 (0.526-0.686)</td>
<td>0.837 (0.800-0.870)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.571 (0.488-0.655)</td>
<td>.55</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.630 (0.552-0.708)</td>
<td>.67</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.738 (0.660-0.816)</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30 kg/m&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.635 (0.558-0.713)</td>
<td>0.848 (0.812-0.879)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.580 (0.497-0.663)</td>
<td>.34</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.617 (0.539-0.696)</td>
<td>.75</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.725 (0.646-0.804)</td>
<td></td>
</tr>
<tr>
<td>≥30 kg/m&lt;sup&gt;2&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.473 (0.285-0.662)</td>
<td>0.761 (0.661-0.844)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.416 (0.220-0.612)</td>
<td>.68</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.665 (0.504-0.825)</td>
<td>.13</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.728 (0.552-0.904)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤70 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.578 (0.461-0.695)</td>
<td>0.846 (0.795-0.888)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.554 (0.432-0.676)</td>
<td>.77</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.640 (0.531-0.748)</td>
<td>.45</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.743 (0.631-0.855)</td>
<td></td>
</tr>
<tr>
<td>&gt;70 years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiotherapist 1 vs physiotherapist 2</td>
<td>0.615 (0.522-0.708)</td>
<td>0.823 (0.775-0.864)</td>
</tr>
<tr>
<td>App vs physiotherapist 1</td>
<td>0.539 (0.438-0.640)</td>
<td>.28</td>
</tr>
<tr>
<td>App vs physiotherapist 2</td>
<td>0.611 (0.517-0.705)</td>
<td>.95</td>
</tr>
<tr>
<td>App vs agreement</td>
<td>0.708 (0.613-0.803)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Comparison of subrow with Physiotherapist 1 vs physiotherapist 2.
Interrater Agreement in Different Exercises

The analysis showed no detectable difference in the rates of interrater agreement in any of the exercises (Table 5 and Table 6).

Table 5. Mean rating of exercise form by the physiotherapists, using a 6-point Likert scale, and interrater agreement comparisons between app–physiotherapist and physiotherapist 1–physiotherapist 2 percent agreement values for each exercise.

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Rating, mean (SD)</th>
<th>Percent agreement</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>App–physiotherapist 1</td>
<td>App–physiotherapist 2</td>
<td>Physiotherapist 1–physiotherapist 2</td>
</tr>
<tr>
<td>a</td>
<td>2.8 (1.1)</td>
<td>0.804 (0.735-0.861)</td>
<td>0.845 (0.782-0.896)</td>
</tr>
<tr>
<td>b</td>
<td>3.4 (1.3)</td>
<td>0.792 (0.680-0.878)</td>
<td>0.806 (0.695-0.889)</td>
</tr>
<tr>
<td>c</td>
<td>4.3 (1.4)</td>
<td>0.778 (0.664-0.867)</td>
<td>0.750 (0.634-0.845)</td>
</tr>
<tr>
<td>d</td>
<td>4.5 (1.1)</td>
<td>0.889 (0.793-0.951)</td>
<td>0.889 (0.793-0.951)</td>
</tr>
<tr>
<td>e</td>
<td>4.5 (1.2)</td>
<td>0.833 (0.727-0.911)</td>
<td>0.861 (0.759-0.931)</td>
</tr>
<tr>
<td>f</td>
<td>4.8 (1.0)</td>
<td>0.812 (0.720-0.885)</td>
<td>0.875 (0.792-0.934)</td>
</tr>
</tbody>
</table>

a Letters correspond to those in Figure 1.
b App–physiotherapist 1 vs physiotherapist 1–physiotherapist 2.
c App–physiotherapist 2 vs physiotherapist 1–physiotherapist 2.
Other digital rehabilitation tools for musculoskeletal pain use external inertial sensors attached to specific limbs or joints to detect exercise poses [22-24]. By nature, these systems are limited to detecting the poses of joints or body areas only where they are placed, and users must typically attach the hardware to their bodies themselves. Studies [14,15] have shown that these systems are generally capable of detecting exercise poses; however, these systems have not been systematically evaluated for their ability to provide feedback on pose during exercise execution.

Built-in smartphone inertia sensors are a viable option to deliver pose correction in rehabilitation without requiring specialized equipment or installations. Spina et al evaluated real-time smartphone motion sensor data processing as an option to assess pose in physical exercises by people with chronic obstructive pulmonary disease [25]. The system was able to provide feedback on pose and exercise feedback similar to the feedback of a trained therapist. The system required a holster to hold the smartphone and that was repositioned on the body depending on the exercise performed. While previous reports have addressed the general feasibility of exercise-related feedback using 2D RGB camera streams, the percent agreement of those systems without postprocessing limited their use [26,27]. In contrast, Motion Coach relies upon 2D camera stream postprocessing of using machine learning algorithms for valid real-time feedback for exercise correction.

To the best of our knowledge, this study is the first to evaluate the potential of a technology (Motion Coach) to trigger suitable corrections of therapeutic exercises in musculoskeletal pain rehabilitation, with the findings suggesting that Motion Coach technology triggers valid corrections as compared to trained physiotherapists. Motion Coach is a software only solution operating on off-the-shelf smartphones, without any need for additional hardware, which makes this digital therapeutic solution accessible to a broad patient population.

The interrater reliability of trained physiotherapists assessments of pose during lower extremity exercises for the has been investigated: Chmielewski et al [28] investigated interrater agreement during 2 exercises performed by healthy volunteers for the lower extremity with 2 distinct methods (overall rating

### Discussion

The purpose of this study was to compare interrater agreement of osteoarthritis knee and hip exercise assessments between Motion Coach (a novel digital tool) and trained physiotherapists; we hypothesized that assessment agreement for the Motion Coach app would not be inferior to that of physiotherapists. Our data support the hypothesis that Motion Coach is noninferior to physiotherapists in assessing whether exercise poses required correction. There was no difference between the interrater agreement of Motion Coach and physiotherapists and that among physiotherapists. This finding was also true in analyses of subgroups that consisted of men, women, participants 70 years or older, participants below 70 years, participants with BMI greater than 30 kg/m², and participants with BMI less than 30 kg/m² and in analyses by exercise. To the best of our knowledge, this is the first report comparing a digital software–based exercise feedback tool with conventional smartphone technology and physiotherapeutic exercise feedback for musculoskeletal conditions.

Previous studies [16,17] have used 3D sensors such as the Microsoft Kinect system to assess pose during exercise and give feedback to users if correction was needed. However, 3D-sensor systems are expensive and require extensive external hardware and a stationary television set, and thus have limited scalability in providing access to digital rehabilitation. Komatireddy [16] found no detectable difference in agreement between a software solution for Microsoft Kinect and a panel of physiotherapists for repetition count and the number of acceptable exercises. Wochartz et al [17] evaluated agreement with regard to joint angles and positions of the lower limb between a Microsoft Kinect-based system and a 3D camera-based motion system but did not evaluate its capacity to trigger corrections during therapeutic exercises; they concluded that the validity of the Kinect system to detect pose without postprocessing was restricted.

Other digital rehabilitation tools for musculoskeletal pain use external inertial sensors attached to specific limbs or joints to
and investigation of deviation from the neutral plane during exercise) in a panel of 3 physiotherapists and found agreement better than chance but no high levels of agreement between physiotherapists. Whatman et al [29] investigated interrater agreement for lower extremity exercises in a panel of physiotherapists (segment-specific and overall agreement) with ordinal and dichotomous outcomes; interrater agreement was generally fair to good and increased with experience of the rater. The interrater agreement observed in our study, among the physiotherapists and also between the physiotherapists and Motion Coach, was high compared to those in previous studies [28,29]. This finding can be explained by the high level of experience of the physiotherapists and training of the physiotherapists on evaluation criteria prior to patient enrollment. Compared to other approaches requiring specialized hardware, the degree of agreement between both physiotherapists and Motion Coach remains high; a similar study [30] using data from the Kinect version 2 Skeleton Tracking system to assess rehabilitation exercises in 19 people with musculoskeletal and neurological limitations showed a limited correlation (r=0.60, P<0.01 for the clinical subgroup) between expert’s clinical judgement and the results of various models based on sensor data.

The study had several limitations. First, the pool of raters was small with n=2, and a third rater was not used (in cases of disagreement between the 2 raters). In addition, the sample was heterogeneous in terms of gender distribution and localization of osteoarthritis, limiting the generalizability of the results. Other limitations arise from the fact that the assessment of pose during therapeutic exercise execution is not standardized, and thus, in this study as in comparable previous studies [28,29], no well-established standard measurement could be used to quantify exercise execution. Furthermore, dichotomous assessment of acceptable exercise is only one of several measures used in prior studies to assess form during exercise. Future studies evaluating Motion Coach will need to use more diverse outcome measures of form during exercise, for example calculations with a musculoskeletal human model.

The interrater agreement for suggesting corrections during therapeutic exercises between both physiotherapists and Motion Coach was moderate to substantial and did not differ between physiotherapists themselves and physiotherapists and Motion Coach. This finding was valid for all investigated exercises and subgroup analysis. These findings validate the ability of Motion Coach to detect form during exercise and provide audiovisual feedback to users with preexisting musculoskeletal conditions.
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Abstract

Background: Harm reduction services reduce the negative consequences of drug injection and are often embedded within syringe service programs (SSPs). However, people who inject drugs (PWID) suboptimally engage with such services because of stigma, fear, transportation restrictions, and limited hours of operation. Mobile health (mHealth) apps may provide an opportunity to overcome these barriers and extend the reach of SSPs beyond that of the traditional brick-and-mortar models.

Objective: This study aims to assess the prevalence of smartphone ownership, the level of comfort in providing the personal information required to use mHealth apps, and interest in using an mHealth app to access harm reduction services among PWID to guide the development of an app.

Methods: We administered a survey to 115 PWID who were enrolled via respondent-driven sampling from July 2018 to July 2019. We examined the extent to which PWID had access to smartphones; were comfortable in providing personal information such as name, email, and address; and expressed interest in various app-based services. We measured participant characteristics (demographics, health status, and behaviors) and used binary logistic and Poisson regressions to identify independent correlates of mHealth-related variables. The primary regression outcomes included summary scores for access, comfort, and interest. The secondary outcomes included binary survey responses for individual comfort or interest components.

Results: Most participants were White (74/105, 70.5%), male (78/115, 67.8%), and middle-aged (mean=41.7 years), and 67.9% (74/109) owned a smartphone. Participants reported high levels of comfort in providing personal information to use an mHealth app, including name (96/109, 88.1%), phone number (92/109, 84.4%), email (85/109, 77.9%), physical address (85/109, 77.9%), and linkage to medical records (72/109, 66.1%). Participants also reported strong interest in app-based services, including medication or sterile syringe delivery (100/110, 90.9%), lab or appointment scheduling (90/110, 81.8%), medication reminders (77/110, 70%), educational material (65/110, 59.1%), and group communication forums (64/110, 58.2%). Most participants were comfortable with the idea of home delivery of syringes (93/109, 85.3%). Homeless participants had lower access to smartphones (adjusted odds ratio [AOR] 0.15, 95% CI 0.05-0.46; \(P=0.001\)), but no other participant characteristics were associated with primary outcomes. Among secondary outcomes, recent SSP use was positively associated with comfort with the home delivery of syringes (AOR 3.29, 95% CI 1.04-10.3 \(P=0.04\)), and being older than 50 years was associated with an increased interest in educational materials (AOR 4.64, 95% CI 1.31-16.5; \(P=0.02\)) and group communication forums (AOR 3.69, 95% CI 1.10-12.4; \(P=0.04\)).

Conclusions: Our findings suggest that aside from those experiencing homelessness or unstable housing, PWID broadly have access to smartphones, are comfortable with sharing personal information, and express interest in a wide array of services within an app. Given the suboptimal access to and use of SSPs among PWID, an mHealth app has a high potential to address the harm reduction needs of this vulnerable population.
KEYWORDS
people who inject drugs; mHealth; patient preferences; syringe services programs; service access; mobile phone

Introduction

Background

The current opioid epidemic has resulted in many adverse outcomes, including increases in hospitalizations attributed to opioid injection and increases in infections of hepatitis C virus (HCV) and HIV, endocarditis, soft tissue infections, and overdose death [1-4]. Reductions in HIV incidence have stalled as a consequence of the volatile opioid epidemic, and numerous outbreaks of HIV and HCV have been reported in both urban and rural settings [4,5]. Although the increasing rates of infection among people who inject drugs (PWID) are staggering, approximately 130 individuals die from overdose each day in the United States [6]. This ongoing crisis calls for further implementation and development of novel methods to reduce risk among PWID and increase the delivery of harm reduction services.

To reduce the incidence of such negative health outcomes, syringe service programs (SSPs) offer services including syringe exchange; the provision of clean injection supplies, fentanyl test kits, and bandages; naloxone (Narcan) training and kit provision; and linkage to internal or external programs for housing support, mental health counseling, primary care, and addiction treatment. Through such a wide range of services, SSPs have demonstrated efficacy in reducing rates of HIV transmission [7] and syringe sharing [8] and increasing HIV treatment and prevention cascades [9-11]. However, SSPs' uptake and coverage are far from meeting recommended targets and provide consistent services to only a quarter of PWID [12]. Reasons for low uptake include (1) long geographical distance to SSPs [13-15], especially in rural areas where opioid use is rising substantially [15]; (2) limited SSP hours of operation [16]; (3) lack of public transportation [17]; (4) the limited power of SSP workforces [18]; and (5) perceived stigma among PWID and fear of arrest and police interference [8,19-22]. These reasons may largely be attributed to the operational style of current SSPs, that is, services and supplies are either provided at central SSP locations or delivered through mobile vans at selected sites during scheduled hours [23]. Although home delivery and contact-free SSPs have been suggested as alternatives to overcome these barriers, they remain underexplored [24,25].

With regard to improving the accessibility and coverage of harm reduction services, a mobile health (mHealth) app has great potential to provide PWID with better access to health care and harm reduction services while also protecting their privacy and offering them a better sense of control of their environment. PWID increasingly have access to smartphones [26], and mHealth interventions have demonstrated significant potential to positively impact a variety of health conditions, including obesity prevention [27], physical activity and healthy eating promotion [28,29], cerebral stroke detection and management [30], and diabetes management [31,32], among others. However, the variety and quantity of mHealth apps for HIV care and prevention are still very limited. Only 18 were available in 2018 [33], and these apps mainly focus only on 2 functionalities: (1) self-management and self-monitoring tools for increasing opioid users’ adherence to medication [33-36] and (2) tools that can improve linkage and retention in HIV care among people with HIV [37,38]. None of the existing HIV-related apps have combined essential functionalities that are desired among individuals who seek HIV care and prevention, including scheduling appointments; viewing medication logs, lab reports, and current pharmacy information; tracking nutrition and fitness; and exchanging social support with other users, along with links to local resources and health information and support for self-managing stress and depression [33,37].

Study Objectives

Given the potential of mHealth apps to increase effectiveness and access to HIV care and harm reduction, we sought to better understand its feasibility and acceptance among a group of individuals who have substantial risk for HIV, that is, PWID. In addition, we sought to understand whether any participant characteristics were associated with feasibility and acceptability or with particular services that could be offered in an mHealth platform. Herein, we present and discuss our findings, focusing on the following three dimensions of feasibility and acceptability: access, comfort, and interest.

Methods

Recruitment

From June 2018 to June 2019, 115 PWID were screened for eligibility in this study at the New Haven Syringe Service Program (NHSSP). The eligibility criteria were as follows: (1) being 18 years or older; (2) being able to understand, speak, and read English or Spanish; (3) self-reporting as an active injection drug user within the past 60 days; and (4) having at least one injection partner. Respondent-driven sampling (RDS) was used for recruitment, and the original seeds were recruited from clientele who use the NHSSP. Seeds were recruited using flyers distributed at the central and mobile distribution locations of the NHSSP.

Once enrolled, seeds were asked to complete a cross-sectional egocentric survey in-person at the NHSSP. An iPad (Apple Inc) was used to display survey questions which were hosted on Qualtrics (SAP) to the participants, and the study staff conducting the interview selected the respondents’ answers. Upon completion of the survey, each seed was compensated US $20 for their time. Following the interview, RDS was used to recruit subsequent waves of participants from within the seed’s current injection network (ie, individuals who had injected drugs with the participant within the past 2 months) using the same aforementioned eligibility criteria. Participants were allowed to recruit injection partners that were either currently engaged with or not engaged with the SSP. This allowed our sample to expand beyond the limits of the SSP clientele. Each seed was given US $10 for each successful
network referral, and each referee was given US $20 upon completion of the survey. Once these network referees completed the survey, they were also asked to recruit their own injection network partners following the same RDS protocol. This resulted in subsequent waves of recruitment and expansion of the participant sample beyond the network of the original seed. All study protocols were approved by the Yale Human Subjects Committee, and a certificate of confidentiality was obtained from the National Institutes of Health to further protect participant information.

Measures

Access to Mobile Devices

We dichotomously assessed access to mobile devices by asking participants if they had access to a cellphone without an internet connection, a cellphone with an internet connection (smartphone), a tablet, or a computer. The main item of interest in this survey was a smartphone, which would be required for the hypothetical service app.

Comfort Levels

We assessed comfort levels associated with using an app and providing personal information by asking participants whether they would be willing or unwilling to provide various personal information to use the app, including their name, phone number, email, address, alternative address, and linkage to medical records. Participants also indicated their comfort level with home delivery of syringes, rated on a 5-point Likert scale, with 1 being very comfortable and 5 being very uncomfortable; a grouped outcome variable for this item was created in which very comfortable and comfortable responses were coded as 1 and all other responses were coded as 0. A summary score for comfort was created by adding up participant responses for each item, thus transforming it to a 0-7 scale, with higher scores indicating a higher level of comfort.

Interest

We assessed interest in potential mHealth app services by asking participants to rate the usefulness of various services, including delivery of medications or syringes, scheduling appointments with providers and labs, setting medication reminders, accessing educational material about health and safe injection practices, and accessing group communication forums with peers. Participants indicated their level of perceived usefulness on a 5-point Likert scale, with 1 being extremely useful and 5 being not at all useful; a grouped variable for each service was created in which extremely useful and very useful responses were coded as 1 and all other responses were coded as 0. 3 survey items focused on the delivery of various services (pre-exposure prophylaxis [PrEP] medication, sterile syringes, and medication for opioid use disorder), and 2 survey items focused on scheduling appointments with providers or labs were combined into 2 grouped outcomes focused on either delivery or scheduling. We created a summary score for interest by adding up the binary scores described above, thus creating a 0-5 scale, with higher scores indicating a higher level of interest in comprehensive services.

Participant Characteristics

We collected self-reported data on demographics, health information, and behavioral history. We measured gender identity, race and ethnicity, levels of education, and housing status (stably housed vs. homeless or unstably housed) categorically and later dichotomized education at the level of high school completion. We collected age data continuously and later categorized them into the following age groups: 18-34 years, 35-49 years, and ≥50 years. We measured perceived financial stability on a 10-item Likert scale, with 1 being always worried about food, housing, and income and 10 being never worried about food, housing, and income. We later dichotomized the responses for perceived financial stability at the median level. We measured the history of incarceration, syringe sharing with current injection partners, carrying of Narcan during injection, and recent engagement with the SSP in the previous 60 days dichotomously. We similarly collected dichotomous health information, including HCV and HIV status and overdose history.

Statistical Analysis

Our primary outcomes included binary access to smartphones and summary scores for comfort and interest. We coded the primary access outcome as 1 if the participant owned a smartphone and 0 otherwise, using multivariable logistic regression when evaluating correlates. We used multivariable Poisson regression to evaluate correlations with summary scores for comfort and interest. In addition, to further explore any possible association between individuals’ characteristics and their comfort and interest, we used logistic regression to evaluate correlations with each individual survey item within the comfort and interest subsections. This allowed us to see which services on the mHealth app would appeal more to certain subsets of the PWID population. As we did not correct for multiple outcomes, these secondary analyses were considered hypothesis-generating. In all models, covariates with P < .20 in bivariate analyses were included in the final models for each outcome. We used complete case analysis, excluding observations with missing covariate or outcome data from the bivariate or multivariable models. All statistical analyses were conducted using Stata 16 (StataCorp).

Results

Participant Characteristics

Table 1 contains the original Likert scores for the items of interest and comfort with home syringe delivery. Roughly 5.2% (6/115) of participants did not answer any questions about mHealth access, comfort (6/115, 5.2%), and interest (5/115, 4.3%), and were therefore excluded from the regression models. In general, participants were in their early 40s, primarily White, male, and had completed high school; most described themselves as homeless or unstably housed, with a minority reporting being infected with HIV or HCV. Most participants reported a history of sharing syringes with their current injection partners and overdose. In addition, just above half (64/115, 55.7%) of the participants reported using the SSP within the past 60 days, and less than half (49/115, 42.6%) of the participants reported carrying Narcan when they inject (Table 2).
<table>
<thead>
<tr>
<th>Interests</th>
<th>Extremely useful, n (%)</th>
<th>Very useful, n (%)</th>
<th>Moderately useful, n (%)</th>
<th>Slightly useful, n (%)</th>
<th>Not at all useful, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delivery of PrEP(^b) services (n=108)</td>
<td>26 (24.1)</td>
<td>32 (29.6)</td>
<td>35 (32.4)</td>
<td>5 (4.6)</td>
<td>10 (9.3)</td>
</tr>
<tr>
<td>Delivery of syringes</td>
<td>47 (42.7)</td>
<td>45 (40.9)</td>
<td>13 (11.8)</td>
<td>1 (0.9)</td>
<td>4 (3.6)</td>
</tr>
<tr>
<td>Delivery of medications for opioid use disorder</td>
<td>57 (51.8)</td>
<td>32 (29.1)</td>
<td>11 (10)</td>
<td>1 (0.9)</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Linking to electronic medical record to schedule appointments with clinical provider</td>
<td>43 (39.1)</td>
<td>41 (37.3)</td>
<td>20 (18.2)</td>
<td>5 (4.6)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Being scheduled for laboratory testing (eg, HIV, hepatitis C virus, and sexually transmitted infections; n=109)</td>
<td>44 (40.4)</td>
<td>41 (37.6)</td>
<td>17 (15.6)</td>
<td>5 (4.6)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Reminders to take medication</td>
<td>43 (39.1)</td>
<td>34 (30.9)</td>
<td>17 (15.5)</td>
<td>11 (10)</td>
<td>5 (4.6)</td>
</tr>
<tr>
<td>Receive educational materials</td>
<td>33 (30)</td>
<td>32 (29.1)</td>
<td>29 (26.4)</td>
<td>7 (6.4)</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Group communication forums</td>
<td>34 (30.9)</td>
<td>30 (27.3)</td>
<td>29 (26.4)</td>
<td>8 (7.27)</td>
<td>9 (8.2)</td>
</tr>
<tr>
<td>Comfort with home syringe delivery(^c) (n=109)</td>
<td>45 (41.3)</td>
<td>48 (44)</td>
<td>2 (1.8)</td>
<td>8 (7.3)</td>
<td>6 (5.5)</td>
</tr>
</tbody>
</table>

\(^a\)Unless specified as comfort rather than interest.
\(^b\)PrEP: pre-exposure prophylaxis.
\(^c\)This Likert scale included very comfortable, comfortable, unsure, uncomfortable, and very uncomfortable.
Table 2. Characteristics and survey responses of study participants (N=115).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>41.7 (10.6)</td>
</tr>
<tr>
<td><strong>Age group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>37 (32.2)</td>
</tr>
<tr>
<td>35-49</td>
<td>48 (41.7)</td>
</tr>
<tr>
<td>≥50</td>
<td>30 (26.1)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>78 (67.8)</td>
</tr>
<tr>
<td>Hispanic ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>27 (23.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Race (n=105), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>74 (70.5)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>17 (16.2)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (13.3)</td>
</tr>
<tr>
<td><strong>Financial stability score, median (Q1, Q3)</strong></td>
<td>3 (1, 5)</td>
</tr>
<tr>
<td><strong>Completed high school, n (%)</strong></td>
<td>87 (75.7)</td>
</tr>
<tr>
<td><strong>Currently homeless or unstably housed, n (%)</strong></td>
<td>72 (62.6)</td>
</tr>
<tr>
<td><strong>Ever incarcerated, n (%)</strong></td>
<td>96 (83.5)</td>
</tr>
<tr>
<td><strong>Health status and behaviors</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Years of injecting, mean (SD)</strong></td>
<td>14 (11.9)</td>
</tr>
<tr>
<td><strong>Self-reported HIV positivity (n=110), n (%)</strong></td>
<td>9 (8.2)</td>
</tr>
<tr>
<td><strong>Self-reported hepatitis C virus positivity, n (%)</strong></td>
<td>35 (30.4)</td>
</tr>
<tr>
<td><strong>Syringe sharing with current injection partners, n (%)</strong></td>
<td>101 (87.8)</td>
</tr>
<tr>
<td><strong>Carry Narcan while injecting, n (%)</strong></td>
<td>49 (42.6)</td>
</tr>
<tr>
<td><strong>Recent syringe service program use, n (%)</strong></td>
<td>64 (55.7)</td>
</tr>
<tr>
<td><strong>Overdose, ever, n (%)</strong></td>
<td>70 (60.9)</td>
</tr>
<tr>
<td><strong>Mobile health opportunities (n=109), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Access to</strong></td>
<td></td>
</tr>
<tr>
<td>Cellphone without internet</td>
<td>12 (11)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>74 (67.9)</td>
</tr>
<tr>
<td>Tablet</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Computer</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td>None</td>
<td>22 (20)</td>
</tr>
<tr>
<td><strong>Comfort with sharing personal information</strong></td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>96 (88.1)</td>
</tr>
<tr>
<td>Personal phone number</td>
<td>92 (84.4)</td>
</tr>
<tr>
<td>Personal email</td>
<td>85 (78)</td>
</tr>
<tr>
<td>Home address</td>
<td>85 (78)</td>
</tr>
<tr>
<td>Alternative address</td>
<td>62 (56.9)</td>
</tr>
<tr>
<td>Medical records</td>
<td>72 (66.1)</td>
</tr>
<tr>
<td>Comfort with home delivery of syringes³</td>
<td>93 (85.3)</td>
</tr>
</tbody>
</table>
Participant characteristics

<table>
<thead>
<tr>
<th>Component interests for an app&lt;sup&gt;a&lt;/sup&gt; (n=110)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delivery (PrEP&lt;sup&gt;b&lt;/sup&gt;, syringes, and medications for opioid use disorder)</td>
<td>100 (90.9)</td>
</tr>
<tr>
<td>Clinical scheduling (provider and lab)</td>
<td>90 (81.8)</td>
</tr>
<tr>
<td>Medication reminders</td>
<td>77 (70)</td>
</tr>
<tr>
<td>Health education</td>
<td>65 (59.1)</td>
</tr>
<tr>
<td>Group communication forums</td>
<td>64 (58.2)</td>
</tr>
</tbody>
</table>

Mobile health summary scores for access, comfort, and interest (n=109)

| Access to smartphone, n (%) | 74 (67.9) |
| Comfort (0-7), mean (SD) | 5.4 (1.8) |
| Interest (0-5; n=110), mean (SD) | 3.6 (1.5) |

<sup>a</sup>See Table 1 for full Likert score responses. The proportion of participants who perceived home delivery of syringes as comfortable or very comfortable and the proportion of those who perceived services as very or extremely useful are shown here.

<sup>b</sup>PrEP: pre-exposure prophylaxis.

Access

Most participants owned a smartphone (74/109, 67.9%). As shown in Table 3, age, perceived financial stability, and homelessness or unstable housing reached $P<.20$ in the bivariate regression and were included in the multivariable model. In the final model, those who were homeless or unstably housed had significantly lower odds of smartphone ownership than those who were stably housed (adjusted odds ratio [AOR] 0.15, 95% CI 0.05-0.46; $P=.001$). Bivariate analyses are presented in Multimedia Appendix 1.

Table 3. Multivariable logistic and Poisson models for primary outcomes<sup>a,b</sup>.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Access to smartphone</th>
<th>Comfort providing personal identifiers and engaging with personalized services</th>
<th>Interest in comprehensive mobile health services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>AOR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>18-34</td>
<td>Ref&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Ref</td>
<td>___</td>
</tr>
<tr>
<td>35-49</td>
<td>2.78 (0.99 to 7.82)</td>
<td>.05</td>
<td>—</td>
</tr>
<tr>
<td>≥50</td>
<td>1.04 (0.32 to 3.43)</td>
<td>.95</td>
<td>—</td>
</tr>
<tr>
<td>Financial stability &gt;3</td>
<td>1.74 (0.66 to 4.59)</td>
<td>.27</td>
<td>—</td>
</tr>
<tr>
<td>Completed high school</td>
<td>—</td>
<td>—</td>
<td>0.13 (−0.07 to 0.33)</td>
</tr>
<tr>
<td>Currently homeless or unstably housed&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.15 (0.05 to 0.46)</td>
<td>.001</td>
<td>—</td>
</tr>
<tr>
<td>HIV positivity</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Logistic regression used for access primary outcome.

<sup>b</sup>Poisson regression used for comfort and interest primary outcomes.

<sup>c</sup>AOR: adjusted odds ratio.

<sup>d</sup>Ref: reference group.

<sup>e</sup>Not available. The covariate was not included in the final model because it did not meet the bivariate threshold of $P<.20$.

<sup>f</sup>Italicized text denotes significance ($P<.05$).

Comfort

Overall, most participants reported being comfortable with providing their names, phone numbers, email, address, access to medical records, and an alternative address such as a post office box on the mHealth app. In addition, a majority of participants reported being comfortable with using the home delivery of syringes on the app. Bivariate Poisson regressions showed that only education was associated with summary comfort scores with $P<.02$, although it was not statistically significant. No additional covariates were included in the final Poisson model.
Interest

Most participants showed interest in the proposed app features. Specifically, delivery services were perceived as at least very useful by most participants, as were scheduling services, setting medication reminders, accessing educational materials related to health and safe injection practices, and accessing group communication and support forums. Table 1 highlights the additional percentage of respondents that indicated only a moderate or slight interest in each service. Age and HIV status were associated with overall interest summary scores in bivariate Poisson regression with $P<.20$ but were not significant in the final multivariable model.

Secondary Analyses: Individual Comfort and Interest Item Analysis

Tables 4 and 5 present the multivariable findings from the secondary hypothesis-generating regression analyses. The bivariate results are presented in Multimedia Appendices 2 and 3. A few of these analyses revealed significant correlations. The middle-aged group (35-49 years) had higher odds of reporting comfort with providing their email than those who were younger (18-34 years; AOR 4.06, 95% CI 1.14-14.51; $P=.03$). In addition, those who completed high school had higher odds of reporting comfort with providing their medical records on the app than those with less education (AOR 2.87, 95% CI 1.12-7.39; $P=.03$). Those who engaged with the SSP at least once in the past 60 days had higher odds of reporting comfort with the idea of a doorstep-styled delivery of syringes (AOR 3.29, 95% CI 1.04-10.34; $P=.04$). Older PWID (≥50 years) had higher odds of reporting interest in having educational materials (AOR 4.64, 95% CI 1.31-16.46; $P=.02$) and communication forums on the app (AOR 3.69, 95% CI 1.10-12.44; $P=.04$). Those who had been previously incarcerated had lower odds of reporting interest in educational materials on the app (AOR 0.22, 95% CI 0.05-0.87; $P=.03$).
Table 4. Secondary multivariable logistic regression models evaluating individual comfort items.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Individual comfort items</th>
<th>Medical records</th>
<th>Home syringe delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
<td>Email</td>
<td>Phone number</td>
</tr>
<tr>
<td>18-34</td>
<td>Ref(^b^)</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>35-49 (^d^)</td>
<td>0.51 (0.09-2.92)</td>
<td>.45</td>
<td>4.06 (1.14-14.51)</td>
</tr>
<tr>
<td>≥50</td>
<td>0.49 (0.05-5.23)</td>
<td>.56</td>
<td>0.77 (0.25-2.39)</td>
</tr>
<tr>
<td>Female</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>—</td>
<td>—</td>
<td>0.36 (0.11-1.12)</td>
</tr>
<tr>
<td>Completed high school</td>
<td>1.74 (0.48-6.26)</td>
<td>.40</td>
<td>—</td>
</tr>
<tr>
<td>Homeless or unstably housed</td>
<td>0.20 (0.39-1.00)</td>
<td>.05</td>
<td>—</td>
</tr>
<tr>
<td>Ever been incarcerated</td>
<td>—</td>
<td>—</td>
<td>2.50 (0.78-8.10)</td>
</tr>
<tr>
<td>Years of injecting</td>
<td>0.96 (0.90-1.03)</td>
<td>.29</td>
<td>—</td>
</tr>
<tr>
<td>Recent SSP use (^e^)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Carry Narcan</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Syringe sharing</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\^aAOR: adjusted odds ratio.
\^bRef: reference group.
\^cNot available. The covariate was not included in the final model because it did not meet the bivariate threshold of \(P<.20\).
\^dItalicized text denotes significance \((P<.05)\).
\^eSSP: syringe service program.
Table 5. Secondary multivariable logistic regression models evaluating individual interest items.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Individual interest items</th>
<th>Delivery</th>
<th>Scheduling</th>
<th>Reminders</th>
<th>Educational material</th>
<th>Communication forums</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AORa (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
<td>P value</td>
<td>AOR (95% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td></td>
<td>Ref</td>
<td>.28</td>
<td>Ref</td>
<td>.68</td>
<td>Ref</td>
</tr>
<tr>
<td>35-49</td>
<td></td>
<td>Ref</td>
<td>.24</td>
<td>Ref</td>
<td>.62</td>
<td>Ref</td>
</tr>
<tr>
<td>≥50d</td>
<td></td>
<td>Ref</td>
<td>.20</td>
<td>Ref</td>
<td>.17</td>
<td>Ref</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td></td>
<td>Ref</td>
<td>.24</td>
<td>Ref</td>
<td>.24</td>
<td>Ref</td>
</tr>
<tr>
<td>Black or African American</td>
<td></td>
<td>0.37 (0.07-1.96)</td>
<td>.29</td>
<td>1.59 (0.38-6.65)</td>
<td>.52</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>0.28 (0.04-1.91)</td>
<td>.35</td>
<td>1.15 (0.34-3.97)</td>
<td>.82</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed high school</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever been incarcerated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV positivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCVe positivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years of injecting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carry Narcan</td>
<td></td>
<td>3.29 (0.61-17.73)</td>
<td>.17</td>
<td>1.00 (0.95-1.05)</td>
<td>.99</td>
<td>—</td>
</tr>
</tbody>
</table>

aAOR: adjusted odds ratio.
bNot available. The covariate was not included in the final model because it did not meet the bivariate threshold of P<.20.
cRef: reference group.
dItalicized text denotes significance (P<.05).
eHCV: hepatitis C virus.

Discussion

Principal Findings

Our results demonstrate a high prevalence of smartphone ownership and diffuse comfort and interest associated with mHealth services among the PWID included in this study. The results of our primary analyses were largely null aside from finding that those that were homeless or unstably housed had lower odds of smartphone ownership. In combination with the high rates of reported comfort and interest, this suggests that such an app-based approach would be acceptable for a wide range of PWID. The hypothetical services included in our survey would each offer unique methods of increasing harm reduction service uptake in the PWID community by overcoming various barriers to SSP engagement and warrant further research and development in this area.

Few significant correlations were found in our primary regression analyses, indicating that the acceptability of an mHealth app is diffusely similar across subsets of PWID. Although most participants reported low financial stability, most owned smartphones and also reported being comfortable with providing their personal information such as name, phone number, email, and address to be able to use an mHealth app. The smartphone ownership level among participants was high but lower than the 81% reported nationally in the United States [39]. Smartphone ownership was lower among those...
experiencing homelessness or unstable housing, indicating that reaching this group with an mHealth app could be challenging. The comfort associated with providing linkage to medical records was slightly lower than the other comfort survey items, indicating that integrating electronic health records in the app could be a barrier for those who have privacy concerns. This may more commonly include those with lower levels of education, as suggested by our secondary analyses. Nonetheless, two-thirds of the participants were comfortable with providing access to medical records and could benefit from linking harm reduction to health care services. Most participants showed a strong desire for a contact-free format to obtain syringes and medications via the app. This service could address current barriers (eg, limited hours and personnel and stigmatization) associated with the current in-person, face-to-face format of most SSPs. Overall, the mostly null findings from our primary analyses indicate a widespread acceptability of an mHealth app designed for PWID.

Our secondary hypothesis-generating analyses revealed significant associations between age and interest in educational materials and group discussion forums and comfort with providing access to personal email. We also found education to be associated with comfort with providing linkage to medical records and a history of incarceration to be associated with interest in educational materials. Although only hypothesis-generating, these secondary findings indicate that allowing customization in an app is crucial for a positive user experience, especially for those with particular interests or privacy concerns. Of particular importance is the secondary finding that recent SSP use increased the odds of comfort with the home delivery of syringes. Aligned with the theory of diffusion by Roger [40,41], this finding indicates that PWID who are currently engaged with SSPs are likely to be the key influencers of the diffusion of an mHealth app and may drive the initial adoption of an mHealth app because of their established trust and familiarity with harm reduction providers and services. The subsequent diffusion of the app to PWID not currently engaged with SSPs may rely on early adopters to encourage their social network contacts to adopt the app.

The variety and quantity of mHealth apps designed for PWID and HIV or HCV care and prevention are very limited [33,42]. Most current apps serve as self-monitoring tools to increase adherence to medication among opioid users or people with HIV [33-36]. To our knowledge, there are no mHealth apps that use a patient-to-provider model offering broad and comprehensive services for PWID, which would greatly advance the mHealth field given the high levels of medical and psychiatric comorbidity in this population [43]. Our findings indicate that a multifunctional mHealth app that can deliver medication reminders, educational materials, and communication forums is highly desired by PWID, the latter especially for older PWID. This app may help reduce the risk of adverse health outcomes and build upon the core harm reduction services such as medication (eg, antiretroviral therapy, PrEP, HCV antivirals, and buprenorphine) and syringe provision [33]. Providing medication reminders for PWID, especially tailored messages, on an app may improve their self-management and medication adherence, which is particularly critical for PWID taking PrEP or antiretroviral therapy [44,45]. In addition, educational materials would also offer PWID information about how to reduce their risks while injecting and educate about overdose prevention and naloxone use. As drug injection is an illicit and often taboo activity, PWID must carefully navigate their environments while seeking information about or assistance with safe injection practices. This is particularly the case for those who have recently transitioned to drug injection, a growing subgroup of PWID that experience a particularly high risk of adverse outcomes, especially overdose, because of gaps in health knowledge, inexperience, and risk behaviors [46]. Our study extends this literature by showing that such education is also important for older PWID, and an mHealth app may be an effective, highly preferred platform for delivering educational material. By providing such educational material within an app, PWID can deploy safe injection practices using instructions within their reach. Finally, our study shows that communication forums may also be favored by older PWID. This demonstrates the older PWID’s desire for web-based communication and support. Such communication forums with peers may offer PWID a means to exchange information on safe injection practices and lessons learned and also provide encouragement and emotional support in a safe, monitored environment.

Limitations
Despite the many new findings, this study has several limitations. This study included a relatively small sample size, which may have resulted in type II errors, and the fact that all initial seed PWID were enrolled from the SSP clientele may have resulted in sampling bias. Previous evaluation of RDS methods suggest that 4-6 recruitment waves are needed to overcome sampling bias with regard to race, sex, and drug use status [47], but the mean number of recruitment waves per seed in our study was 1.59. However, the most productive network in this study consisted of 12 waves and produced 56.5% (65/115) of the study participants, and a total of 83.5% (96/115) of our sample stemmed from seeds with at least three recruitment waves, suggesting that we were able to overcome some, but not all, of the sampling bias.

Strengths of This Work
A strength of our study was our ability to recruit and interview PWID who do not currently engage with the local SSP; 46.1% (53/115) of the participants were not currently engaged with the NHSSP. These participants represent a large and hidden population of PWID that is not reached by the current brick-and-mortar SSP models. Their responses regarding their preferences and barriers to using SSPs give us crucial insight into what improvements are needed to increase the accessibility of SSPs to better address the health needs of this population, including through mHealth delivery strategies. Furthermore, this study provided insight into a broad range of relevant issues regarding mHealth feasibility and interest, including access to required devices, comfort levels, and interest.

Conclusions
In conclusion, our findings suggest high acceptability of an mHealth app among PWID with little differences between subgroups of PWID, suggesting that an app would not only be
applicable to a niche of PWID. The barriers to traditional SSP engagement, including awareness, access, and stigma, may be circumvented with such a novel intervention, and offering alternative solutions via a mobile platform could greatly increase the reach of SSPs and reduce PWIDs’ risk of harm significantly. Further research is warranted on this topic, and in-depth interviews and focus-group discussions should be used to provide more detailed information about how such an app could best serve the target audience.
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Abstract

Background: Ecological momentary assessment (EMA) tools appear to be useful interventions for collecting real-time data on patients’ behavior and functioning. However, concerns have been voiced regarding the acceptability of EMA among patients with schizophrenia and the factors influencing EMA acceptability.

Objective: The aim of this study was to investigate the acceptability of a passive smartphone-based EMA app, evidence-based behavior (eB2), among patients with schizophrenia spectrum disorders and the putative variables underlying their acceptance.

Methods: The participants in this study were from an ongoing randomized controlled trial (RCT) of metacognitive training, consisting of outpatients with schizophrenia spectrum disorders (F20-29 of 10th revision of the International Statistical Classification of Diseases and Related Health Problems), aged 18-64 years, none of whom received any financial compensation. Those who consented to installation of the eB2 app (users) were compared with those who did not (nonusers) in sociodemographic, clinical, premorbid adjustment, neurocognitive, psychopathological, insight, and metacognitive variables. A multivariable binary logistic regression tested the influence of the above (independent) variables on “being user versus nonuser” (acceptability), which was the main outcome measure.

Results: Out of the 77 RCT participants, 24 (31%) consented to installing eB2, which remained installed till the end of the study (median follow-up 14.50 weeks) in 14 participants (70%). Users were younger and had a higher education level, better premorbid adjustment, better executive function (according to the Trail Making Test), and higher cognitive insight levels (measured with...
the Beck Cognitive Insight Scale) than nonusers (univariate analyses) although only age (OR 0.93, 95% CI 0.86-0.99; P=.048) and early adolescence premorbid adjustment (OR 0.75, 95% CI 0.61-0.93; P=.01) survived the multivariable regression model, thus predicting eB2 acceptability.

**Conclusions:** Acceptability of a passive smartphone-based EMA app among participants with schizophrenia spectrum disorders in this RCT where no participant received financial compensation was, as expected, relatively low, and linked with being young and good premorbid adjustment. Further research should examine how to increase EMA acceptability in patients with schizophrenia spectrum disorders, in particular, older participants and those with poor premorbid adjustment.

**Trial Registration:** ClinicalTrials.gov NCT04104347; https://clinicaltrials.gov/ct2/show/NCT04104347

(J Med Internet Res 2021;23(7):e26548) doi:10.2196/26548
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**Introduction**

Up to 4.1 billion people were reported using the internet in 2019 and 83% of the population worldwide reported having a mobile broadband subscription with internet access, although there were considerable differences between low-income and high-income countries [1]. e-Mental health has become an emerging field for a wide range of mental disorders [2], with a significantly increased number of e-mental health papers published since 1993 [3]. In particular, ecological momentary assessment (EMA) via smartphones (actively or passively) appears to be a clinically useful resource, which enables clinicians and researchers to build a digital phenotype. Digital phenotyping, defined as “the moment-by-moment quantification of the individual-level human phenotype in situ by using data from personal digital devices,” [4] has been applied to a variety of mental disorders [5,6]. In particular, passive EMA, which does not require any active role by the participant, provides 2 significant advantages over traditional data collection methods through validated scales or questionnaires. First, real-time data recording avoids recall bias to which patients are subjected at the time of being interviewed. Second, follow-up face-to-face assessments are not needed, which reduce the risk of attrition and related issues [7].

Schizophrenia can be considered as the most severe mental illness, given its poor clinical and social outcomes [8] and excess mortality [9]. Although EMA has been demonstrated to be a valid and feasible resource in a wide range of mental disorders, including schizophrenia spectrum disorders (SSD) [2], concerns have been raised regarding its safety and acceptability among individuals with SSD. In particular, EMA may exacerbate paranoid thoughts [10], although this remains unclear, and to properly research this, may raise ethical issues [4]. Indeed, concerns about acceptability of EMA methods among patients with SSD have been raised, particularly taking into account the overall poor compliance in patients with SSD [11], which may, however, be improved by EMA-based interventions. In keeping with this, data from a 2016 meta-analysis [12] revealed that up to 66.4% of people with psychosis own a mobile phone, which is likely to have increased by now. Over a decade ago, high levels of acceptance (96%) and compliance (87%) with computerized laboratory methods in patients with schizophrenia and schizoaffective disorders were found, with financial compensation (from US $35 to US $100) provided to participants [13]. Consistent with this, acceptability levels of EMA methods among patients with SSD were relatively good-to-excellent in terms of retention, that is, 92%, according to a 2015 meta-analysis of 5 studies on smartphone-based EMA tools and follow-up periods ranging from 6 to 130 days [14]. However, participants in some of the selected studies received a financial incentive, which may have incorporated a selection bias. In addition, cognitive impairment [15], cannabis use [16], negative symptom severity [17], and clinical appointment attendance [18] were linked with poorer EMA acceptability and compliance in patients with SSD, and illness severity and relapse may lead to exclusion from studies and attrition [19,20]. However, passive smartphone-based EMA apps, which require no cooperation from the subject [21], may increase acceptability.

Thus, passive EMA metrics, in addition to either active EMA or self-report scales, were reported to be a feasible tool in patients with SSD [20], which can be useful in monitoring clinical improvement during the acute inpatient episode [22] and in assessing a range of illness aspects such as sleep disturbances [23], autonomic deregulation [24], positive and negative emotions [25], symptom severity [21], social stress [26], and functioning [27]. In addition, EMA may aid in predicting clinical outcomes such as transition from “at-high-risk for psychosis” to having a psychotic disorder [28] and relapsing [29]. EMA-based tools such as reminders via text messages may also have a role in treatment [30]. Indeed, a recent meta-analysis, which included 9 studies, showed that EMA improved symptom severity and compliance [19]. Thus, further replication studies testing passive EMA devices in isolation are warranted.

Two previous investigations by our group examined EMA use, acceptability, and compliance, none of which focused on patients with SSD. The first study examined the characteristics of mental health service users who actively used web-based EMA methods such as MeMind [31] over a 1-year follow-up. Interestingly, out of 13,811 subjects who were registered for MeMind, over 20% of them (2838/13,811) used the active interface on at least one occasion [2]. Later on, a case-control study was designed to test the acceptability of the aforementioned MeMind, which is active (ie, it requires user’s collaboration), and a passive smartphone-based app called the evidence-based behavior (eB2) among patients with mental illness, given its poor clinical and social outcomes [8] and excess mortality [9]. Although EMA has been demonstrated to be a valid and feasible resource in a wide range of mental disorders, including schizophrenia spectrum disorders (SSD) [2], concerns have been raised regarding its safety and acceptability among individuals with SSD. In particular, EMA may exacerbate paranoid thoughts [10], although this remains unclear, and to properly research this, may raise ethical issues [4]. Indeed, concerns about acceptability of EMA methods among patients with SSD have been raised, particularly taking into account the overall poor compliance in patients with SSD [11], which may, however, be improved by EMA-based interventions. In keeping with this, data from a 2016 meta-analysis [12] revealed that up to 66.4% of people with psychosis own a mobile phone, which is likely to have increased by now. Over a decade ago, high levels of acceptance (96%) and compliance (87%) with computerized laboratory methods in patients with schizophrenia and schizoaffective disorders were found, with financial compensation (from US $35 to US $100) provided to participants [13]. Consistent with this, acceptability levels of EMA methods among patients with SSD were relatively good-to-excellent in terms of retention, that is, 92%, according to a 2015 meta-analysis of 5 studies on smartphone-based EMA tools and follow-up periods ranging from 6 to 130 days [14]. However, participants in some of the selected studies received a financial incentive, which may have incorporated a selection bias. In addition, cognitive impairment [15], cannabis use [16], negative symptom severity [17], and clinical appointment attendance [18] were linked with poorer EMA acceptability and compliance in patients with SSD, and illness severity and relapse may lead to exclusion from studies and attrition [19,20]. However, passive smartphone-based EMA apps, which require no cooperation from the subject [21], may increase acceptability.

Thus, passive EMA metrics, in addition to either active EMA or self-report scales, were reported to be a feasible tool in patients with SSD [20], which can be useful in monitoring clinical improvement during the acute inpatient episode [22] and in assessing a range of illness aspects such as sleep disturbances [23], autonomic deregulation [24], positive and negative emotions [25], symptom severity [21], social stress [26], and functioning [27]. In addition, EMA may aid in predicting clinical outcomes such as transition from “at-high-risk for psychosis” to having a psychotic disorder [28] and relapsing [29]. EMA-based tools such as reminders via text messages may also have a role in treatment [30]. Indeed, a recent meta-analysis, which included 9 studies, showed that EMA improved symptom severity and compliance [19]. Thus, further replication studies testing passive EMA devices in isolation are warranted.

Two previous investigations by our group examined EMA use, acceptability, and compliance, none of which focused on patients with SSD. The first study examined the characteristics of mental health service users who actively used web-based EMA methods such as MeMind [31] over a 1-year follow-up. Interestingly, out of 13,811 subjects who were registered for MeMind, over 20% of them (2838/13,811) used the active interface on at least one occasion [2]. Later on, a case-control study was designed to test the acceptability of the aforementioned MeMind, which is active (ie, it requires user’s collaboration), and a passive smartphone-based app called the evidence-based behavior (eB2) among patients with mental illness, given its poor clinical and social outcomes [8] and excess mortality [9]. Although EMA has been demonstrated to be a valid and feasible resource in a wide range of mental disorders, including schizophrenia spectrum disorders (SSD) [2], concerns have been raised regarding its safety and acceptability among individuals with SSD. In particular, EMA may exacerbate paranoid thoughts [10], although this remains unclear, and to properly research this, may raise ethical issues [4]. Indeed, concerns about acceptability of EMA methods among patients with SSD have been raised, particularly taking into account the overall poor compliance in patients with SSD [11], which may, however, be improved by EMA-based interventions. In keeping with this, data from a 2016 meta-analysis [12] revealed that up to 66.4% of people with psychosis own a mobile phone, which is likely to have increased by now. Over a decade ago, high levels of acceptance (96%) and compliance (87%) with computerized laboratory methods in patients with schizophrenia and schizoaffective disorders were found, with financial compensation (from US $35 to US $100) provided to participants [13]. Consistent with this, acceptability levels of EMA methods among patients with SSD were relatively good-to-excellent in terms of retention, that is, 92%, according to a 2015 meta-analysis of 5 studies on smartphone-based EMA tools and follow-up periods ranging from 6 to 130 days [14]. However, participants in some of the selected studies received a financial incentive, which may have incorporated a selection bias. In addition, cognitive impairment [15], cannabis use [16], negative symptom severity [17], and clinical appointment attendance [18] were linked with poorer EMA acceptability and compliance in patients with SSD, and illness severity and relapse may lead to exclusion from studies and attrition [19,20]. However, passive smartphone-based EMA apps, which require no cooperation from the subject [21], may increase acceptability.

Thus, passive EMA metrics, in addition to either active EMA or self-report scales, were reported to be a feasible tool in patients with SSD [20], which can be useful in monitoring clinical improvement during the acute inpatient episode [22] and in assessing a range of illness aspects such as sleep disturbances [23], autonomic deregulation [24], positive and negative emotions [25], symptom severity [21], social stress [26], and functioning [27]. In addition, EMA may aid in predicting clinical outcomes such as transition from “at-high-risk for psychosis” to having a psychotic disorder [28] and relapsing [29]. EMA-based tools such as reminders via text messages may also have a role in treatment [30]. Indeed, a recent meta-analysis, which included 9 studies, showed that EMA improved symptom severity and compliance [19]. Thus, further replication studies testing passive EMA devices in isolation are warranted.
health disorders with/without a history of suicidal thoughts and behavior and in healthy students (controls) [32]. Regarding the eB2 app, acceptability levels among patients receiving mental health care ranged from 71.7% to 73.5%, although at 2-month follow-up, retention rates dropped to approximately 65% [32].

By building on this work, we aimed to investigate the acceptability of a passive EMA smartphone-based app, eB2, among patients with SSD and what variables predicted this acceptability. Of note, we did not aim to investigate the proportion of patients with SSD who continued using eB2 or the factors influencing the usage of this EMA app. Rather, our research question focused on the extent to which patients with SSD gave consent to installation of a smartphone-based app, which was immediately downloaded by a researcher (VGRR) in front of the patient at that point (ie, acceptability) and the factors underlying this (ie, putative predictors of eB2 acceptability). Specifically, 3 hypotheses were tested. Based on the aforementioned study [32], we postulated that (1) the proportion of randomized controlled trial (RCT) participants consenting to eB2 will be lower than 50% (ie, low recruitment levels) and (2) only a small proportion of eB2 users will continue using the app till the end of the study period (ie, low retention). In addition, we hypothesized that eB2 users (compared with nonusers) will have better neurocognitive and metacognitive performance, less severe psychopathological symptoms, and greater insight levels, thus emerging as predictors of EMA acceptability among patients with SSD and, somewhat, replicating previous findings from our group regarding the acceptability of MeMind [2].

Methods

Sample Population

The participants in this study were from an ongoing RCT of metacognitive training, which is being carried out at the Hospital Universitario Fundación Jiménez Díaz (Madrid, Spain) [33]. Briefly, these outpatients (age 18-64 years) with an SSD diagnosis (F20-29 of 10th revision of the International Statistical Classification of Diseases and Related Health Problems), according to the Mini International Neuropsychiatric Interview, 5th edition [34], from June 10, 2019 to March 11, 2020, were considered to be eligible. Recruitment had to be stopped on March 11, 2020 due to the COVID-19 outbreak in Spain. Exclusion criteria were (1) an intelligence quotient ≤70, which was assessed with the short form of the Wechsler Adults Intelligence Scale-IV [35]; (2) a history of head injury or a neurological condition; (3) having received a metacognitive intervention within the previous year; (4) low level of communication in Spanish; and (5) clinician judgment of the participant being unable to complete all aspects of the RCT (eg, clinician-perceived cognitive difficulty of the patient to complete all assessment procedures or weekly therapy group sessions). Of relevance, eligible candidates were reassured that refusing to participate in or dropping out of the study at any time would have no implications on care provision. While customary in research projects, financial compensation of participants may prevent us from fully understanding the acceptability of EMA apps in real-world conditions. In particular, it should be noted that the vast majority of patients with mental health problems receive publicly funded care in Spain, which is free at the point of delivery. Although participants may have been financially compensated for their time, we considered that this may have affected the external validity of our results in terms of EMA acceptability, particularly in our setting. This RCT obtained ethical approval from the local research ethics committee and is registered at clinicaltrials.gov (NCT04104347). Participants gave written informed consent to the research project principal investigator (JDLM) who led the first face-to-face interview with eligible candidates. Those who agreed to participate in the trial were asked if they owned a smartphone. If this was the case, consent to eB2 installation (which is explained below) was attempted to be obtained. Another researcher (VGRR) provided participants in the trial with all the relevant information on eB2, particularly regarding their passive role. More specifically, participants were explained that after installation of the app by one researcher (VGRR) at the clinic in front of them, they did not have to upload data. Equally, they were informed about how to uninstall the app at any time and were provided with the team telephone number. Those who consented to eB2 (users) and those who did not (nonusers) were compared on sociodemographic, clinical, neurocognitive, psychopathological, insight, and metacognitive variables as putative predictors of eB2 acceptability.

eB2 App

The eB2 [36] is a “passive” smartphone-based platform [37] available on Android and iPhone operating systems, designed for recording functioning-related data such as mobility (location, distance, speed), physical activity (number of steps), sleep data, and social activity (phone use, active apps, social network data) without the subject’s collaboration, that is, running in the background of users’ phones (it is passive) other than the initial configuration, which was assisted by one researcher (VGRR). All the above information is gathered from inertial sensors, physical activity, phone calls, message logs, app usage, nearby Bluetooth and Wi-Fi connections, and location. In addition, more detailed activity information and nearby location data can be accessed through Google Play services. Additional resources include a noncontinuous recording schedule and automatic sleep/wake function so that the battery can be safely saved. Further, if eB2 is stopped due to user’s actions or failures/reboots, the operating system can relaunch itself. Data are anonymized and sent to a secure server, thereby allowing continuous feedbacks from digital phenotyping [5].

Measures

In terms of sociodemographic variables, we collected data on age, gender, and education level. Regarding clinical variables, diagnosis (schizophrenia-F20 versus all other SSD), previous suicidal behavior (present vs absent), duration of illness (≤5 years vs >5 years), and previous admissions were included. Premorbid adjustment was measured with the premorbid adjustment scale (PAS) [38], which provides 3 scores on childhood, early adolescence, and late adolescence premorbid adjustment (higher scores indicating poorer premorbid adjustment).
Two neurocognitive measures were used, namely, intelligence quotient, which was estimated with the vocabulary subtest of the Wechsler Adults Intelligence Scale-IV [35], and executive function, which was evaluated using the Trail Making Test (TMT) [39]. TMT involves connecting numbers (Task A) or alternating numbers and letters (Task B); therefore, time to complete each task (in seconds) was taken. Subtracting the time to complete task A from time to complete task B provides an overall measure of the executive function (set shifting), having controlled for processing speed (TMT B-A). Psychopathological symptoms were rated using the Spanish version [40] of the Positive and Negative Syndrome Scale (PANSS) for schizophrenia [41].

Clinical insight, which was the primary outcome of the RCT [33], was assessed with the Spanish version [42] of the Schedule for Assessment of Insight [43]; it provides scores on global insight and 3 insight dimensions: illness recognition, symptom relabeling, and treatment compliance. The higher the score, greater the insight. Three metacognitive dimensions were considered, namely, jumping to conclusions (JTC), cognitive insight, and theory of mind (ToM). JTC was measured with the Beads Task [44]. On the basis of probability (in task 1, the probability is 85:15, while in task 2, the probability is 60:40), the individual must decide the jar to which the extracted bead belongs. JTC is considered if a decision is made after extracting 1 or 2 beads. Cognitive insight was measured with the Spanish version [45] of the Beck Cognitive Insight Scale (BCIS) [46], which is a 15-item self-rated scale and yields 2 factors, namely, self-reflectiveness (9 items) and self-certainty (6 items). An overall measure of cognitive insight, that is, composite index, can thus be calculated by subtracting self-certainty from self-reflectiveness. ToM was evaluated by means of the Hinting Task [47] Spanish version [48] by using 2 stories: scores ranged from 0 to 4, where higher scores indicated better ToM performance; and the Emotions Recognition Test Faces activity [49], which is composed of 20 different photographs showing people’s emotions and 2 answers at the bottom of each picture, one of each is right and the other is wrong. Scores ranged from 0 to 20; the higher the scores, the better was the ToM performance.

Statistical Analysis
First, we calculated acceptability in terms of (1) recruitment, that is, the proportion of RCT participants who consented to eB2 installation (users), and (2) retention, that is, the proportion of users whose eB2 remained installed till the end of the study period. With regard to the predictors of eB2 acceptability, we first inspected the variable distributions by using histograms and the Kolmogorov–Smirnov test. Second, exploratory bivariate analyses investigated differences between users and nonusers in sociodemographic, premorbid adjustment, clinical, neurocognitive, psychopathological, insight, and metacognitive variables. Parametric and nonparametric tests were used as appropriate. Third, a multivariable binary logistic regression model tested the real influence of the above (independent) variables on “being user” (vs nonuser), that is, acceptability, which was the main outcome measure. A 95% significance level was set for all the above analyses, which were performed using SPSS version 25.0 (IBM Corp).

Results
Sociodemographic Characteristics of the Participants
From June 10, 2019 to the March 11, 2020, 351 eligible patients were approached and invited to participate in the RCT by the treating consultant psychiatrist (LMI or SSA) or psychologist (LML). Of these, 77 individuals (22%) agreed to take part in the RCT, met the inclusion criteria, and were available at the baseline assessment; therefore, they were asked to install eB2. Twenty-four subjects (31%) agreed and gave consent (users) (Figure 1).
Although in 4 users, eB2 installation could not be completed owing to technical issues, in the analyses below, we compared all the individuals who accepted eB2 (users, 24/77, 31%) with those who did not (nonusers, 53/77, 69%). Only 6 subjects uninstalled the app prior to the end of the study, which occurred at a median of 14.50 weeks. Hence, there were 14 users who did not uninstall eB2 (ie, retention was 14/20, 70%) of whom 7 subjects continued to use the app (ie, data being sent to the server) till the end of the study. For the remaining 7 users, there was no evidence of data being sent to the server (eg, they had no wireless access or the battery may have run out without being replaced). Time of eB2 data uploading ranged from 0 to 44 weeks (median 12 weeks).

We asked nonusers (n=53) for the reasons underlying refusal. For descriptive purposes, 4 categories (see below) were created by 2 researchers (JDLM and VGRR) who independently classified participants’ free-text verbal responses according to such categories. Any inconsistency was resolved by consensus by 2 researchers (EBG and MLB). Results were (1) lack of interest (31/53, 58%), (2) privacy issues (5/53, 9%), (3) lack of a mobile device (4/53, 7%), and (4) eB2 incompatible with mobile device according to the patient (12/53, 23%). One individual gave no reason. However, no nonuser raised issues about the configuration/installation of eB2, which was carried out in front of him/her by one researcher (VGRR), that is, at no point was the smartphone taken away from the owner. Time from eB2 installation to last eB2 data registration by the server (n=20) ranged from 0 to 553 days (median 187.5). One subject experienced a psychotic relapse and asked the research team to uninstall the app, which was honored. However, no causality association between eB2 installation and mental state relapse could be established. The sample population characteristics (N=77) and differences between users (n=24) and nonusers (n=53) are presented in Table 1.
Table 1. Sociodemographic characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=77)</th>
<th>Users (n=24)</th>
<th>Nonusers (n=53)</th>
<th>t (df)</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.69 (9.76)</td>
<td>42.33 (10.75)</td>
<td>50.11 (8.30)</td>
<td>-3.46 (75)</td>
<td>N/A</td>
<td>.001</td>
</tr>
<tr>
<td>Gender (males), n (%)</td>
<td>41 (53)</td>
<td>14 (58)</td>
<td>27 (51)</td>
<td>N/A</td>
<td>0.4 (1)</td>
<td>.55</td>
</tr>
<tr>
<td>Education level (primary), n (%)</td>
<td>13 (17)</td>
<td>1 (8)</td>
<td>12 (23)</td>
<td>N/A</td>
<td>4.0 (1)</td>
<td>.045</td>
</tr>
<tr>
<td><strong>Premorbid adjustment [38], mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Childhood</td>
<td>5.80 (3.79)</td>
<td>4.96 (2.76)</td>
<td>6.19 (4.15)</td>
<td>-1.53 (64.49)</td>
<td>N/A</td>
<td>.13</td>
</tr>
<tr>
<td>Early adolescence</td>
<td>7.64 (4.64)</td>
<td>5.33 (2.76)</td>
<td>8.71 (4.95)</td>
<td>-3.80 (71.21)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Late adolescence</td>
<td>7.69 (4.90)</td>
<td>6.57 (3.07)</td>
<td>8.23 (5.52)</td>
<td>-1.63 (67.33)</td>
<td>N/A</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Clinical variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td>48 (62)</td>
<td>16 (67)</td>
<td>32 (60)</td>
<td>N/A</td>
<td>0.3 (1)</td>
<td>.60</td>
</tr>
<tr>
<td>Previous suicidal behavior, n (%)</td>
<td>31 (40)</td>
<td>9 (37)</td>
<td>22 (41)</td>
<td>N/A</td>
<td>0.1 (1)</td>
<td>.74</td>
</tr>
<tr>
<td>Duration of illness (&lt;5 years), n (%)</td>
<td>8 (10)</td>
<td>2 (8)</td>
<td>6 (11)</td>
<td>N/A</td>
<td>0.2 (1)</td>
<td>.69</td>
</tr>
<tr>
<td>Previous admissions, mean (SD)</td>
<td>3.46 (3.99)</td>
<td>2.96 (2.87)</td>
<td>3.68 (4)</td>
<td>-0.72 (74)</td>
<td>N/A</td>
<td>.47</td>
</tr>
<tr>
<td><strong>Psychopathology (PANSS)b, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>8.44 (3.67)</td>
<td>9.17 (3.94)</td>
<td>8.11 (3.53)</td>
<td>1.17 (75)</td>
<td>N/A</td>
<td>.25</td>
</tr>
<tr>
<td>Negative</td>
<td>14.91 (5.89)</td>
<td>14.00 (5.27)</td>
<td>15.32 (6.16)</td>
<td>0.50 (75)</td>
<td>N/A</td>
<td>.37</td>
</tr>
<tr>
<td>Disorganization</td>
<td>6.05 (2.61)</td>
<td>5.50 (2.38)</td>
<td>6.30 (2.69)</td>
<td>-1.25 (75)</td>
<td>N/A</td>
<td>.21</td>
</tr>
<tr>
<td>Mania</td>
<td>6.25 (1.86)</td>
<td>6.67 (2.20)</td>
<td>6.06 (1.67)</td>
<td>1.34 (75)</td>
<td>N/A</td>
<td>.18</td>
</tr>
<tr>
<td>Depression</td>
<td>6.94 (2.70)</td>
<td>7.29 (2.77)</td>
<td>6.77 (2.67)</td>
<td>0.78 (75)</td>
<td>N/A</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Insight (SAI-E)c, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total insight</td>
<td>15.55 (2.29)</td>
<td>15.67 (5.26)</td>
<td>15.49 (5.35)</td>
<td>0.13 (75)</td>
<td>N/A</td>
<td>.89</td>
</tr>
<tr>
<td>Illness recognition</td>
<td>5.36 (2.68)</td>
<td>5.29 (2.77)</td>
<td>5.40 (2.67)</td>
<td>-0.16 (75)</td>
<td>N/A</td>
<td>.87</td>
</tr>
<tr>
<td>Symptoms relabeling</td>
<td>5.87 (2.81)</td>
<td>6.21 (2.23)</td>
<td>5.72 (3.05)</td>
<td>0.79 (59.61)</td>
<td>N/A</td>
<td>.43</td>
</tr>
<tr>
<td>Treatment compliance</td>
<td>4.31 (1.57)</td>
<td>4.17 (1.58)</td>
<td>4.38 (1.58)</td>
<td>-0.54 (75)</td>
<td>N/A</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Neurocognition, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligence quotient</td>
<td>104.61 (11.72)</td>
<td>105.83 (12.48)</td>
<td>104.06 (11.44)</td>
<td>0.61 (75)</td>
<td>N/A</td>
<td>.54</td>
</tr>
<tr>
<td>Trail Making Test A [39]</td>
<td>59.33 (29.50)</td>
<td>45.38 (12.51)</td>
<td>65.90 (30.16)</td>
<td>-4.16 (69)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trail Making Test B</td>
<td>126.25 (56.83)</td>
<td>102.13 (34.27)</td>
<td>138.57 (62.20)</td>
<td>-3.18 (63)</td>
<td>N/A</td>
<td>.002</td>
</tr>
<tr>
<td>Trail Making Test B–A</td>
<td>68.91 (43.65)</td>
<td>56.75 (34.68)</td>
<td>75.13 (46.70)</td>
<td>-1.70 (63)</td>
<td>N/A</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Metacognition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jumping to conclusions (85:15), n (%)</td>
<td>42 (56)</td>
<td>13 (54)</td>
<td>29 (54)</td>
<td>N/A</td>
<td>0.1 (1)</td>
<td>.83</td>
</tr>
<tr>
<td>BCIS-SRd, mean (SD)</td>
<td>15.43 (5.11)</td>
<td>17.18 (3.86)</td>
<td>14.69 (5.41)</td>
<td>1.95 (72)</td>
<td>N/A</td>
<td>.06</td>
</tr>
<tr>
<td>BCIS-SCe, mean (SD)</td>
<td>7.67 (3.42)</td>
<td>7.42 (3.20)</td>
<td>7.80 (3.55)</td>
<td>-0.44 (71)</td>
<td>N/A</td>
<td>.66</td>
</tr>
<tr>
<td>BCIS-CIf, mean (SD)</td>
<td>7.74 (6.66)</td>
<td>9.95 (4.789)</td>
<td>6.73 (7.17)</td>
<td>1.92 (68)</td>
<td>N/A</td>
<td>.06</td>
</tr>
<tr>
<td>Hinting task, mean (SD)</td>
<td>2.25 (1.33)</td>
<td>2.08 (1.38)</td>
<td>2.32 (1.31)</td>
<td>-0.72 (75)</td>
<td>N/A</td>
<td>.47</td>
</tr>
<tr>
<td>ERTFg, mean (SD)</td>
<td>16.86 (2.16)</td>
<td>16.96 (1.90)</td>
<td>16.81 (2.28)</td>
<td>0.27 (75)</td>
<td>N/A</td>
<td>.79</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bPANSS: Positive and Negative Syndrome Scale for schizophrenia [41].
cSAI-E: Schedule for Assessment of Insight, expanded version [43].
eBCIS-SC: Beck Cognitive Insight Scale-Self-Certainty.
fBCIS-CI: Beck Cognitive Insight Scale-Criticality.
At the time of the study inception, users were younger than nonusers (42.33 [SD 10.75] vs 47.69 [SD 9.76] years, respectively; \( t_{72}=-3.46; P=.001 \)). The proportion of less educated people among users was lower than that among nonusers (1/24, 8% vs 8/53, 23%, respectively; \( \chi^2=4.0; P=.045 \)). No between-group differences in gender, diagnosis, history of suicidal behavior, illness duration, or number of previous admissions emerged from the analyses. PAS scores among users were lower (ie, better premorbid adjustment) than those among nonusers, which reached significance in early adolescence (5.33 [SD 2.76] vs 8.71 [SD 4.95], respectively; \( t_{72}=-3.80; P<.001 \)).

No significant differences between users and nonusers in psychopathological symptom severity (PANSS factors) or clinical insight scores were found. Although intelligence quotient did not significantly differ between groups, users had better executive function performance, that is, it took them shorter time (in seconds) to complete TMT-A (45.38 [SD 12.51] vs 65.90 [SD 30.16], respectively; \( t_{63}=-4.16; P<.001 \)) and TMT-B (102.13 [SD 34.27] vs 138.57 [SD 62.20], respectively; \( t_{72}=-3.18; P=.002 \)) than nonusers. Differences in time to complete task B minus time to complete task A were nonsignificant (\( P=.9 \)). In terms of metacognitive tasks, the BCIS self-reflectiveness (17.18 [SD 3.86] vs 14.69 [SD 5.41], respectively; \( t_{72}=1.95; P=.06 \)) and the BCIS Composite Index (9.95 [SD 4.78] vs 6.73 [SD 7.17], respectively; \( t_{72}=1.92; P=.06 \)) among users were higher than those among nonusers (indicating better metacognitive performance). Neither JTC (\( P=.83 \)) nor ToM measures (HINT Task: \( P=.47 \); Emotions Recognition Test Faces activity: \( P=.79 \)) distinguished users from nonusers significantly.

### Binary Multivariable Logistic Regression Model on User (as Outcome)

Age, education level, early adolescence premorbid adjustment, TMT-A, TMT-B, and cognitive insight (only composite index was taken to avoid multicollinearity) were significantly associated with being a user, and they were therefore entered into the binary multivariable logistic regression model (Table 2).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Unstandardized coefficient</th>
<th>SE</th>
<th>Wald</th>
<th>P value</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-0.075</td>
<td>0.038</td>
<td>3.910</td>
<td>.048</td>
<td>0.928 (0.861-0.999)</td>
</tr>
<tr>
<td>Education level</td>
<td>-0.967</td>
<td>1.289</td>
<td>0.563</td>
<td>.45</td>
<td>0.380 (0.030-4.755)</td>
</tr>
<tr>
<td>Early premorbid adjustment scale [38]</td>
<td>-0.285</td>
<td>0.110</td>
<td>6.695</td>
<td>.01</td>
<td>0.752 (0.606-0.933)</td>
</tr>
<tr>
<td>Trail Making Test A [39]</td>
<td>-0.030</td>
<td>0.025</td>
<td>1.488</td>
<td>.22</td>
<td>0.970 (0.924-1.018)</td>
</tr>
<tr>
<td>Trail Making Test B</td>
<td>-0.005</td>
<td>0.010</td>
<td>0.278</td>
<td>.60</td>
<td>0.995 (0.976-1.014)</td>
</tr>
<tr>
<td>Cognitive insight</td>
<td>0.062</td>
<td>0.061</td>
<td>1.043</td>
<td>.31</td>
<td>1.064 (0.944-1.200)</td>
</tr>
</tbody>
</table>

\(^a\)Model \( \chi^2=25.3; P<.001 \). The model explained 44.7% (Nagelkerke \( R^2 \)) of the variance and correctly classified 77% (59/77) of the cases. Specifically, 55% (13/24) of users and 88% (47/53) of nonusers were correctly predicted by the model.

Age (OR 0.93, 95% CI 0.86-0.99; \( P=.048 \)) and early adolescence PAS score (OR 0.75, 95% CI 0.61-0.93; \( P=.01 \)) remained significant. The final model (\( \chi^2=25.3; P<.001 \)) explained 44.7% (Nagelkerke \( R^2 \)) of the variance on being a user (or acceptability, ie, the outcome variable) and correctly classified 77% (59/77) of the subjects, that is, 54% (13/24) of the users and 88% (47/53) of the nonusers (Table 2).

### Discussion

#### Main Findings

We used data from an ongoing RCT of metacognitive training with an unselected sample of patients with SSD [33] and we compared those participants who consented to installation (users) of a passive smartphone-based EMA app, eB2, with those who did not (nonusers) in order to investigate eB2 acceptability and the factors that predicted the acceptability. First, as postulated, acceptability was lower than 50% (approximately one-third of the participants), thereby indicating low recruitment. However, contrary to our second hypothesis, retention was higher than expected since most users had not uninstalled eB2 till the end of the follow-up period (at 14 weeks) and in half of the users, there was evidence of continued eB2 use. However, this may have been due to the chronicity of the participants (illness duration was longer than 5 years in almost 90% of them) or negative symptom severity (based on the PANSS ratings). In other words, not having uninstalled the app may well reflect a lack of interest in eB2 rather than the other way round. Our third hypothesis was in part supported by the study results. eB2 users were younger, had a higher education level, better premorbid adjustment and executive function, and higher levels of cognitive insight than nonusers, although only being young and good early adolescence premorbid adjustment survived the multivariable regression model.

#### Comparison With Previous Literature

**Acceptability of eB2 Among Patients With SSD**

Previous studies on mobile-based apps in schizophrenia showed good acceptability levels. Back in 2013, a mobile app and text messaging system was tested in 24 subjects: patients with schizophrenia (n=22) and patients with schizoaffective disorder (n=2) (Diagnostic and Statistical Manual of Mental Disorders,
4th Edition criteria), among whom recruitment rate was estimated at approximately 70% [50]. Consistent with this, exploring the mental health app FOCUS use by 33 individuals with schizophrenia was reported to be 61% [51]. However, participants in these studies received a financial incentive, which may raise ethical issues [4], particularly in patients with serious mental illness such as SSD, who tend to have limited incomes [52-54]. Hence, owing to a potential selection bias, caution is needed when interpreting these findings. In keeping with this, acceptability of a smartphone-based app designed for self-reporting psychotic symptoms was significantly lower (50%) when there were no financial incentives [7].

Of note, all the above studies required an active role by participants who had to upload data to the apps themselves. Since patients with SSD tend to have poor compliance [11,55], an alternative to increase EMA acceptability may be using passive smartphone-based apps such as eB2. A passive smartphone EMA tool correlated with in-clinic assessments of sleep quality, including high retention levels (90%) over 6 weeks [23]. Another passive approach to recording functioning data is wearing mHealth devices, which was accepted by the vast majority (80%) of those inpatients with schizophrenia who were found eligible in one study [20]. Consistent with this, 14 out of 15 participants completed an investigation (ie, high retention levels, 93%) on rest/activity recording at sleep time (recruitment was not reported) who received a financial compensation [56].

Regarding patient satisfaction, it is worth noting that 81% of a small sample of patients (n=30) with schizophrenia wearing these devices provided positive or excellent feedback [24].

One may question why we decided to test a passive EMA app in this unselected sample of patients with SSD. As mentioned above, the main aim of this investigation was to test whether metacognitive training can improve insight and clinical outcomes in patients with SSD, that is, addressing noncompliance, which is of major relevance in the psychosis field. In keeping with this, we speculated that a passive EMA app (which required no actions to be taken by the subject) would achieve higher levels of acceptance than an active app. Given the comprehensiveness of the RCT, we considered that asking participants to install an app and upload data (ie, active apps) would make refusal more likely. However, whether passive or active EMA devices may increase or decrease acceptability among patients with psychotic disorders requires further investigation. The extent to which EMA devices may trigger psychotic phenomena in some, but not all, individuals [10] may, in part, explain this. Future studies, free of financial incentives to participants, are therefore warranted to establish what determines this response, including between-individual differences.

**Predictors of Acceptability of eB2 Among Patients With SSD**

In our sample, users were significantly younger than nonusers. At first glance, one may question the extent to which a between-group difference of 8 years, although statistically significant, is clinically meaningful. In this regard, 2 issues should be noted. First, this finding is in full agreement with that reported in our previous study [2], which found a difference in the age by 6 years between a large group (n=2838) of active users of an active EMA tool, such as MeMind, and nonusers (n=10,973). Second, based on the nQuery method, this difference equates to an effect size of 0.79, that is, a large effect size, which would provide further support for this finding. It is true, however, that the full clinical implications of this result remain subject to further debate. Although it is intuitive to think that youth may be linked with higher levels of eHealth literacy, which may contribute to EMA acceptability, smartphone-based EMA has been successfully implemented in older adults with schizophrenia [57]. Our findings also revealed that users have higher education, better premorbid adjustment, and better executive function performance than nonusers, which is consistent with that reported in a previous study showing a positive association of EMA compliance with neurocognition [15].

Although some previous studies linked noncompliance with negative symptom severity and low premorbid intelligence quotient [17], we failed to replicate this. However, our results were consistent with those of other studies that showed no association of EMA compliance with clinical variables [58] or age, medication, and symptom severity [59]. In line with our results, refusal to participate in one study [18] was associated with clinical appointment nonattendance. Of relevance, while no clinical insight dimension such as illness awareness, symptoms, relabeling, and treatment compliance [60] differed between users and nonusers, cognitive insight was found to predict eB2 acceptability in the bivariate analyses. Cognitive insight [46], which is a core metacognitive domain, may thus become a more relevant predictor of EMA acceptability among subjects with SSD than clinical insight despite the relationship between clinical insight and compliance [11,55]. If the aforementioned association of cognitive insight with EMA acceptability/compliance was replicated, interventions targeting metacognition, such as metacognitive training [61], may increase EMA acceptability/compliance, which remains to be investigated.

**Strengths, Limitations, and Implications on Clinical Practice and Future Research**

In spite of previous concerns about EMA tool use by patients with SSD, almost one-third of the trial participants agreed to the installation of the eB2 passive mobile app, which opens new directions for clinical practice and research. Participants did not have to take any active role in uploading data or installing the app, which was completed by one researcher (VGRD), which may have increased acceptability levels. EMA-based methods may also pave the way toward remote monitoring of such a vulnerable group of patients. However, further studies should explore more successful strategies aimed at increasing EMA acceptability among patients with SSD. Information leaflets explaining evidence-based benefits from EMA in lay terms within a proper patient-researcher/clinician relationship may contribute to this. Unlike most previous studies [14], participants in this RCT did not receive a financial compensation. Although subject to further debate, by doing so, we may have avoided a potential selection bias. In other words, our findings do reflect the extent to which real-world patients with SSD consented to a mobile-based EMA app, and what appears to underlie this,
regardless of the potential financial incentives. Specifically, the vast majority (31/53, 59%) of those who refused to install eB2 reported lack of interest. Although a financial incentive may have reduced the proportion of nonusers, this would have not reflected a real patient involvement in using EMA.

This study findings should be considered in light of some limitations. First, participants came from an RCT and therefore gave consent and completed a comprehensive set of assessments. Lack of cooperativeness was also an exclusion criterion. Thus, referers (LLL, SSA, LML) only found 351 patients to be eligible over the study recruitment period, which had to be stopped owing to the COVID-19 outbreak in Spain. Regrettfully, we did not systematically record the total number of patients that they saw in clinic, which was much higher. Only 77 agreed to take part in the RCT. Hence, those with poorer insight levels were therefore less likely to take part in this study, which may limit the generalizability of the results. However, this ethical requirement and the subsequent limitation in terms of generalizability applies to most studies on insight in psychosis. Nonetheless, this study is part of an RCT of metacognitive training (detailed above), which was not originally designed to test this study hypotheses. Not only this may have affected the representativeness of the study sample, but also much caution should be taken when applying the study results to patients with SSD in other settings. Second, all participants were mental health service users living in Madrid, which is an inner urban area, and results may not apply to people with psychosis receiving mental health input from primary care (ie, only from the general practitioner) or those residing in rural areas. Third, only a small proportion of the RCT participants agreed to eB2 installation; therefore, some between-group (users vs nonusers) comparisons may have lacked sufficient power. Fourth, other nontested variables may affect eB2 acceptability. Finally, future studies may involve families and carers in EMA app installation and compliance. Regrettfully, we did not systematically collect data in the first face-to-face interview with participants in the RCT in terms of variables related to the researchers asking for consent (JDLM and VGRR) and whether their relationship with the participants may have affected eB2 acceptability. This said, we suggest registering information on these variables in future EMA acceptability studies. Further, it should be noted that as per the protocol of the RCT, these EMA users had to have consented to participating in the trial. Hence, we cannot rule out that a number of those who refused to enroll the RCT may have accepted eB2, although this seems unlikely since RCT participants tend to be those individuals with higher levels of cooperativeness.

Our work, therefore, adds to the growing field of e-mental health. Within the context of the COVID-19 pandemic, remote telemedicine-based mental health services need to be prioritized, which is in line with previous mental health policies focused on information and communication technology [62]. Not only the COVID-19 pandemic is likely to have a negative impact on mental health outcomes, including increased suicide rates [63] via unemployment rise [64], but also underfunded/underresourced services will have to continue delivering mental health care to vulnerable patients in need [65]. Although eHealth tools may mitigate this [66], long-term outcomes remain unknown, particularly regarding patients with SSD.

In keeping with this, our results highlight that EMA methods may need to be tailored to patients with SSD. Otherwise, there is a high risk that this group of vulnerable patients may be neglected by newly developed approaches to mental health care with the subsequent very negative impact on outcomes, including increased stigma. Specifically, much attention should be paid to patients with SSD when getting older and to those with low education level, poor premorbid adjustment, and deficits in executive function and cognitive insight. Worryingly, not only are these the most vulnerable individuals affected by such a serious mental illness, but also, based on our results, they appear to be the most reluctant ones to use remote resources such as EMA, which are likely to be prioritized by mental health services in the post-COVID-19 pandemic era. The question, therefore, arises: how can we practically tailor EMA methods to subjects with SSD? First, as noted above, we think that passive apps should be more widely recommended than active apps, given the overall poor compliance in patients with SSD. Second, patients need to be properly reassured that these resources do not control their thoughts or monitor them personally since data are anonymized, which requires a proper doctor-patient relationship. In other words, patients with SSD may be less likely to consent to researchers who are not involved in their clinical care. This said, this is definitely an area in which further research is needed.

More specifically, 2 main interlinked unmet challenges need to be addressed by the so-called e-mental health in the years to come. First, the satisfaction of the patients with SSD toward, and adherence to, new technologies and related devices should be improved. Second, financial incentives should not be considered to achieve this, which may stress further underfunded mental health services, particularly in low-income countries.
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Abstract

Background: Families experiencing high levels of psychological distress are considered a particularly vulnerable population for adverse effects on mental and physical health. Moreover, highly stressed individuals engage less in mental health promoting activities and show low stress management competencies. App-based stress interventions seem promising for the treatment and prevention of stress outcomes and might be a low-threshold solution.

Objective: The aim of this study was to identify the requirements for a tailored app to reduce stress in a cohort of highly stressed families that have low stress management skills.

Methods: Parents (n=1008; age: mean 47.7 years, SD 6.1; female: 599/1008, 59.7%) completed an extensive web-based survey and were subdivided into a target (stressed individuals with low stress competency) and nontarget group according to their reported stress level and stress management competencies. Group differences were analyzed using analysis of variance. In principal component analysis with Kaiser varimax rotation, personally defined stress management goals were grouped into components. Linear regression models were also calculated.

Results: A 3-factor solution cumulatively explained 56% of the variance in personally defined goals of interest for stress management with (1) active strategies (25.61% explained variance), (2) general competency (17.95% explained variance) and (3) passive strategies (12.45% explained variance). The groups differed in age ($F_{1,978}=27.67$, $P<.001$), health index ($F_{1,958}=246.14$, $P<.001$), personally defined general-competency goal ($F_{1,958}=94.16$, $P<.001$), as well as “information acquisition” ($F_{1,971}=14.75$, $P<.001$) and “need for stimulation” ($F_{1,981}=54.49$, $P<.001$) personality traits. A regression model showed that for the active strategies goals of interest, only app feature information or instructional videos had a significant effect ($P=.02$). The general competency factor showed none, and the passive strategies factor showed significant effects for 2 app features—suggestions for planning possible activities with the family ($P=.01$) and diaries for documentation and development of strategies ($P=.03$).

Conclusions: The results of this survey study highlight the need to develop an app to increase stress management competencies that takes into consideration perceived stress level, stress management skills, personality, and personally defined goals of the user. The content of the app should be tailored to previously detected personality traits, especially selective information acquisition and low need for stimulation. Furthermore, personally defined stress management goals seem to affect interest in some features.

(J Med Internet Res 2021;23(7):e26376) doi:10.2196/26376
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Introduction

Background
Stress is associated with heightened risks of adverse physical and mental health consequences, such as impaired sleep [1], gastrointestinal diseases [2], diabetes [3], coronary heart disease [4], or depression [5]. These consequences are a tremendous burden from a societal, personal, and economical perspective. Families experiencing high levels of psychological distress are considered a vulnerable population [6]. Melchior et al [7] found, for example, that participants who are simultaneously exposed to elevated levels of work stress and high family demands have heightened rates of sickness absence due to psychiatric disorders. Studies investigating work–family spillover effects show that perceived stress at work can be transferred to family members [8-10]. In accordance with the work–family spillover theory, parents play a significant role in their children’s health and coping by implementing or reinforcing certain behaviors [11,12]. Family stress was, for example, predictive of less adequate child dietary intake, with one effect occurring indirectly via impaired parent–child relationship quality [13]. In general, health is subject to sociostructural and milieu-specific dependencies for which the family is an important influencing factor [14-18]. It, therefore, seems to be of the utmost importance to create effective interventions to manage high stress levels in families.

Stress Management Competencies
An increasing amount of literature suggests that interventions using different stress management techniques, such as mindfulness, lead to significant psychological health benefits in a wide range of populations [19-22]. Various stress management techniques have been applied and evaluated in diverse populations over the last decades in in-person settings or digital interventions. Active techniques, such as physical activity, can lead to a reduced perception of stress. Regular endurance and strength training, as well as yoga, have been shown to be effective in reducing stress [23-25] as well as acting as buffer against stress appraisal in times of elevated stress [25-27]. Similar results can be found for breathing exercises [28,29] and mindfulness training [30,31], with heterogeneous results for meditation exercises [32,33]. However, these active stress management techniques require regular practice. In comparison, passive but effective ways of managing stress and improving well-being are wellness and sauna [34] and spending time in nature [35,36].

In this study, we define the subjective ability to apply and perform such stress management techniques according to personal demands and stress level as stress management competencies. It should, however, be noted that highly stressed individuals are less likely to engage in mental health promoting activities [37-40]. Consequently, families reporting high stress levels presumably also have less stress management competencies. Thus, low-threshold options are needed (1) to support family members experiencing high levels of stress and (2) to teach stress management techniques.

Tailoring in Mobile Health Stress Reduction Interventions
In an increasingly computer-educated European population, information and communication technology might provide unique and low-threshold opportunities to engage parents and families in mobile health (mHealth)–related services and encourage behavior change, to improve health and reduce stress [41-43].

New concepts, such as the PSYCHE system [44], have emerged as technology aids in order to improve or sustain mental health or stress monitoring [45]. Such wearables include personal health records and are designed to encourage health-related behaviors. Various mobile interventions with different guidance formats (eg, self-help, adherence-focused, eCoaching) have been developed to date and have been shown to be effective in the treatment of diabetes [46], depression [42,47], or sleep disorders [48]. Moreover, web-based stress management interventions seem promising for the treatment and prevention of detrimental stress-related outcomes [49]. Nevertheless, 2 meta-analyses [42,49] show that apps incorporating cognitive behavioral therapy or aspects of mindfulness training yield heterogeneous results. In fact, one of the biggest concerns about the usage of mobile interventions for health promotion is low adherence, which can be associated with reduced effectiveness [50,51]. For this reason, research has called for the examination of suitable components that could help to overcome this challenge.

Tailoring [52] was identified as having positive effects on the health outcomes of web-based interventions. Tailoring is defined as any combination of information or change strategies intended to reach one specific person, based on characteristics that are unique to that person, related to the outcome of interest, and have been derived from an individual assessment. [53]

A meta-analysis on tailored print health behavior change interventions has demonstrated that tailored messages were superior compared to generic messages and were associated with larger effect sizes [52]. Moreover, variables such as gender or ethnicity did not moderate this effect which underlines the potential of tailored health communication to raise health-related awareness and knowledge about health for various target populations. To further capture the impact of tailoring, research has expanded to using the web as delivery mode, which again demonstrated the superiority against nontailored interventions [54,55]. Next to personalized messages, tailored web-based interventions often include gamification elements such as receiving rewards or social comparisons [56]. A comprehensive systematic review identified engagement promotion and enhancement of effectiveness as main reasons for the application of gamification [57]. Another systematic review on gamification demonstrated that, on average, only one gamification element, such as stories, themes, or display of progress was applied in web-based mental health interventions, with a maximum of 3 applied [56]. Altogether, these studies underline the vast opportunities for tailoring and the inclusion of gamification features and that users might perceive such interventions as...
more personally relevant and credible which again could have a significant impact on health outcomes.

Research on tailored web-based stress management interventions is scarce, yet tailoring could be an effective tool to empower users in their stress management skills and to reinforce self-determined health-related behaviors.

**Personality Traits**

On the other hand, studies show that certain personality traits are associated with specific coping behaviors [58,59] and app usage behaviors [60,61], as well as the response to gamification elements [62]. Individuals with personality factors such as high neuroticism, for example, show more vulnerability toward high stress values and problem coping strategies such as wishful thinking, withdrawal, and emotion-focused coping [58,59]. Notably, personality might predict coping strategies in highly stressed samples more accurately than in less stressed samples [58]. Furthermore, conventional personality theories such as the Big Five Personality theory focus on cognitive or emotional contents to explain motivation and self-regulation. The Personality System Interaction (PSI) theory, on the other hand, focuses on:

> functional relationships among affective and cognitive macrosystems, i.e., the dynamic processes that underlie human mental functioning [63]

and might be more suitable to detect and predict self-regulation and volitional aspects of health behavior. PSI theory distinguishes between 2 emotional—(1) the need for stimulation and (2) the need for security—and 2 cognitive systems—(1) the need for information and (2) information processing [64]. Meixner et al [65] investigated the associations between personality traits assessed via PSI theory, interest in app-based monitored physical activity goals, app features, and gamification in order to create tailored mHealth content and found no significant interaction. Furthermore, they concluded that the problem of inactive participants should, in fact, be addressed with app features and gamification elements in accordance with their prior defined goals rather than with their personality traits. Nevertheless, with respect to earlier studies suggesting personality traits being associated with higher stress vulnerability and potentially different stress management competencies, we hypothesize that the results by Meixner et al [65] might not be transferable to stress outcomes and tailored app features.

**Study Objectives**

To develop and implement a tailored mobile app that appropriately reaches vulnerable and highly stressed families in order to improve their stress management competencies, the following aspects should be addressed: (1) existing stress management techniques and perceived stress management competencies in families, (2) the influence of personality traits, and (3) potentially suitable features for a mobile stress management intervention such as gamification and (4) defined goals of interest in order to individually manage stress.

Previous studies have focused on evaluation of the usage and tailoring effectiveness; however, evidence on the assessment of users' needs and preferences is limited. Given the adverse impact of low adherence on treatment outcomes, understanding technological and content-related factors is crucial for the design and large-scale implementation of app-based stress reduction interventions into routine health care, and ultimately, to help users to interact in a health-promoting way. With respect to the health impairing consequences of high stress levels for each family member, it seems highly relevant to evaluate the families' needs and preferences for mHealth approaches.

Therefore, the aim of this exploratory study was to identify the requirements of an individualized app to reduce stress in a cohort of highly stressed families that have low stress management skills.

The main research questions were (1) Which characteristics can be identified that describe stressed individuals with low stress competency? (2) Which app features and gamification elements are of the most interest for highly stressed participants with low stress-management competency? (3) Which app features and gamification elements are relevant for different types of stress management goals?

**Methods**

**Study Design**

This cross-sectional study was part of a project that aims to develop a tailored mHealth intervention for family members and to design health promotion in a sustainable manner. This study was approved by the University of Hamburg ethics committee (file reference: AZ: 2019_270).

**Sample**

Every family insured by a small German health insurance cooperative (approximately 18,000 families) was invited by post to participate in a web-based survey. Participation in the study was voluntary, in accordance with the principles for medical research involving humans, and participation was not rewarded in any way. The questionnaire development process included several team-internal evaluation procedures and was implemented using Questback software [66], which allowed individual access via QR code. To avoid bias due to involuntary disclosure of sensitive information, there was a no disclosure option for each question. There were no mandatory questions for data protection reasons.

**Measures**

The questionnaire is available as Multimedia Appendix 1.

**Sociodemographic and Health Variables (8 items)**

Age in years (1 item) and gender (1 item) were assessed. In order to provide a holistic framework, the concept health behavior was based on self-assessment in the dimensions of physical activity (2 items), dietary behavior (2 items), and stress (2 items).

For dietary behavior and physical activity, in each case, 2 questions from the CALO-RE taxonomy of behavior change [67] and the Baecke questionnaire [68] for measuring habitual physical activity were used in combination with the reference values of the World Health Organization [69] and the German Society for Nutrition [70].

https://www.jmir.org/2021/7/e26376
A health behavior index was developed based on the physical activity, dietary behavior, and stress questions. For this purpose, each question was first evaluated on a scale of not achieved (0), partially achieved (1) and achieved (2) based on the reference values mentioned above. These values were added, resulting in a score between 0 and 12—if all questions were consistent with the proposed reference values in all 3 dimensions, a person reached an overall health index of 12. This means that the higher the health index, the more health-promoting a person's behavior.

**Personally Defined Goals of Interest for Stress Management (10 items)**

The following items were extracted from qualitative interviews: performance of meditation exercises, performance of breathing exercises, performance of yoga exercises, performance of mindfulness exercises, performance of relaxation exercises, improvement of stress management competencies, improvement of the ability to perform stress management techniques from anywhere, improvement of personal resilience to stress, spending time in nature, benefit from wellness and sauna offers. We first conducted interviews and then developed a quantitative survey with items extracted from the interviews. A query of the interest for these items was conducted using multiple checkboxes.

**Personality Variables (16 items)**

The personality questions were derived from previous qualitative interviews and checked for construct validity using the Visual Questionnaire [65]. The personality analysis included health-specific questions, which resulted in a manifestation of 4 personality dimensions (need for security, information acquisition, need for stimulation, and information processing). Each dimension was described by 4 items, each rated on a 6-point Likert scale that ranged from 1 (agree) to 6 (disagree).

**App Feature Variables (9 items)**

These variables were integrated into the web-based survey to identify tailoring requirements in accordance with our exploratory approach. The questions focused on preferences, ideas, and needs of the respondents in order to design an app in a user-friendly way that was adapted to their needs. The items were individualization of app content, fulfilling common weekly goals and tasks, connecting the app with wearables, increasing knowledge about a healthy lifestyle, suggestions for activities with the family, diaries for documentation and development of strategies, reminders of goals, informational or instructional videos, and analog format for children. Each item was rated by participants on a 6-point scale that ranged from 1 (totally irrelevant) to 6 (totally relevant).

**Gamification Feature Variables (14 items)**

Questions asking which gamification elements respondents found appealing—comparison with others, in a ranking or on a high score list; controlling and checking progress; collecting points for performance; collecting shared points with other family members; receiving awards, recognition, or encouragement; monetary incentives for achieving goals; linking to the bonus program of the health insurance company; designing an avatar; completing tasks under time pressure, for example, a countdown; advancing to another level or increasing the level of difficulty; sharing and comparing my achieved goals with others; an accompanying storyline; receiving auditory, haptic, or visual feedback; and rating other family members—were rated on a 6-point scale from 1 (would not appeal to me) to 6 (would appeal to me very much). Similarly, these were integrated into the web-based survey in an exploratory manner.

**Procedures**

The web-based questionnaire (EFS Questback; 2019 version [66]) was preceded by participant information including instructions on anonymity, voluntariness, and data privacy. The participants received an invitation by post to complete the questionnaire. Completing the questionnaire took approximately 30 minutes. Only fully completed surveys were included in analysis.

**Statistical Analysis**

We used SPSS software (version 27.0; IBM Corp) for statistical analyses.

**Step 1**

All variables of the questionnaire that asked for personally defined goals of interest for stress management were factor-analytically reduced to 3 factors (active strategies, general competency, passive strategies) in principal component analysis with Kaiser varimax rotation. Bartlett and Kaiser-Meyer-Olkin measure of sampling adequacy tests were performed to test the suitability of variables for factor analysis.

**Step 2**

Perceived stress level and stress-management competency variables were dichotomized in order to identify stressed individuals with low stress competency as a target group. The characteristics of the target group and the rest of the participants were descriptively characterized. We compared groups using analysis of variance.

**Step 3**

In order to analyze which app and gamification characteristics are relevant for stressed individuals with low stress competency, the data set was then reduced to only those participants, and to reduce data to relevant variables, all feature and gamification variables with a mean value <3.5 in the target group, indicating irrelevant features, or that did not differ significantly between groups were excluded.

**Step 4**

We performed 2-way correlation analysis between app and gamification feature variables not excluded in step 3 and the 3 stress reduction target factors (active strategies, general competencies, passive strategies) from step 1.

**Step 5**

Three linear regression models were calculated, each with 1 of the 3 target factors for stress management strategies (active strategies, general competencies, passive strategies) as a dependent variable. As independent variables, the remaining variables from step 3 (individualization of app content, fulfilling common weekly goals and tasks, increasing knowledge about a healthy lifestyle, suggestions for activities with the family,
diaries for documentation and development of strategies, reminders for objectives, informational or instructional videos, and controlling and checking progress) were included.

**Power**

In order to be able to demonstrate the anticipated small effect sizes (<0.05) in a multiple linear regression model with 95% power and 8 predictors, a minimum sample size of 463 was calculated (G*Power; version 3.1 [71]).

**Data Exclusion**

Only fully completed questionnaires were included. For bi- and multivariate analysis procedures, list-wise case exclusion was used.

**Results**

Of 18,000 families invited by post to participate in the web-based survey, 1008 families completed the questionnaire (a response rate of 17.86%). The total sample consisted of 599 female, 398 male, and 7 diverse participants; 4 participants did not give any gender information. The average age of respondents was 47.79 years (SD 6.13).

**Factor-Analytical Reduction of Personally Defined Goals of Interest for Stress Management**

Both the Bartlett test ($\chi^2_{45}=2105.563, P<.001$) and measure of sampling adequacy (Kaiser-Meyer-Olkin .854) revealed that 10 stress-related target variables (Figure 1) were suitable for factor analysis. Principal component analysis, with varimax rotation indicated the presence of 2 factors with eigenvalues greater than 1.0, and a 3-factor solution that cumulatively explained 56% of the variance was chosen based on the scree plot (and theoretical considerations).

**Figure 1.** Rotated component matrix of the 10 stress-related target variables. Significant correlations are indicated by a continuous line.

| Performance of meditation exercises | 1.000 |
| Performance of breathing exercises | -0.811 |
| Performance of yoga exercises | 0.755 |
| Performance of mindfulness exercises | -0.606 |
| Performance of relaxation exercises | -0.699 |
| Improvement of my stress management competencies | -0.690 |
| Acquisition of the ability to perform stress management techniques from anywhere | -0.670 |
| Improvement of my personal resilience to stress | 0.565 |
| Spending time in nature | 0.713 |
| Benefit from wellness and sauna offers | 0.552 |

**Characteristics**

A comparison of participants with low perceived stress, high stress management skills, or both versus participants with high perceived stress and low stress management (Table 1) demonstrated groups differed in age ($F_{1,978}=21.67, P<.001, \eta^2=.022$), health index ($F_{1,958}=246.14, P<.001, \eta^2=.214$),
active strategies ($F_{1,958}=8.03, P=.01, \eta^2=.008$), general competency ($F_{1,958}=94.16, P<.001, \eta^2=.086$), information acquisition ($F_{1,971}=14.75, P<.001, \eta^2=.053$), and need for stimulation ($F_{1,981}=54.49, P<.001, \eta^2=.012$). App feature and gamification variables that met Step 3 criteria were individualization of app content ($F_{1,977}=8.95, P<.001, \eta^2=.009$), fulfilling common weekly goals and tasks ($F_{1,994}=7.80, P=.01, \eta^2=.008$), increasing knowledge about a healthy lifestyle ($F_{1,991}=9.06, P<.001, \eta^2=.009$), suggestions for activities with the family ($F_{1,993}=10.52, P<.001, \eta^2=.010$), diaries for documentation and development of strategies ($F_{1,990}=12.43, P<.001, \eta^2=.012$), reminders for objectives ($F_{1,995}=4.55, P=.03, \eta^2=.005$), informational or instructional videos ($F_{1,994}=4.71, P=.03, \eta^2=.005$), and controlling and checking progress ($F_{1,998}=6.82, P=.01, \eta^2=.007$).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Nontarget group (n=548)</th>
<th>Target group (n=460)</th>
<th>Comparison</th>
<th>( F \text{ test (df}_1, \text{df}_2 )</th>
<th>( P ) value</th>
<th>( \eta^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>534, 48.62 (6.06)</td>
<td>446, 46.81 (6.09)</td>
<td>21.67 (1,978)</td>
<td>&lt;.001</td>
<td>.022</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>294, —</td>
<td>305, —</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Male</td>
<td>250, —</td>
<td>148, —</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Diverse</td>
<td>3, —</td>
<td>4, —</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Health behavior index</td>
<td>525, 6.64 (1.71)</td>
<td>435, 5.06 (1.36)</td>
<td>246.14 (1,978)</td>
<td>&lt;.001</td>
<td>.214</td>
<td></td>
</tr>
<tr>
<td><strong>Personally defined goals for stress management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active strategies</td>
<td>548, —0.08 (0.04)</td>
<td>460, —0.09 (1.01)</td>
<td>8.03 (1,978)</td>
<td>.01</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>General competency</td>
<td>548, —0.26 (0.04)</td>
<td>460, —0.32 (0.87)</td>
<td>94.16 (1,978)</td>
<td>&lt;.001</td>
<td>.086</td>
<td></td>
</tr>
<tr>
<td>Passive strategies</td>
<td>548, —0.02 (0.04)</td>
<td>460, —0.03 (1.01)</td>
<td>0.537 (1,978)</td>
<td>.46</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td><strong>Personality variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Need for security</td>
<td>526, 3.94 (0.83)</td>
<td>448, 3.87 (0.83)</td>
<td>2.18 (1,972)</td>
<td>.14</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Information acquisition</td>
<td>525, 3.66 (0.57)</td>
<td>448, 3.52 (0.54)</td>
<td>14.75 (1,971)</td>
<td>&lt;.001</td>
<td>.015</td>
<td></td>
</tr>
<tr>
<td>Need for stimulation</td>
<td>531, 3.55 (0.62)</td>
<td>452, 3.26 (0.61)</td>
<td>54.49 (1,971)</td>
<td>&lt;.001</td>
<td>.053</td>
<td></td>
</tr>
<tr>
<td>Information processing</td>
<td>526, 4.10 (0.59)</td>
<td>451, 4.07 (0.58)</td>
<td>0.68 (1,975)</td>
<td>.41</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td><strong>App feature variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individualization of app content</td>
<td>543, 4.27 (1.76)</td>
<td>456, 4.59 (1.57)</td>
<td>8.95 (1,978)</td>
<td>&lt;.001</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>Fulfilling common weekly goals and tasks</td>
<td>541, 3.78 (1.58)</td>
<td>455, 4.05 (1.48)</td>
<td>7.8 (1,978)</td>
<td>.01</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Connecting the app with wearables</td>
<td>534, 3.02 (1.74)</td>
<td>448, 3.38 (1.81)</td>
<td>10.07 (1,978)</td>
<td>&lt;.001</td>
<td>.010</td>
<td></td>
</tr>
<tr>
<td>Increasing knowledge about a healthy lifestyle</td>
<td>538, 4.09 (1.62)</td>
<td>455, 4.38 (1.44)</td>
<td>9.06 (1,978)</td>
<td>&lt;.001</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>Suggestions for activities with the family</td>
<td>541, 3.61 (1.61)</td>
<td>454, 3.94 (1.53)</td>
<td>10.52 (1,978)</td>
<td>&lt;.001</td>
<td>.010</td>
<td></td>
</tr>
<tr>
<td>Diaries for documentation and development of strategies</td>
<td>540, 3.45 (1.57)</td>
<td>452, 3.80 (1.51)</td>
<td>12.43 (1,978)</td>
<td>&lt;.001</td>
<td>.012</td>
<td></td>
</tr>
<tr>
<td>Reminders for objectives</td>
<td>542, 4.04 (1.58)</td>
<td>455, 4.24 (1.47)</td>
<td>4.55 (1,978)</td>
<td>.03</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Informational or instructional videos</td>
<td>540, 4.08 (1.60)</td>
<td>456, 4.30 (1.47)</td>
<td>4.71 (1,978)</td>
<td>.03</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Analog format for children</td>
<td>548, 1.72 (0.45)</td>
<td>460, 1.68 (0.47)</td>
<td>2.56 (1,978)</td>
<td>.11</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td><strong>Gamification feature variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison with others, in a ranking or on a high score list</td>
<td>544, 2.26 (1.61)</td>
<td>454, 2.26 (1.65)</td>
<td>0 (1,976)</td>
<td>.98</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Controlling and checking my progress</td>
<td>546, 4.25 (1.76)</td>
<td>454, 4.53 (1.60)</td>
<td>6.82 (1,998)</td>
<td>.01</td>
<td>.007</td>
<td></td>
</tr>
<tr>
<td>Collecting points for my performance</td>
<td>545, 3.60 (1.83)</td>
<td>455, 3.79 (1.78)</td>
<td>2.66 (1,998)</td>
<td>.10</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Collecting shared points with other family members</td>
<td>541, 3.50 (1.83)</td>
<td>453, 3.59 (1.87)</td>
<td>0.61 (1,992)</td>
<td>.43</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Receiving awards, recognition, or encouragement</td>
<td>541, 3.26 (1.77)</td>
<td>455, 3.42 (1.76)</td>
<td>2.21 (1,994)</td>
<td>.14</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Providing monetary incentives for achieving goals</td>
<td>536, 3.52 (1.88)</td>
<td>453, 3.74 (1.81)</td>
<td>3.52 (1,987)</td>
<td>.06</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Linking to the bonus program of the health insurance company</td>
<td>541, 4.16 (1.93)</td>
<td>456, 4.40 (1.80)</td>
<td>3.97 (1,995)</td>
<td>.05</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Designing an avatar</td>
<td>541, 2.46 (1.64)</td>
<td>454, 2.72 (1.77)</td>
<td>5.69 (1,993)</td>
<td>.02</td>
<td>.006</td>
<td></td>
</tr>
</tbody>
</table>
### Comparison

<table>
<thead>
<tr>
<th>Variables</th>
<th>Nontarget group (n=548)</th>
<th>Target group (n=460)</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>543</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.29 (1.50)</td>
<td>2.41 (1.58)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>1.59 (1.997)</td>
<td>.21</td>
<td>.002</td>
</tr>
<tr>
<td>P value</td>
<td>.002</td>
<td>.12</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Completing tasks under time pressure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(eg, a countdown)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>542</td>
<td>457</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.22 (1.75)</td>
<td>3.39 (1.71)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>2.38 (1.997)</td>
<td>.64</td>
<td>0</td>
</tr>
<tr>
<td>P value</td>
<td>.12</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td><strong>Advancing to another level or increasing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the level of difficulty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>542</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.18 (1.47)</td>
<td>2.22 (1.50)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>0.22 (1.996)</td>
<td>.64</td>
<td>0</td>
</tr>
<tr>
<td>P value</td>
<td>.64</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td><strong>Sharing and comparing my achieved</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>goals with others</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>542</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.65 (1.70)</td>
<td>2.73 (1.64)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>0.52 (1.993)</td>
<td>.47</td>
<td>.001</td>
</tr>
<tr>
<td>P value</td>
<td>.47</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td><strong>An accompanying storyline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>539</td>
<td>455</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.06 (1.73)</td>
<td>3.27 (1.69)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>3.9 (1.992)</td>
<td>.05</td>
<td>.004</td>
</tr>
<tr>
<td>P value</td>
<td>.05</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td><strong>Receiving auditory, haptic, or visual</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>539</td>
<td>454</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>2.43 (1.60)</td>
<td>2.46 (1.62)</td>
<td></td>
</tr>
<tr>
<td>F test (df1,df2)</td>
<td>0.05 (1.991)</td>
<td>.82</td>
<td>0</td>
</tr>
<tr>
<td>P value</td>
<td>.82</td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

*Data not provided.

### Correlations Between Personally Defined Goals of Interest for Stress Management and App Features in the Target Group

The personally defined active strategies factor was correlated with 5 of the 8 features (increasing knowledge about a healthy lifestyle, suggestions for activities with the family, diaries for documentation and development of strategies, reminders for objectives, and informational or instructional videos) (Table 2). The general competency factor was correlated with fulfilling common weekly goals and tasks, diaries for documentation and development of strategies, and reminders for objectives. The passive strategies factor showed the lowest correlations with the features; it was only correlated with suggestions for activities with the family and diaries for documentation and development of strategies. While some features were correlated with several target factors, others were specific to one factor.

### Table 2. Correlations between personally defined goals and app features in stressed individuals with low stress competency.

<table>
<thead>
<tr>
<th>Feature variablesa</th>
<th>Active strategies</th>
<th>General competency</th>
<th>Passive strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P value</td>
<td>n</td>
</tr>
<tr>
<td>Individualization of app content</td>
<td>0.044</td>
<td>.35</td>
<td>456</td>
</tr>
<tr>
<td>Fulfiling common weekly goals and tasks</td>
<td>0.086</td>
<td>.07</td>
<td>455</td>
</tr>
<tr>
<td>Increasing knowledge about a healthy lifestyle</td>
<td>0.143</td>
<td>.002</td>
<td>455</td>
</tr>
<tr>
<td>Suggestions for activities with the family</td>
<td>0.158</td>
<td>.001</td>
<td>454</td>
</tr>
<tr>
<td>Diaries for documentation and development of strategies</td>
<td>0.136</td>
<td>.004</td>
<td>452</td>
</tr>
<tr>
<td>Reminders for objectives</td>
<td>0.145</td>
<td>.002</td>
<td>455</td>
</tr>
<tr>
<td>Informational or instructional videos</td>
<td>0.201</td>
<td>&lt;.001</td>
<td>456</td>
</tr>
<tr>
<td>Controlling and checking progress</td>
<td>0.030</td>
<td>.52</td>
<td>454</td>
</tr>
</tbody>
</table>

*All significant correlations were considered to have a small effect.

### Integration of the Feature Variables in Linear Regression Models

We found that the correlations were partially eliminated in multivariate models (Table 3). For the active strategies factor, only information or instructional videos had a significant effect (P=.02). The general competency factor showed none, and the passive strategies factor showed a significant effect for suggestions for planning possible activities with the family (P=.01) and diaries for documentation and development of strategies (P=.03).
Table 3. Integration of the feature variables in 3 linear regression models.

<table>
<thead>
<tr>
<th>Feature variables</th>
<th>Active strategies</th>
<th>General competency</th>
<th>Passive strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
</tr>
<tr>
<td>Individualization of app content</td>
<td>−.085</td>
<td>.21</td>
<td>−.042</td>
</tr>
<tr>
<td>Fulfiling common weekly goals and tasks</td>
<td>.003</td>
<td>.97</td>
<td>.055</td>
</tr>
<tr>
<td>Increasing knowledge about a healthy lifestyle</td>
<td>.022</td>
<td>.75</td>
<td>−.008</td>
</tr>
<tr>
<td>Suggestions for activities with the family</td>
<td>.085</td>
<td>.20</td>
<td>.005</td>
</tr>
<tr>
<td>Diaries for documentation and development of strategies</td>
<td>.051</td>
<td>.45</td>
<td>.014</td>
</tr>
<tr>
<td>Reminders for objectives</td>
<td>.063</td>
<td>.46</td>
<td>.152</td>
</tr>
<tr>
<td>Informational or instructional videos</td>
<td>.154</td>
<td>.02</td>
<td>.023</td>
</tr>
<tr>
<td>Monitoring and checking progress</td>
<td>−.099</td>
<td>.11</td>
<td>−.086</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The main goal of this cross-sectional study was to identify the requirements for an app that addresses stress management competencies in a cohort of highly stressed family members. We analyzed the characteristics of the target group, their individualized interests in app features and gamification aspects, their personality traits, and different types of personally defined goals.

Almost half of the study sample was identified as the high-risk population—stressed individuals with low stress competency. This underlines the importance of this study’s aim. Furthermore, this group’s size reflects the ever-increasing proportion of people who feel unable to effectively cope with stressors in their everyday and work–life situations, which is why the World Health Organization classified stress as the health epidemic of the 21st century and called for prevention strategies [72]. As expected, further analysis of the target group revealed a lower health index—a marker for individual health behavior based on physical activity, dietary behavior, and stress management—than that of the group with lower perceived stress levels. This finding is in line with those of prior studies, indicating that highly stressed individuals are less likely to engage in mental health promoting activities [37-40].

Notably, the target group also differed in their personally defined goals of interest for stress management. The parents who stated that they experience high stress and have low stress management competency aimed to achieve general competencies such as improvement of stress management competencies, acquisition of the ability to perform stress management techniques from anywhere, and improvement of personal resilience to stress. The nontarget group, however, aimed to achieve active strategies including performance of yoga exercises. This highlights the need to differentiate between the groups when developing and implementing mobile solutions to improve stress management competency. According to our results, the target group did not formulate specific goals but tended to have unspecific, general goals. Therefore, one might speculate that participants with subjectively higher stress levels and lower stress management competencies need more help with goal setting and more information about which strategies might reduce stress. These results further emphasize the need for tailored app features for highly stressed families. In line with Control Theory, behavior change techniques, such as goal setting, have been associated with increased intervention effects [73,74]. A study [75] evaluated a newly developed internet-based stress management intervention in a waitlist-controlled randomized trial that included principles for health behavior change such as goal setting, action planning, and coping planning for reducing stress in employees with elevated stress levels; their results showed significantly large effect differences between the intervention and waitlist control group for perceived stress at posttest. Goal-setting techniques features might thus be promising for the individual needs of stressed individuals with low stress competency.

The analysis of specific app features revealed further differences between the 2 groups regarding their app-related interests. The target participants, with low stress management competencies, indeed showed higher ratings for app features that can be used as goal-setting techniques: weekly goal and task achievements, diaries for documentation, and development of strategies and reminders for objectives. Furthermore, they had higher ratings for content individualization, connecting wearables to the app, increasing knowledge about a healthy lifestyle, suggestions for activities with the family, and informational or instructional videos. Overall, these results indicate that users identified as the high-risk population, with low stress-management competencies and high perceived stress levels, wish for features that facilitate the usage of the stress management apps. These requested features can be primarily interpreted as a need for coaching and instruction. In fact, such guided interventions have been shown to be more effective compared with unguided interventions [76]. Moreover, studies suggest guidance is conducive to the effectiveness of stress management interventions [49]. The support that might be provided in eHealth interventions can be technical or content-related, in order to ensure the correct usage [77].

A comprehensive systematic review [57] has established engagement promotion and enhancement of effectiveness as main reasons for the use of gamification in mental health promotion. In an attempt to meet this call, our study investigated the participant’s interest in such elements. Nevertheless, among
gamification feature variables, only controlling and checking progress met relevance criteria. This leads to the assumption that the interest in gamification elements is mostly independent of perceived stress competencies and stress levels. The greater interest of the target group in tracking features of their progress further underpins the assumed need for coaching and instruction as well as goal setting.

Interestingly, persons reporting high stress levels and low stress management skills were younger than participants with lower self-reported stress and differed significantly in 2 personality traits variables. Specifically, their personality structure indicated lower scores in information acquisition (P<.001) and need for stimulation (P<.001). According to PSI theory, stressed individuals with low stress competency thus have more selective information acquisition and lower needs for stimulation than the nontarget group members [64]. Kuhl [78] describes individuals with selective information acquisition in accordance with Jung [79] by pointing out their analytical and structured thinking and their intuitive ability to control their behavior. Unconscious perception and behavior programs may consequently support them. A low need for stimulation, in contrast, indicates less action-oriented and more introverted behavior [64]. This is frequently associated, in other studies [80,81], with the occurrence of anxiety, stress, and depression. Thus, our results suggest that these 2 personality traits are vital for the perception and management of stress. Literature repeatedly demonstrated this influence of personality traits on stress perception [82,83]. For the development of an app to improve stress management skills, individualization of the content based on personality structure will address individuals in the target group more adequately. The content should be tailored to people with selective information acquisition and a low need for stimulation. This might be achieved by a minimalistic user interface, decreasing the participants' stimulation, thereby focusing their attention on the essential contents. Ervasti et al [84] were able to show, with a study on the influence of personality on interest in stress apps that high neuroticism levels (originated in the Big Five theory, but conceptually comparable to low stimulation need in PSI theory) were positively correlated with interest in stress management apps, which is analogous to the results of this study. The predictive value of neuroticism on stress perception was also highlighted in a comprehensive meta-analysis [58].

Furthermore, it appears that interest in some features was higher, depending on specific personally defined goals of interest. While multiple correlations were found between personally defined goals and app features, correlations were partially eliminated in multivariate models. Nevertheless, our results indicate that the probability of interest in informational or instructional videos was higher when active goals had been set. Similarly, interest in suggestions for family activities and diaries was higher when personally defined goals yielded passive strategies.

Our results support the theory that creating a stress management app requires tailored content to address the differences in perceived stress levels, stress competencies, and personality traits. These findings build on those of Lustria et al [54], who pointed out that presenting general health information without considering individual needs or personal relevance may substantially limit the extent of health behavior change. Our study substantiate this call for individualized messaging based on preassessment of key individual-difference variables by reinforcing the notion that highly vulnerable families with low perceived stress competency need an individualized app content, additionally tailoring different personality types. Tailoring works by increasing the personal relevance of health messages [85] and holds promise.

**Limitations and Future Research Directions**

One limitation of the study is that only individual parents were surveyed. Assessing more than one family member could not be realized at this stage of the project but will be aimed for in future studies. With respect to spillover effects of perceived stress across family members [8-10], a holistic analysis of requirements of an app that targets the entire family is needed.

A further limitation is that the identification of our target group was only based on 2 items. This was due to practical reasons and the length of the existing survey in a larger research project. The results presented and discussed in this paper can, thus, only be regarded as exploratory and should be replicated using validated scales such as the Perceived Stress Scale [86]. Nevertheless, because of the large sample size, our results underpin those from existing research, reinforcing the notion of tailoring in the development of web-based stress management interventions.

Future research should bring these preliminary data into practice and develop and evaluate an app that adequately addresses the stress level and stress competency as well as personality traits and personal goals of the user. Furthermore, there is still no evidence to support whether already existing apps are well accepted by our target group and whether these apps provide motivating factors for long-term use to build and maintain stress management skills. For this reason, further studies on the sustainable development of apps and the support of behavior change processes, in the course of stress management, should identify the situations and conditions that can have an impact on work–life stress, coping, and goals of individual family members. There is also a need for further research in this area to provide sustainable evidence for features and gamification elements with the aim of developing age- and gender-specific stress coping skills and, if necessary, to enable transfer to other digital media.

**Practical Implications**

Nevertheless, there are some important practical implications. Health authorities and mHealth or app developers should take our findings into account when planning and implementing tailored app-based mental health promotion interventions for families. In a first step, target group identification is necessary. The target sample—highly stressed families with low stress competencies, in this case—can be characterized by age, gender, health behavior, and personality. The design of the app, as well as its promotion, should address the unique characteristics of the target group, for example, in this case, a minimalistic user interface that decreases stimulation. In a second step, the app should be designed in such a way that individual setting of a...
stress management goal is possible. These self-defined goals, defined beforehand, represent specific demands and wishes for relevant app and gamification elements (Figure 2).

**Figure 2.** Planned development of a tailored app to increase stress management competencies within families, based on our results. In step 2, the continuous lines depict the significant effects of the calculated linear regression models whilst the dashed lines represent significant correlations.

**Conclusions**

The results of this cross-sectional study show that, in order to develop an app to increase stress management competencies within families, the content should be based on preassessed of competencies, goals, and personality traits of the potential user, and thus, tailored to the user’s needs. Highly stressed parents with low stress management skills want features in an app that make it easier to use and include goal setting techniques. In fact, a need for coaching and instruction was identified, which underpinned prior research showing that guided stress management interventions have more promising results. This study delivers first results and directions to inform further research in the growing field of mobile and web-based solutions in mental health care. The relationship between integrated elements of behavior change techniques, the usage of gamification elements, and most notably, tailoring of the content of a web-based intervention and the resulting health behavior change show promise that is urgently needed with respect to increasing stress levels and its associated adverse health effects.
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Abstract

Background: Mental health disorders affect 1 in 10 people globally, of whom approximately 300 million are affected by depression. At least half of the people affected by depression remain untreated. Although cognitive behavioral therapy (CBT) is an effective treatment, access to mental health specialists, habitually challenging, has worsened because of the COVID-19 pandemic. Internet-based CBT is an effective and feasible strategy to increase access to treatment for people with depression. Mental health apps may further assist in facilitating self-management for people affected by depression; however, accessing the correct app may be cumbersome given the large number and wide variety of apps offered by public app marketplaces.

Objective: This study aims to systematically assess the features, functionality, data security, and congruence with evidence of self-guided CBT-based apps targeting users affected by depression that are available in major app stores.

Methods: We conducted a systematic assessment of self-guided CBT-based apps available in Google Play and the Apple App Store. Apps launched or updated since August 2018 were identified through a systematic search in the 42matters database using CBT-related terms. Apps meeting the inclusion criteria were downloaded and assessed using a Samsung Galaxy J7 Pro (Android 9) and iPhone 7 (iOS 13.3.1). Apps were appraised using a 182-question checklist developed by the research team, assessing their general characteristics, technical aspects and quality assurance, and CBT-related features, including 6 evidence-based CBT techniques (ie, psychoeducation, behavioral activation, cognitive restructuring, problem solving, relaxation, and exposure for comorbid anxiety) as informed by a CBT manual, CBT competence framework, and a literature review of internet-based CBT clinical trial protocols. The results were reported as a narrative review using descriptive statistics.

Results: The initial search yielded 3006 apps, of which 98 met the inclusion criteria and were systematically assessed. There were 20 well-being apps; 65 mental health apps, targeting two or more common mental health disorders, including depression; and 13 depression apps. A total of 28 apps offered at least four evidence-based CBT techniques, particularly depression apps. Cognitive restructuring was the most common technique, offered by 79% (77/98) of the apps. Only one-third of the apps offered suicide risk management resources, whereas 17% (17/98) of the apps offered COVID-19–related information. Although most apps included a privacy policy, only a third of the apps presented it before account creation. In total, 82% (74/90) of privacy
Background

Mental health disorders affect 1 in 10 people globally [1], of which approximately 300 million are affected by depression [2]. At least half of the affected people remain untreated [3-5] because of many reasons [6-8], including low perceived need for treatment and self-reliance [7,8], stigma [9], difficulty accessing specialist care [10], fragmentation of the mental health care system [11], and high costs of treatment [12]. Access to psychiatrists and clinical psychologists is challenging, particularly in low- and middle-income countries [13] and for people of lower socioeconomic status, poorer health, and rural and hard-to-reach communities in high-income economies [14,15]. Since the onset of the COVID-19 pandemic, these inadequacies have been exacerbated by physical isolation, and fear and uncertainty [16,17] led to a sudden increase in mental health concerns [18].

Cognitive behavioral therapy (CBT), one of the most widely used and researched forms of psychotherapy [19], is effective in treating a wide range of mental disorders, including depression [20-22]. CBT is a “structured, time-limited, present-focused” [23] therapy that promotes behavioral adaptation by coaching users to use a variety of tailored cognitive and behavioral techniques [24]. Traditional face-to-face CBT is costly, time-consuming, and subject to the availability of trained providers [10], limiting accessibility. To increase access to therapy, a number of internet-based CBT (iCBT) programs [25-27] offer an acceptable and effective alternative [28-30]. Therapist-guided iCBT has been shown to be as effective as face-to-face sessions [28], whereas self-guided interventions, albeit effective, are not at par with guided web-based programs [30-32].

Over the last decade, there has been increasing interest in using smartphone apps to support mental health disorder management and well-being [33], which has been further intensified since the COVID-19 pandemic [34,35]. Recent reports indicate that nearly 320,000 health apps [36] are available in major app stores, of which more than 10,000 are mental health apps [37]. Smartphone penetration is increasing worldwide, particularly in high-income countries [38], making apps a useful means to improve access to care for people unable or unwilling to consult a health care provider by offering interventions to be used at the time and place of the user’s convenience at low cost [39,40]. Apps can improve patient activation and disease self-management by increasing access to information and facilitating communication with health care providers and peers [41]. Two recent reviews, comprising one systematic review and one umbrella review [42,43], concluded that apps were effective in improving users’ emotional symptoms, including depression, although effect sizes varied according to the intervention and comparator groups, as well as the study quality. However, several shortcomings of mental health apps have been repeatedly described, including substantial dropout rates [44], mishandling of users’ personal health information [45], poor app credibility, and lack of content personalization [41]. In addition, most health apps available in major app stores are not evidence based and have not been validated in clinical trials or approved by regulatory agencies [37,46], underlining concerns about the effectiveness and safety of publicly available apps.

Previous work on self-guided CBT apps for depression noted only a few apps offering some evidence-based techniques, with limited user engagement features and a dominant focus solely on depression [47,48]. However, people with depression searching for an app will often retrieve a much wider variety of apps, including apps targeting several mental health disorders or those aimed at improving general well-being for healthy individuals. Therefore, we considered it important to conduct an updated assessment of self-guided CBT-based apps available in Google Play and Apple App Store encompassing well-being, general mental health, and depression apps to more closely align with real-life users’ experience.

Objective

This study aims to systematically assess features, functionality, and congruence with evidence of self-guided CBT-based apps available in major app stores, targeting users affected by depression.

Methods

Overview

We developed a rigorous systematic assessment based on systematic literature review methodology, as used in several other studies [49-52]. The process included a systematic search for apps, two-step selection, and assessment following an exhaustive set of criteria developed by the research team.
Development of Assessment Criteria

The assessment criteria aimed to provide an in-depth and holistic analysis of the apps, including clinical and technical characteristics. CBT-related features constitute a fundamental aspect of the overall appraisal, particularly the assessed apps’ content compliance with evidence-based practice, as all health apps should ideally be based on sound evidence. Technical characteristics were included in the assessment if they were available in the app, app store description, or associated website and were not dependent on the assessor’s subjective opinion or required access to the app’s back-end data. The form was divided into three sections:

1. General characteristics extracted from the app store description, including developer, platform, app version number, category and ratings, number of downloads, cost, country of origin, languages featured in the app, target group, scope of the app, and therapy modalities offered by the app.

2. CBT-related features, based on Cognitive Behavior Therapy: Basics and Beyond by Judith Beck [53], a CBT competence framework [54] developed by the Improving Access to Psychological Therapies program in the United Kingdom, and a literature review of iCBT clinical trial protocols to identify distinct characteristics relevant to digital interventions. They comprised the following (Multimedia Appendix 1):

   - Evidence-based CBT techniques, as described in the reference sources mentioned earlier, are routinely used in face-to-face practice: psychoeducation, about depression and CBT; behavioral activation (BA), including activity and task scheduling, suggestion of pleasurable activities, and monitoring of completed activities; cognitive restructuring, including assessment of automatic thoughts and core beliefs using thought records and completing behavioral experiments to challenge automatic thoughts and core beliefs; and other techniques frequently used in CBT, including problem solving, relaxation, and exposure techniques for comorbid anxiety.

   - Procedures related to the structure of face-to-face CBT sessions: CBT sessions are highly structured and offer users strategies to cope after the end of therapy. We assessed whether relevant components of CBT sessions were offered, including structured, modular sessions, mood monitoring, suicide risk assessment, goal setting, homework assignment, therapeutic alliance [55], and coping strategies after completing the program. Following Tremain et al [55], we conceptualized the therapeutic alliance for self-guided interventions as strategies that encourage users’ engagement with the app and adherence to assigned tasks, such as gamification, notifications, and reminders.

   - Other information, including access to professional advice for distressed users, information related to the mental health impact of the COVID-19 pandemic as a proxy for continuous improvement of app content, and other techniques not mentioned elsewhere.

3. Technical aspects and quality assurance of the app, based on an assessment framework developed by our center [51,52], comprising ease-of-use, app credibility, presence of advertisements, privacy and security safeguards, including thoroughness of the privacy policy, privacy settings, and authentication to access the app content, among others. App credibility included appropriately referenced app content, qualifications of the app development team, presence of information does not replace provider’s advice disclaimers, and published evidence of app effectiveness, assessed by searching PubMed for publications using the app name as keyword.

App Selection

App Search

A systematic search for apps available in the Apple App Store and Google Play Store was performed on February 19, 2020, in 42matters [56], a proprietary database, using the search terms cognitive behavioral therapy, cognitive behavioural therapy, cognitive therapy, CBT, behavioral therapy, behavioural therapy, behavioral activation, behavioural activation, online therapy, psychotherapy, counselling, and talking therapy. A total of 4 app store categories were included: education, health and fitness, lifestyle, and medical. For apps available in only one app store, a web search was performed to look for the other version, and if available, it was downloaded and assessed.

Eligibility Criteria

We included apps described as based on CBT, exclusively or associated to other psychotherapeutic modalities; offering CBT-based activities, exclusively or associated to other psychotherapeutic modalities; aiming to improve mood and well-being for people with low mood or depression and targeting depression alone or associated with another mental disorder; uploaded or updated from August 1, 2018, as regular updates of an app seem to directly affect app quality [57]; free, freemium (app is free to download but requires payment to activate extra features), or paid; available for download in the Apple App Store or Google Play Store; and in English.

We excluded apps offering CBT for other mental health disorders (ie, standalone anxiety, insomnia, posttraumatic stress disorder, etc); offering non–CBT-based mood recording or journaling, as referred to in the app store description; offering health care provider– or counselor-guided CBT modules, targeting health care providers or caregivers of a person affected by depression; offering teleconsultation services with physicians, psychologists, counselors, or other health care providers; removed from the app stores at the time of download, requiring a sign-up code provided by an institution, or inaccessible after two attempts due to technical problems; and in a language other than English.

App Assessment

App selection followed a systematic, two-step process. We first screened the app title and app store description from the 42matters search output and downloaded all apps included in the first step to assess eligibility. All assessments were performed using a Samsung Galaxy J7 Pro (Android 9) and
iPhone 7 (iOS 13.3.1). If apps were available in both app stores, both versions were assessed to account for any difference in functionalities, and each version was included and counted separately. Individual apps belonging to a suite of related apps were combined and counted as one app.

Eligible apps were then assessed by the researcher (a medical doctor) for all available CBT techniques. If the app presented a modular intervention, it was used repeatedly to complete all modules. For consistency of assessments, a user persona was developed outlining demographic information, personal and medical history, responses to assessment questionnaires, and opening statements for conversational agent dialogs.

**Data Analysis**

Descriptive statistics were used to analyze the data. The study results were tabulated and reported as a narrative synthesis.

Figure 1. App selection flowchart. CBT: cognitive behavioral therapy.

---

Data extraction and analysis were performed using Microsoft Excel.

**Results**

**Overview**

The keyword search retrieved 1955 results after duplicates were removed, of which 140 apps were downloaded and 100 apps were included in this analysis. A total of 3 apps (ie, eGuru Depression [58], eGuru Mood Diary [59], and eGuru Thought Diary [60]) belonged to a suite of related apps and were analyzed together as one app. Therefore, 98 apps were finally included in the analysis. The app search and selection processes are summarized in Figure 1. Multimedia Appendix 2 presents the list of assessed apps and a summary of CBT-related features.
General Characteristics of Apps

Table 1 summarizes the characteristics of the included apps. Apps were grouped into three distinct categories: (1) well-being apps, providing CBT-based activities to improve users’ general well-being; (2) mental health apps, offering self-guided activities to manage two or more common mental health disorders, including depression; and (3) depression apps offering self-guided CBT exclusively for depression.

There were 48 Android apps and 50 iOS apps. A total of 30 apps were available on both platforms, 18 were Android-only apps and 20 were iOS-only apps. A total of 74% (73/98) of apps belonged to the health and fitness app store category, whereas 19% (19/98) of apps were listed as medical apps. A total of 27% (13/48) of Android apps were downloaded more than 100,000 times, including 11 mental health apps, 1 depression app, and 1 well-being app. A total of 4 mental health apps (ie, Moodpath [61], Sanvello [62], Wysa [63], and Youper [64]) and 1 well-being app (ie, Reflectly [65]) were downloaded more than 1,000,000 times. Three-quarter (n=73) of the apps had users’ ratings above 3.5 on a 1-5 scale and 42% (41/98) of apps had ratings above 4.5. Apps were developed in 16 different countries (Table 2).
<table>
<thead>
<tr>
<th>Feature</th>
<th>App category, n (%)</th>
<th>Total (N=98), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Well-being (n=20)</td>
<td>Mental health (n=65)</td>
</tr>
<tr>
<td><strong>App store category</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Health and fitness</td>
<td>19 (95)</td>
<td>46 (71)</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>0 (0)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Medical</td>
<td>0 (0)</td>
<td>14 (22)</td>
</tr>
<tr>
<td><strong>App store rating</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6 star to 5 star</td>
<td>15 (75)</td>
<td>52 (80)</td>
</tr>
<tr>
<td>1 star to 3.5 star</td>
<td>0 (0)</td>
<td>7 (11)</td>
</tr>
<tr>
<td>No ratings</td>
<td>5 (25)</td>
<td>6 (9)</td>
</tr>
<tr>
<td><strong>App cost</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>8 (40)</td>
<td>27 (42)</td>
</tr>
<tr>
<td>Free with in-app purchase</td>
<td>11 (55)</td>
<td>28 (43)</td>
</tr>
<tr>
<td>Paid</td>
<td>1 (5)</td>
<td>10 (15)</td>
</tr>
<tr>
<td><strong>Language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>16 (80)</td>
<td>47 (72)</td>
</tr>
<tr>
<td>English and other languages</td>
<td>4 (20)</td>
<td>18 (28)</td>
</tr>
<tr>
<td><strong>Target user of the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No target user</td>
<td>20 (100)</td>
<td>65 (100)</td>
</tr>
<tr>
<td>Youth (ages 12-18 years)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Psychotherapy modalities used by the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBT</td>
<td>8 (40)</td>
<td>31 (48)</td>
</tr>
<tr>
<td>CBT and other modalities</td>
<td>12 (60)</td>
<td>34 (52)</td>
</tr>
<tr>
<td><strong>Number of evidence-based CBT techniques offered by the app</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5 (25)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>1</td>
<td>3 (15)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>2</td>
<td>11 (55)</td>
<td>25 (34)</td>
</tr>
<tr>
<td>3</td>
<td>1 (10)</td>
<td>10 (20)</td>
</tr>
<tr>
<td>4</td>
<td>0 (0)</td>
<td>16 (23)</td>
</tr>
<tr>
<td>5</td>
<td>0 (0)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>6</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Emergency contact information for users at risk of suicide</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (10)</td>
<td>23 (35)</td>
</tr>
<tr>
<td>No</td>
<td>18 (90)</td>
<td>42 (65)</td>
</tr>
<tr>
<td><strong>Information related to COVID-19 pandemic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0 (0)</td>
<td>16 (25)</td>
</tr>
<tr>
<td>No</td>
<td>20 (100)</td>
<td>49 (75)</td>
</tr>
<tr>
<td><strong>App works as intended</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (90)</td>
<td>62 (95)</td>
</tr>
<tr>
<td>No</td>
<td>2 (10)</td>
<td>3 (5)</td>
</tr>
</tbody>
</table>

\(^a\)CBT: cognitive behavioral therapy.
Did not malfunction or crash during usage.

Table 2. List of countries where the self-guided cognitive behavioral therapy–based apps were developed (N=98).

<table>
<thead>
<tr>
<th>Country</th>
<th>Well-being (n=20)</th>
<th>Mental health (n=65)</th>
<th>Depression (n=13)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0 (0)</td>
<td>4 (6)</td>
<td>2 (15)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Canada</td>
<td>1 (5)</td>
<td>1 (2)</td>
<td>3 (23)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Colombia</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Cyprus and Belarus</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Denmark</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Germany</td>
<td>0 (0)</td>
<td>4 (6)</td>
<td>0 (0)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>India</td>
<td>2 (10)</td>
<td>4 (6)</td>
<td>1 (8)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Israel</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Norway</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td>1 (8)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Poland</td>
<td>2 (10)</td>
<td>3 (5)</td>
<td>0 (0)</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Sweden</td>
<td>2 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0 (0)</td>
<td>10 (15)</td>
<td>2 (15)</td>
<td>12 (12)</td>
</tr>
<tr>
<td>United States</td>
<td>6 (30)</td>
<td>28 (43)</td>
<td>4 (31)</td>
<td>38 (39)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (10)</td>
<td>3 (5)</td>
<td>0 (0)</td>
<td>5 (5)</td>
</tr>
</tbody>
</table>

A total of 25% (16/65) of mental health apps and 8% (1/13) of depression apps offered advice to manage the uncertainties and anxiety associated with COVID-19. In addition, 2 apps offered their subscription-only content for free to support users during the pandemic.

CBT-Related Features

Overview

Apps included a wide variety of CBT-related features, from structured CBT modules resembling face-to-face interventions to journaling applications, presenting guided questionnaires loosely based on the cognitive model. Table 3 outlines the CBT-related features offered by the apps.
Table 3. Cognitive behavioral therapy–related techniques offered by the apps (N=98).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Total (N=98), n (%)</th>
<th>Well-being (n=20)</th>
<th>Mental health (n=65)</th>
<th>Depression (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evidence-based CBT techniques offered by the apps</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>57 (58)</td>
<td>11 (85)</td>
<td>44 (68)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Behavioral activation</td>
<td>41 (42)</td>
<td>13 (100)</td>
<td>28 (43)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Cognitive restructuring</td>
<td>10 (50)</td>
<td>54 (83)</td>
<td>6 (9)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Problem solving</td>
<td>77 (79)</td>
<td>10 (100)</td>
<td>54 (83)</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Relaxation</td>
<td>10 (50)</td>
<td>38 (38)</td>
<td>6 (46)</td>
<td>54 (55)</td>
</tr>
<tr>
<td>Exposure</td>
<td>1 (5)</td>
<td>4 (6)</td>
<td>0 (0)</td>
<td>5 (5)</td>
</tr>
<tr>
<td><strong>Procedures related to the structure of CBT sessions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content offered in modules</td>
<td>2 (10)</td>
<td>12 (18)</td>
<td>8 (62)</td>
<td>22 (22)</td>
</tr>
<tr>
<td>Current mood monitoring</td>
<td>14 (70)</td>
<td>45 (69)</td>
<td>7 (54)</td>
<td>66 (67)</td>
</tr>
<tr>
<td>App administers screening questionnaire</td>
<td>0 (0)</td>
<td>21 (32)</td>
<td>11 (85)</td>
<td>32 (33)</td>
</tr>
<tr>
<td>Suicide risk management</td>
<td>2 (10)</td>
<td>23 (35)</td>
<td>9 (69)</td>
<td>34 (35)</td>
</tr>
<tr>
<td>Homework assignment</td>
<td>0 (0)</td>
<td>16 (25)</td>
<td>4 (31)</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Therapeutic alliance</td>
<td>14 (70)</td>
<td>29 (45)</td>
<td>3 (23)</td>
<td>46 (47)</td>
</tr>
<tr>
<td>Strategies to cope after completing the modules</td>
<td>2 (10)</td>
<td>3 (5)</td>
<td>4 (31)</td>
<td>9 (9)</td>
</tr>
<tr>
<td><strong>Other functionalities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Journaling</td>
<td>3 (15)</td>
<td>7 (11)</td>
<td>0 (0)</td>
<td>10 (10)</td>
</tr>
<tr>
<td>Gratitude or positive thought records</td>
<td>2 (10)</td>
<td>10 (15)</td>
<td>0 (0)</td>
<td>12 (12)</td>
</tr>
<tr>
<td>Forums</td>
<td>2 (10)</td>
<td>4 (6)</td>
<td>0 (0)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Web-based games</td>
<td>1 (5)</td>
<td>4 (6)</td>
<td>0 (0)</td>
<td>6 (6)</td>
</tr>
<tr>
<td>Others</td>
<td>1 (5)</td>
<td>18 (28)</td>
<td>5 (38)</td>
<td>24 (25)</td>
</tr>
</tbody>
</table>

aCBT: cognitive behavioral therapy.

Evidence-Based CBT Techniques

Overview
Most well-being apps (19/20, 95%) and over half of the mental health apps (35/65, 54%) offered up to two evidence-based CBT techniques, whereas most depression apps (10/13, 77%) offered three or four evidence-based techniques. Table 3 presents a summary of the CBT techniques assessed. A total of 25% (5/20) of well-being apps and 6% (4/65) of mental health apps offered questionnaires or journaling templates based on the cognitive model but no evidence-based techniques.

Psychoeducation
Psychoeducation offered by the apps was mostly related to aspects of CBT, that is, explanations about cognitive distortions assessed in the app, automatic thoughts, and the CBT model. Information about depression was found in over a third of mental health apps (15/44, 34%) and most of the depression apps (10/11, 91%).

Behavioral Activation
A total of 42% (41/98) of apps offered BA techniques or modules frequently assisting users to track (37/41, 90%) or schedule (30/41, 73%) their activities, whereas 56% (23/41) of apps suggested activities to engage in.

Cognitive Restructuring
Overall, 79% (77/98) of apps of the apps offered cognitive restructuring. Most apps (73/77, 95%) guided users to identify automatic thoughts, whereas approximately two-third of the apps offered guidance to reframe automatic thoughts (55/77, 71%) and identify the emotion linked to automatic thoughts (50/77, 65%) and/or cognitive distortions associated with automatic thoughts (48/77, 62%). Approximately two-third of the apps (50/77, 65%) obtained information using a template of follow-up questions similar to a thought record chart. A total of 6 apps (6/77, 8%) offered a noninteractive thought record template as their only feature.

Problem Solving
Problem-solving techniques or modules were offered by 12% (12/98) of apps, consisting of templates to plan a series of steps to solve a given problem.

Relaxation
A total of 54 apps offered relaxation modules. They consisted of mindfulness or meditation (33/54, 61%) apps or breathing exercise (31/54, 57%) apps. In total, 85% (46/54) of apps developed their own relaxation modules, whereas the rest offered links to other apps or websites.
Exposure Techniques for Comorbid Anxiety
In total, 5% (1/20) of well-being apps and 6% (4/65) of mental health apps included techniques to expose users to anxiety-provoking stimuli. A total of 3 apps requested the user to record the exposure exercises, whereas 2 apps offered a reward for completed tasks.

Procedures Related to the Structure of Face-to-Face CBT Sessions
Overview
A total of 22 apps offered content in structured modules. These modules resembled face-to-face CBT sessions in the 3 depression apps. Furthermore, 9 apps offered advice on how to cope at the end of the modules.

Mood Monitoring
A total of 66 apps inquired about users’ current mood, of which 20 (30%) apps queried about reasons for low or depressed mood. In addition, 32 mental health and depression apps administered a screening questionnaire, particularly the depression module of the Patient Health Questionnaire (PHQ; PHQ-9: 20/32, 63%; PHQ-8: 2/32, 6%) alone or accompanied by another questionnaire, including Generalized Anxiety Disorder-7 (13 apps), Work and Social Adjustment Scale (3 apps), and Depression, Anxiety, and Stress Scale-21 (1 app). Moreover, 6% (2/32) of apps administered only Depression, Anxiety, and Stress Scale-21, and 25% (8/32) of apps administered a nonvalidated questionnaire.

Suicide Risk Management
Just over a third (34/98, 35%) of apps acknowledged suicide risk associated with depression by listing crisis management resources or actively inquiring about suicide risk. A total of 3% (2/65) of mental health apps and 8% (1/13) of depression apps directly asked users about suicidal thoughts. Other apps, including 3% (2/65) of mental health and 31% (4/13) of depression apps passively assessed suicide risk through question 9 of the PHQ-9 (“thoughts that you would be better off dead or of hurting yourself in some way”). Although 4 apps responded to a positive answer to question 9 by offering access to crisis helplines, 2 apps did not actively respond to PHQ-9 results, instead offering a list of suicide prevention resources. A total of 6% (6/65) of mental health apps were conversational agents that responded to users’ suicidal thoughts by offering access to crisis helplines directly through the app. Finally, 10% (2/20) of well-being apps, 20% (13/65) of mental health apps, and 31% (4/13) of depression apps presented a list of crisis helpline numbers without assessing suicide risk.

Homework Assignment
A total of 20% (20/98) of apps offered users homework activities. In total, 70% (14/20) of apps assigned varied homework tasks, such as mood monitoring, reframing thoughts, BA, and relaxation exercises, whereas 30% (6/20) of apps consisted of a homework template to be completed between therapist visits.

Therapeutic Alliance
Overall, 46% (46/98) of apps included one or more engagement strategies comprising push notifications or reminders to access app features (31/46, 67%), offering feedback or encouraging messages (32/46, 70%) and/or awarding badges or other virtual rewards for completed activities (18/46, 39%). One conversational agent [66] was able to remember past conversations to further personalize the interaction.

Other Features
A total of 48% (47/98) of apps, including 45% (9/20) of well-being apps, 49% (32/65) of mental health apps, and 46% (6/13) of depression apps, also included one or more non–CBT-based features, particularly unstructured writing in the form of journals, gratitude, or positive thoughts; web-based games; and forums to connect to peers. A variety of other non–CBT-based functionalities were present in 1 or 2 assessed apps. These included inspiring quotes, visualization techniques, personality tests, access to self-help books, food records, management strategies for anxiety and panic attacks, safety plan templates, medication reminders, acceptance and self-compassion modules, music tracks, videos, physical exercise routines, and jokes.

Technical Aspects and Quality Assurance
Overview
In general, the assessed apps were easy to use and provided a logical and simple layout to navigate. Most apps worked as intended, and only 6% (6/98) apps either crashed while in use or included nonfunctional features. None of the assessed apps included advertisements. A total of 46% (45/98) of apps allowed users to share data with health care providers, members of their support network, or other users of the app, using email or data syncing. Table 4 provides a summary of technical aspects and quality assurance of the apps.
Table 4. Technical features and quality assurance of included apps (N=98).

<table>
<thead>
<tr>
<th>Feature</th>
<th>App category, n (%)</th>
<th>Total (N=98), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Well-being (n=20)</td>
<td>Mental health (n=65)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App credibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>App content referenced or signed by the author</td>
<td>0 (0)</td>
<td>29 (45)</td>
</tr>
<tr>
<td>App includes a disclaimer that app information does not replace health care provider’s advice</td>
<td>5 (25)</td>
<td>41 (63)</td>
</tr>
<tr>
<td>App development team mentioned in app content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government agency, academic institution, or nongovernment organization</td>
<td>2 (10)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Health care professional</td>
<td>1 (5)</td>
<td>36 (55)</td>
</tr>
<tr>
<td>Not declared</td>
<td>17 (85)</td>
<td>25 (38)</td>
</tr>
<tr>
<td>Data privacy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authentication required to access app</td>
<td>12 (60)</td>
<td>46 (71)</td>
</tr>
<tr>
<td>App with a privacy policy&lt;sup&gt;a&lt;/sup&gt;</td>
<td>18 (90)</td>
<td>59 (91)</td>
</tr>
<tr>
<td>Presented before account creation</td>
<td>5 (6)</td>
<td>26 (29)</td>
</tr>
<tr>
<td>Explains how data are collected</td>
<td>17 (94)</td>
<td>58 (98)</td>
</tr>
<tr>
<td>Shares information with third-party providers</td>
<td>14 (78)</td>
<td>51 (86)</td>
</tr>
<tr>
<td>Shares contact details of Data Protection Officer</td>
<td>7 (35)</td>
<td>13 (22)</td>
</tr>
<tr>
<td>App allows users to share data</td>
<td>4 (20)</td>
<td>35 (59)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage calculation was based on the number of apps with privacy policy (well-being apps: 18; mental health apps: 59; depression apps: 12; total: 89).

**App Credibility**

App content was referenced by 58% (57/98) of apps, including 10% (2/20) of well-being apps, 68% (44/65) of mental health apps, and 85% (11/13) of depression apps. Overall, just over half (54/98, 55%) of the apps were developed by academic institutions or included psychiatrists or psychologists in the development team. Disclaimers were present in 55 apps.

A total of 18 publications in peer-reviewed journals were available for 17% (17/98) of apps, including 25% (16/65) of mental health apps and 8% (1/13) of depression apps. A total of 33% (6/18) of papers included randomized controlled trials [67-72] reporting that apps or some specific app functions were effective in improving mood, anxiety, stress, or general well-being compared with active or waitlist controls. Other publications included pilot studies (3/18, 17%) [73-75], secondary data analysis (1/18, 6%) [76], and app usage data analyses (8/18, 44%) [77-84] to assess user engagement and/or app effectiveness in decreasing users’ symptoms.

**Data Privacy and Security**

Two-thirds (67/98, 68%) of the apps required authentication to access the app in the form of a password or less often a 4- to 6-digit numerical PIN. In addition, 49% (48/98) of apps allowed users to customize the privacy settings in the app.

Most apps (90/98, 92%) offered a privacy policy accessible from the app itself or through a link from the app store. The privacy policy was presented to users before account creation in only one-third of the apps (34/98, 35%). Most privacy policies (88/90, 98%) explained how users’ personal data were collected, and more than three-fourth of which (74/90, 82%) stated that they shared data with third parties, often service providers. Nonetheless, only a few apps mentioned the names of the service providers or explicitly stated the type of data shared with them. A total of 2 apps stated that they shared data with advertising companies. Just over half of the privacy policies (47/90, 52%) addressed the requirements of the General Data Protection Regulation mentioning the users’ right to have their data corrected or deleted, whereas only 24% (22/90) privacy policies included the contact details of a data protection officer.

**Discussion**

**Principal Findings**

Our systematic assessment of 98 Android (including 5 apps downloaded more than 1,000,000 times) and iOS self-guided CBT apps revealed a heterogeneous group offering a range of evidence-based [53,54] and non-evidence-based CBT techniques.

Only 4 mental health apps offered all five evidence-based CBT techniques. Depression apps consistently offered three to four techniques, whereas most well-being and mental health apps offered two evidence-based techniques, suggesting that only a few apps currently offer comprehensive, self-guided CBT programs that may benefit users who are unable to access face-to-face psychotherapy. Cognitive restructuring was the
most common technique across all app categories. Psychoeducation and BA were offered by most depression apps and approximately half of mental health apps; however, they were seldomly included in well-being apps. In addition, well-being and mental health apps frequently offered relaxation and mindfulness, whereas less than half of depression apps did so.

Our study’s broad inclusion criteria aimed to resemble the options offered by app marketplaces when users search for a self-help app. Furthermore, classifying the apps into three distinct groups revealed that depression apps consistently offered more comprehensive programs, including at least three evidence-based techniques, whereas mental health and well-being apps were substantially less adherent. This finding differs from previous studies evaluating mental health apps [52,57,85,86] and, more specifically, CBT for depression [47,48] apps that consistently reported low adherence to evidence-based techniques. Huguet et al [47] evaluated 12 CBT and BA apps for depression available in Canada and reported a median adherence to core CBT criteria of 15%, with 2 apps adhering to 75% of the criteria. Stawarz et al [48] analyzed 31 CBT apps and reported that most apps included cognitive restructuring and offered one or two CBT techniques.

Only one-third of the assessed apps offered resources to address suicide risk, whereas only a minority actively assessed users’ suicide risk. App developers appear to disregard suicide risk when designing well-being and mental health apps, a worrying trend considering that most people dying by suicide are affected by a mental disorder [87,88].

Although most apps included a privacy policy mentioning how users’ personal data were used and shared, only a few provided sufficient details on the type of data shared or the companies with which the data were shared. Previous studies have shown that app developers often share user data with third parties, including Google and Facebook advertising [45,89], even when this is not stated in the privacy policy. Despite increasing concerns with regard to data privacy and security, apps still present considerable data management shortcomings, such as allowing third-party services to install pieces of code in the app to secretly access user data [90], as data sharing is a source of revenue, particularly for free apps. Notwithstanding the repeated calls for improvement, app development and publication processes remain unclear, allowing for loose interpretation or disregard of regulations. Further steps still need to be taken to ensure that user data are not misused, particularly highly sensitive data such as mental health–related information.

None of the assessed apps offered personalized content beyond including usernames or sex-appropriate pronouns when offering feedback or during dialogs with conversational agents. As a proxy to protect users’ privacy, apps did not ask personal questions beyond name, sex, or age, nor did they inquire about relevant medical history. Other engagement features, such as push notifications, reminders, and gamification, were found in less than half of the included apps. Although the role of the bond between users and interventions in self-guided digital interventions remains unclear, it appears that tailoring content, personalization, and interactive features such as reminders, positive feedback, and supporting social interactions with other app users improve engagement and adherence [55].

One of the advantages of digital technologies is the possibility of continuous updates and improvements on the basis of contextual challenges or new clinical guidelines. However, as only 17% (17/98) of the included apps included information on the impact of COVID-19 and containment measures on mental health [17], it can be assumed that digital mental health providers do not fully leverage available technological opportunities.

Publications in peer-reviewed journals were available for 17 apps, of which only 6 (35%) apps were evaluated using a randomized clinical trial, confirming the lack of evidence supporting the use of publicly available apps [91,92]. When evidence is available, clinical trials have consistently shown that apps improve mood in users affected by depression [67,68] during and shortly after the completion of the trial, even if high dropout rates limit the validity of the results [44].

This study, using broad inclusion criteria, showed a great variety of CBT-based apps, from simple journaling apps to structured modules mirroring traditional CBT. Although such extensive selection may positively affect a larger number of users, it might be cumbersome and frustrating for users that specifically require a more structured self-guided CBT program, potentially hampering access to self-help tools. Mental health apps follow a continuum from well-being and lifestyle apps for healthy users to apps offering self-guided psychotherapy as an adjuvant to ongoing traditional therapy or as the sole therapy for people with mental health disorders. As such, the current app store categories may not be suitable for mental health apps. We propose the creation of a new, encompassing mental health category to include all well-being and mental health specific apps with subcategories targeting different mental health disorders, therapy modalities, and user groups. In addition, a wider overhaul of health app development and publication processes is required.

**Strengths and Limitations of the Study**

Our study had several strengths. Our process for searching, retrieving, and assessing included apps is grounded in systematic review methodology. The app search was implemented using the search engine of a commercial app database that allowed for a geographically unrestricted app search. Comprehensive assessment criteria were developed using reputable CBT manuals and a framework developed by our center to ensure comprehensive results.

However, this study has several limitations. Our search strategy included only CBT-related terms, potentially missing other apps offering CBT-based therapy for users with low mood or depression. We included apps offering self-guided CBT interventions, given the ethical limitations of using a simulated app persona when interacting with a health care provider, potentially excluding from our analysis more comprehensive apps. Apps linked to a specific provider or requiring an access code were also excluded from our study. Furthermore, the app store search was limited to only four categories with the maximum probability of retrieving relevant apps; therefore, we
may have missed other apps outside these categories. Only apps in English were included in our study, potentially excluding relevant apps in other languages.

Conclusions
Self-guided CBT-based apps available in app marketplaces offer a wide range of interventions; however, only approximately one-third, particularly depression apps, included comprehensive CBT programs. App developers' access, use, and sharing of user data are unclear, raising concerns about the privacy and security of user data, and highlighting severe shortcomings in the governance of the health app market. Only a few apps offered suicide risk management resources or information on the current COVID-19 pandemic. The classification of mental health apps may benefit from the creation of a new mental health app category, including all well-being and specific disorder apps. To fulfill their potential, it is essential that self-guided CBT-based apps adhere to evidence-based clinical guidelines, be patient-centered, and offer enhanced and transparent data security measures.
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A Smart Diaper System Using Bluetooth and Smartphones to Automatically Detect Urination and Volume of Voiding: Prospective Observational Pilot Study in an Acute Care Hospital
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Abstract

Background: Caregivers of patients who wear conventional diapers are required to check for voiding every hour because prolonged wearing of wet diapers causes health problems including diaper dermatitis and urinary tract infections. However, frequent checking is labor intensive and disturbs patients’ and caregivers’ sleep. Furthermore, assessing patients’ urine output with diapers in an acute care setting is difficult. Recently, a smart diaper system with wetness detection technology was developed to solve these issues.

Objective: We aimed to evaluate the applicability of the smart diaper system for urinary detection, its accuracy in measuring voiding volume, and its effect on incontinence-associated dermatitis (IAD) occurrence in an acute care hospital.

Methods: This prospective, observational, single-arm pilot study was conducted at a single tertiary hospital. We recruited 35 participants aged ≥50 years who were wearing diapers due to incontinence between August and November 2020. When the smart diaper becomes wet, the smart diaper system notifies the caregiver to change the diaper and measures voiding volume automatically. Caregivers were instructed to record the weight of wet diapers on frequency volume charts (FVCs). We determined the voiding detection rate of the smart diaper system and compared the urine volume as automatically calculated by the smart diaper system with the volume recorded on FVCs. Agreement between the two measurements was estimated using a Bland-Altman plot. We also checked for the occurrence or aggravation of IAD and bed sores.

Results: A total of 30 participants completed the protocol and 390 episodes of urination were recorded. There were 108 records (27.7%) on both the FVCs and the smart diaper system, 258 (66.2%) on the FVCs alone, 18 (4.6%) on the smart diaper system alone, and 6 (1.5%) on the FVCs with sensing device lost. The detection rate of the smart diaper system was 32.8% (126/384). When analyzing records concurrently listed in both the FVCs and the smart diaper system, linear regression showed a strong correlation between the two measurements ($R^2=0.88$, $P<.001$). The Bland-Altman assessment showed good agreement between the two measurements, with a mean difference of –4.2 mL and 95% limits of agreement of –96.7 mL and 88.3 mL. New occurrence and aggravation of IAD and bed sores were not observed. Bed sores improved in one participant.

Conclusions: The smart diaper system showed acceptable accuracy for measuring urine volume and it could replace conventional FVCs in acute setting hospitals. Furthermore, the smart diaper system has the potential advantage of preventing IAD development and bed sore worsening. However, the detection rate of the smart diaper system was lower than expected. Detection rate polarization...
among participants was observed, and improvements in the user interface and convenience are needed for older individuals who are unfamiliar with the smart diaper system.

*(J Med Internet Res 2021;23(7):e29979) doi:10.2196/29979*
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**Introduction**

**Background**

Urinary incontinence (UI), defined as the involuntary or abnormal loss of urine, represents a major health care problem in older adults [1]. UI is associated with falls and fractures, sleep disorders, and urinary tract infections. In addition, it decreases activity of daily living (ADL) and confidence and increases immobilization and hospitalization [2]. The prevalence of UI in a community population ranges from 5% to 45% [1,3-5] and steadily increases with age [5,6]. Furthermore, more than half of nursing home residents have incontinence [7-9], which is almost twice as high as the prevalence of community-dwelling individuals. Various treatments for UI, such as behavioral intervention, medication, and surgery, are limited in efficacy and may pose a challenge for frail geriatric patients. As a consequence, for older adults who are unable to take care of themselves, the most feasible options are wearing absorbent products or indwelling urinary catheters [9,10]. A previous study showed that more than 85% and 77% of older patients who are in long-term care facilities prefer using diapers and urinary catheterization, respectively [11].

However, wearing a diaper poses a number of risk factors. Incontinence care practices, such as prescheduled routine diaper checks, particularly at night, could be uncomfortable for the patients and disturb their daily living or sleep [12]. Wearing a wet diaper for a long time can lead to other health issues including diaper dermatitis (known as incontinence-associated dermatitis [IAD]) and bacterial infection [13,14]. Furthermore, IAD and infection cause or worsen bed sores, especially in bedridden older patients [13]. Indwelling urinary catheters are an alternative for UI, are not associated with IAD, and allow for accurate measurement of urine output in the acute care setting. However, it can cause urinary tract infections, and prolonged catheterization is associated with immobilization, loss of ADL, longer hospital stays, and mortality [15-17]. The best approach to prevent these complications is to replace unnecessary urinary catheterization with diaper use and to both detect the soiled diaper and change it as soon as possible. However, changing absorbent products in a timely manner is labor intensive for caregivers and health care providers, as most older patients with diapers have dementia or cognitive impairment. Moreover, recognizing urination without patient notification is difficult. Regularly scheduled diaper checks are not effective because the incontinence episodes of patients do not occur at precise times. In acute care hospital settings, measuring the weight of a wet diaper to assess input/output volume status increases the burden on caregivers. The onerousness of changing diapers may lead to unnecessary urinary catheterization and adversely affect patients’ morbidity and mortality.

Recently, the rapid development of Internet of Things (IoT) technology has changed intelligent health care systems. An increasing number of traditional health care services are being complemented or replaced with IoT [18]. Wireless technologies and miniaturized wearable sensing devices have contributed to several studies of smart diaper systems for incontinence care that detect moisture in absorbent products, inform caregivers to promptly change the wet diaper, and assess urinary output simultaneously [19-21]. Theoretically, the smart diaper system prevents the development of IAD or worsening of bed sores and provides a solution for urine output measurement without catheterization. Currently, some smart devices are being developed experimentally, but only a few clinical studies have been conducted on smart diapers. This study is the first to investigate the feasibility of a smart diaper system using Bluetooth and a smartphone to automatically detect urination and volume of voiding in an acute care hospital.

**Objectives**

In this study, we aimed to evaluate the feasibility and utility of the smart diaper as an alternative to the conventional diaper in a clinical setting. We determined the detection rate of participants’ urination, accuracy of the urine output assessment, and occurrence of IAD. We also investigated the caregivers’ and health care providers’ experience and solicited suggestions.

**Methods**

**Study Design and Population**

This prospective, observational, single-arm pilot study was conducted at Seoul National University Bundang Hospital, a 1300-bed teaching hospital in Korea. From August to November 2020, participants were prospectively recruited at the hospitalist-run acute care unit and the geriatric center. Inclusion criteria were as follows: (1) patients aged ≥50 years, and (2) those who wore diapers due to incontinence. Participants who wore diapers temporarily at night or for part of the day, rather than 24 hours per day, were excluded. Demographic data, laboratory data, and previous medical history were retrieved from electronic medical records.

The participants received diaper pads for three days. They could extend the participation period up to two days, for a total of five days, if they wanted to continue using smart diapers on the third day of the study and had to remain hospitalized for medical reasons. The caregiver of each participant was provided with training on how to use them. In response to the smart diaper system’s
alarm, caregivers checked voiding, changed the diaper, weighed the wet diaper on a digital scale, and recorded the weight of the wet diaper on the frequency volume charts (FVCs). The researcher subtracted the weight of an unused diaper (110 g) from the weight of the wet diaper as recorded on the FVCs; this is considered the gold standard for determining urine volume. The manually measured urine output was compared with the urine output automatically detected by the smart diaper system to determine the accuracy of the smart diaper system. In addition, the researcher visited the participants once daily to check for the development or aggravation of IAD and record any evidence of IAD by taking photographs. Color, location, size, and character (scale, crust, discharge, etc) of IAD, as well as the presence of bed sores, were documented. Two investigators reviewed the participants’ skin, and another investigator was consulted if any disagreement was found between the first two investigators. At the end of the trial, each caregiver completed a questionnaire on the user experience of the smart diaper system.

Materials
The smart diaper system consists of three parts: (1) a diaper embedded with conductors, (2) a sensing device, and (3) a smartphone (Figure 1). The inner surface of the diaper contains an absorbent liner for urine, and the outer surface has two lines of embedded conductors, which are printed at 1-cm intervals using carbon paste conductive ink. The two lines of conductors with regular spaces are connected to the sensing device at the front end of the diaper. The sensing device induces a minute electrical current, which a human cannot perceive, to the first conductor at regular time intervals. The current that passes through the second conductor is detected by the sensing device. When the diaper is wet, the current flow between the first and second conductors increases. As the amount of urine increased, the increment in amplitude of induced voltage increased. Therefore, the sensing device could detect subject’s voiding and measure the amount of urine produced. The smartphone received a regular signal from the sensing device via Bluetooth. If the amount of urine exceeded a pre-established threshold, a dedicated app installed on the smartphone informed the caregiver about the patient’s urination records. In this study, the minimum and maximum values of detectable urine volume were set to 50 mL and 500 mL, respectively. The diaper embedded with conductors obtained product certification as a personal hygiene item from the Korea Apparel Testing and Research Institute. There is a Korean patent pending for the whole system (10-2020-0093675).

Figure 1. The smart diaper system. (A) The design of the system consists of a diaper embedded with two lines of conductors, a sensing device, and a smartphone. (B) A caregiver connects the sensing device to a smart diaper under a researcher’s guidance.

Ethics Statement
All procedures performed in this study involving human participants were in accordance with the 1964 Declaration of Helsinki and its later amendments or comparable ethical standards. The study protocol was reviewed and approved by the Institutional Review Board of Seoul National University Bundang Hospital (B-2007/627-307). A researcher explained the study to the participants and their legal representatives and obtained written informed consent.

Statistical Analysis
Demographic data and baseline characteristics of the participants were analyzed using descriptive statistics. Data are presented as mean (SD) for continuous variables or counts with percentages for categorical variables. Linear regression analysis was used to evaluate the association between the manually weighed urine volume and the urine volume calculated by the smart diaper system. The correlation was described by the $R^2$ and plotted in a scatter plot. The agreement between the two measurements was analyzed by the Bland-Altman method [22,23]. The mean difference (bias) and upper and lower limits of agreement, defined as the mean difference ± 1.96 SD of differences, were calculated and constructed graphically with a Bland-Altman plot. A $P$ value of <.05 was considered statistically significant, and all analyses were two-tailed. We logged and analyzed the data using SPSS (version 25.0; IBM Corp) and MedCalc (MedCalc Software). All data from the participants were deidentified and analyzed anonymously.
Calculation of a formal sample size was not performed in this study because this was a pilot study and estimable data from previous studies were unknown. However, a general rule of thumb is to include ≥30 patients to estimate a parameter [24]. Therefore, we recruited 35 patients, assuming approximately a 15% dropout rate.

Results

Baseline Characteristics

Of 35 participants, urinary catheterization was performed in three and two withdrew consent before data collection. Accordingly, data from 30 participants was used for the analysis (Figure 2). The demographic characteristics of the participants are described in Table 1. The mean age was 80.8 years, and 9 (30%) participants were men. Table 1 shows the commonly recorded diagnoses, including hypertension (23/30, 77%), diabetes (17/30, 57%), dementia (6/30, 20%), and Parkinsonism (2/30, 7%); in addition, 10 participants (33%) had a history of stroke. Serum total cholesterol, total protein, and albumin levels were lower than the normal range, suggesting risk of malnutrition.

Figure 2. Flow diagram of study participants.

Table 1. Baseline characteristics of the study population.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Population</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All (N=30)</td>
<td>Male (n=9)</td>
<td>Female (n=21)</td>
</tr>
<tr>
<td>Demographic data, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>80.8 (7.6)</td>
<td>82.1 (7.9)</td>
<td>80.2 (7.6)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>157.0 (7.8)</td>
<td>164.3 (4.7)</td>
<td>153.9 (6.8)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>50.4 (8.1)</td>
<td>53.1 (7.9)</td>
<td>49.2 (8.0)</td>
</tr>
<tr>
<td>BMI (kg/m^2)</td>
<td>20.4 (2.9)</td>
<td>19.7 (3.1)</td>
<td>20.8 (2.9)</td>
</tr>
<tr>
<td>Laboratory data, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cell (x10^3/μL)</td>
<td>9.0 (4.0)</td>
<td>10.1 (4.4)</td>
<td>8.6 (3.9)</td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td>9.9 (1.7)</td>
<td>10.1 (2.1)</td>
<td>9.8 (1.6)</td>
</tr>
<tr>
<td>Platelet (x10^3/μL)</td>
<td>188.9 (93.7)</td>
<td>171.1 (111.8)</td>
<td>196.6 (86.8)</td>
</tr>
<tr>
<td>Blood urea nitrogen (mg/dL)</td>
<td>20.0 (9.6)</td>
<td>18.1 (7.2)</td>
<td>20.8 (10.5)</td>
</tr>
<tr>
<td>Creatinine (mg/dL)</td>
<td>0.9 (0.5)</td>
<td>1.0 (0.5)</td>
<td>0.9 (0.5)</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>119.1 (38.7)</td>
<td>110 (48.6)</td>
<td>123.0 (34.2)</td>
</tr>
<tr>
<td>Protein (g/dL)</td>
<td>5.9 (1.0)</td>
<td>6.0 (1.3)</td>
<td>5.9 (0.8)</td>
</tr>
<tr>
<td>Albumin (g/dL)</td>
<td>2.9 (0.6)</td>
<td>2.7 (0.7)</td>
<td>3.0 (0.6)</td>
</tr>
<tr>
<td>Previous medical history, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>23 (77)</td>
<td>6 (67)</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>17 (57)</td>
<td>6 (67)</td>
<td>11 (52)</td>
</tr>
<tr>
<td>History of stroke</td>
<td>10 (33)</td>
<td>3 (33)</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Dementia</td>
<td>6 (20)</td>
<td>2 (22)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Parkinsonism</td>
<td>2 (7)</td>
<td>1 (11)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Malignancy</td>
<td>11 (37)</td>
<td>4 (44)</td>
<td>7 (33)</td>
</tr>
</tbody>
</table>
Characteristics of Urination Records

In total, 401 urination records found on the FVCs or the smart diaper system were collected, and 11 records reported 50 mL or less of urine. Since we had set the smart diaper system to not detect urine volumes less than 50 mL, we excluded those 11 records. Finally, 390 urination records were available for analysis. There was an average of 13.0 urination records per participant during the study period and an average of 3.7 urination records per person per day. The classification of 390 urination records is shown in Table 2. There were 108 paired records (27.7%) on the FVCs and the smart diaper system concurrently, 258 (66.2%) on the FVCs alone, 18 (4.6%) on the smart sensing system alone, and 6 (1.5%) on the FVCs with the sensing device lost so the smart diaper system could not detect urination. The detection rate of the smart diaper system was 32.8% (126/384), excluding 6 records where the sensing device was lost. The detailed urination records for each participant are shown in Figure 3. It should be noted that two participants (anonymous patient codes F and G) presented no record at all, and one participant (V) presented only urination records in which the urine volume measured by manual weighing was 50 mL or less.

Table 2. Classification of a total of 390 urination records collected from 30 participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value (N=390), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urination records, n (%)</td>
<td></td>
</tr>
<tr>
<td>Both manual weighing and smart sensing records</td>
<td>108 (27.7)</td>
</tr>
<tr>
<td>Only manual weighing record</td>
<td>258 (66.2)</td>
</tr>
<tr>
<td>Only smart sensing record</td>
<td>18 (4.6)</td>
</tr>
<tr>
<td>Sensing device lost</td>
<td>6 (1.5)</td>
</tr>
</tbody>
</table>

aNo data was available from 3 participants.

Figure 3. Histogram of distribution of urination records for each participant. There were no records available for 3 participants (F, G, and V).

Correlation Between the Two Methods

To verify the accuracy in urine volume measurement of the smart diaper system, we evaluated the relationship and agreement between the two measurements: weighing wet diapers manually on a digital scale and automatic detection by smart sensing. In addition to the analysis of the 108 paired records, subgroup analysis was performed excluding 10 paired records containing a manually measured volume of voiding over 500 mL (ie, greater than the maximum detectable value for the smart diaper system). A linear regression showed a strong correlation between the two measurements for the 108 records ($R^2=0.85$, $P<.001$) and the 98 subgroup records ($R^2=0.88$, $P<.001$), respectively (Figure 4).
Figure 4. Scatter plot of urine volume measured by manual weighing and the smart diaper system. A significant linear regression relationship was found between the two measurements in the 108 urination records (A) and the 98 records (B).

Agreement Between the Two Methods
Bland-Altman analysis was performed for agreement between the two measurement techniques (Figure 5). In the analysis of the 108 records, the mean difference between the two measurements was 5.0 mL, and the lower and upper limits of agreement were –110.5 mL and 120.4 mL, respectively. In the analysis of the 98 subgroup records, the mean difference between the two measurements was –4.2 mL, and the lower and upper limits of agreement were –96.7 mL and 88.3 mL, respectively. Based on the analysis of the 98 subgroup records, the 95% limits of agreement of all paired data were deemed clinically interchangeable. Meanwhile, the average (SD) of the absolute values (|x|) of the difference between the two measurements was 42.6 mL (SD 40.9 mL) for the 108 records and 37.2 mL (SD 29.0 mL) for the 98 subgroup records, respectively.

Figure 5. Bland-Altman plot of urine volume measured by manual weighing and the smart diaper system in the 108 urination records (A) and the 98 records (B). Mean (mean difference; solid line), 95% limits of agreement (dashed lines), and line of equality (dotted line) are shown.

IAD, Bed Sores, and Adverse Events
A total of 28 participants were evaluated for IAD and analyzed for bed sores (2/30 enrolled participants refused photography). Prior to the start of the study, 8 participants already had bed sores: 6 with grade 2 (partial loss of skin layers) and 2 with grade 3 (necrosis of subcutaneous tissue). At the end of the study, the sores had not increased in size or degree. An improvement from bed sore grade 3 to 2 was noted in one participant. In the remaining 20 participants, de novo IAD or bed sores were not observed. Moreover, during the study period, no adverse events were reported.
User Experience

After the study, caregivers answered a series of survey questions. A total of 22 caregivers completed the questionnaire. The respondents consisted of 12 (54%) employed caregivers, 9 (41%) offspring, and 1 (4%) sibling. The respondents were asked about their willingness to purchase the smart diaper system once it becomes commercialized. About 59% (13/22) and 41% (9/22) had positive and negative responses, respectively. They were also asked about inconveniences related to using the smart diaper system. Cumbersome connections between the diaper and the sensing device or Bluetooth pairing between the sensing device and the smartphone were reported by 6 (27%) of the respondents, and intermittent breakdown of the smart diaper system was reported by 9 (41%; Multimedia Appendix 1).

Discussion

Principal Findings

The objectives of this study were to evaluate the feasibility and utility of the smart diaper system as an alternative to the conventional diaper in a clinical setting. We found that the accuracy of automated urine volume measurement by the smart diaper system compared to the conventional wet diaper weighing method was clinically acceptable. We also found that the smart diaper system had the potential advantage of preventing IAD development and the worsening of bed sores. However, the detection rate of the smart diaper system was low. A large variation in detection rate was observed among participants. Furthermore, we found the inconvenience of the operation and user interface of the smart diaper system presented a problem.

Smart Diaper System in Real Life

This study demonstrated that a smart diaper system developed with IoT technology is applicable in real life, including hospital settings. In acute care hospitals, measuring urine output at regular intervals is often necessary to control the patient’s body fluid and electrolyte homeostasis. Therefore, for patients with diapers, health care providers should determine urine volume by counting the number of diaper changes or weighing wet diapers at each change. However, inference based on the number of diapers used is inaccurate and there is often poor compliance for measuring wet diapers. Urinary catheterization is another alternative for more accurate measurement of urine volume, although it is associated with increased urinary tract infections and morbidity. In this study, the average of the absolute values of the difference between urine volume measured by weighing wet diapers on a digital scale and urine volume measured by the smart diaper system was 42.6 mL, which was 14.3% of the wet diapers used. This variation in detection rate was observed among participants. Furthermore, we found the inconvenience of the operation and user interface of the smart diaper system presented a problem.

Consideration for Low Detection Rate

In this study, the overall voiding detection rate of the smart diaper system was 32.8% (126/384), which was lower than expected. As previously mentioned, considering the small margin of error in urine volume measurement between the two techniques, it was a questionable finding. The detection rate varied widely from participant to participant (range 0%-100%). Figure 3 shows that a large number of voiding detections by the smart diaper system were from a subset of participants, but in 13 participants, less than three counts of voiding detection by the smart diaper system were recorded during the study period. Consequently, we can infer two reasons for this finding. First, when water was poured on the smart diaper pad during the development process, there was a delay of 1-20 minutes in detecting wetness due to the preset time interval of sensing and the Bluetooth connection to save battery power. If the participant had immediately informed the caregiver of urination themselves, or if the caregiver had recognized the participant’s urination promptly, diapers could have been changed before detection by the smart diaper system. Second, the caregivers may have had poor understanding and compliance regarding using the smart diaper system appropriately. For the smart diaper system to work well, a good connection between the diaper pad and the sensing device is crucial. Bluetooth pairing between the smartphone and the sensing device is also required. Although a researcher visited and trained the caregiver daily, skillful handling of the first smart diaper system might have been difficult for caregivers. The smart diaper system works well with the researchers’ assistance; however, it could be a challenge for older caregivers to learn to use the system within the short study period of three days.

Consideration for IAD and Bed Sores

According to the literature, IAD incidence has been reported to be 36% in critically ill patients [25], 7.6% in long-term acute care patients [26], and 5.5% in nursing home residents with new-onset incontinence [27]. IAD may increase the risk of new bed sores, be more frequent in patients with bed sores, and even worsen existing bed sores [28]. In our study, no newly developed dermatitis or bed sores were detected in participants. In addition, aggravation of bed sores was not observed in participants who previously had bed sores, and one case of improvement of bed sores was observed. Timely changing of wet diapers and keeping the area near the perineum dry using the smart diaper system contributed to this effect.

Aged Society and Digital Medicine

As the population ages, the health care expenditures for older adults with multimorbidity are expected to increase steeply. Moreover, increasing socioeconomic gaps can lead to disparities in the health and wellbeing of older people. Digital medicine is an emerging solution for effective control of chronic medical conditions in geriatric populations at a relatively low cost [29]. For the last two decades, eHealth has revolutionized the medical sector with computers, the internet, and electronic medical record systems [30,31]. More recently, the advent of IoT technology and the widespread use of mobile devices have led to the development of mobile health (mHealth), a subdivision of eHealth, which has the potential to improve health outcomes.
in chronic disease management [32,33]. However, for now, many older adults and their caregivers have low digital literacy when it comes to using the internet, smartphones, and IoT technology [34]. Therefore, more research about geriatric digital medicine and further development of age-friendly user interfaces are urgently needed to ensure older adults can benefit from digital health.

COVID-19 Pandemic and Digital Medicine
Since the SARS-CoV-2 outbreak started in December 2019, there have been unprecedented impacts across the world. In the era of COVID-19, social and economic activities are changing to non-face-to-face platforms, and health care systems are facing significant challenges related to converting to and using telemedicine. Virtual connections between tertiary hospitals and long-term care facilities were activated in many countries, and “hospital at home,” which provides hospital-level care in a patient’s home as a substitute for acute hospital care, is emerging as another option in the post–COVID-19 era [35]. In these “contact-free” health care environments, the demand for digital medicine including mHealth is also increasing, and the smart diaper system is expected to play an important role. The smart diaper system could monitor voiding and urine volume, analyze daily or weekly patterns, and transfer the data to medical professionals to help patients at home or in long-term care facilities.

Limitations and Strength
This study had several limitations. First, the study population was small. Second, the study period was only a few days, which might not have provided the caregivers with sufficient time to adapt to the digital equipment. In addition, the study duration may not have been sufficient to observe skin changes in the diaper area, such as IAD and bed sores. Nonetheless, it was a pilot study, and the applicability of the smart diaper system was established. Further large-scale and long-term investigations with age-friendly equipment and user interface are warranted for commercialization and popularization of the smart diaper system. Third, some participants were less compliant, and they did not report any voiding record. A survey conducted after the study showed that 27% (6/22) of the respondents reported inconvenience in using the smart diaper system and 41% (9/22) reported difficulties in operating the smart diaper system. Therefore, developing a more user-friendly system is necessary to improve compliance. Fourth, we did not perform a qualitative and quantitative usability assessment using validated questionnaires, although we reviewed the user experience through a survey after the study.

Nonetheless, the strength of this study is that it provides data on experiences using the smart diaper system in a clinical setting. To the best of our knowledge, this study is the first to investigate the feasibility of a smart diaper system in an acute care hospital. The only previous study was conducted with 18 people with dementia living in nursing homes and estimated the saturation of diaper capacity indirectly rather than measuring the volume of urine [36]. The study reported that the saturation errors between the smart diaper system and FVCs were −26% to 39% in the regular diaper (450 mL) with 51 urination records, and −34% to 30% in the super diaper (1000 mL) with 46 records, respectively. The study did not provide information about the detection rate of the system and concluded that it was not sensitive enough to use as an indicator of the need for a diaper change.

Conclusions
This study suggests that the smart diaper system can promptly notify caregivers of patients’ urination to facilitate diaper changes and prevent the occurrence of IAD and bed sores or improve existing IAD and bed sores by reducing exposure time to wet diapers. In addition, the smart diaper system can measure urine volume with reliable accuracy and less invasiveness than the conventional weighing method, reducing the need for routine diaper checks. Therefore, it can save the time and labor of caregivers, as well as reduce patient discomfort. The smart diaper system is expected to help many health care facilities and people in need of care.
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Leading Topics in Twitter Discourse on JUUL and Puff Bar Products: Content Analysis

Abstract

Background: In response to the recent government restrictions, flavored JUUL products, which are rechargeable closed-system electronic cigarettes (e-cigarettes), are no longer available for sale. However, disposable closed-system products such as the flavored Puff Bar e-cigarette continues to be available. If e-cigarette consumers simply switch between products during the current government restrictions limited to 1 type of product over another, then such restrictions would be less effective. A step forward in this line of research is to understand how the public discusses these products by examining discourse referencing both Puff Bar and JUUL in the same conversation. Twitter data provide ample opportunity to capture such early trends that could be used to help public health researchers stay abreast of the rapidly changing e-cigarette marketplace.

Objective: The goal of this study was to examine public discourse referencing both Puff Bar and JUUL products in the same conversation on Twitter.

Methods: We collected data from Twitter’s streaming application programming interface between July 16, 2019, and August 29, 2020, which included both “Puff Bar” and “JUUL” (n=2632). We then used an inductive approach to become familiar with the data and generate a codebook to identify common themes. Saturation was determined to be reached with 10 themes.

Results: Posts often mentioned flavors, dual use, design features, youth use, health risks, switching 1 product for the other, price, confusion over the differences between products, longevity of the products, and nicotine concentration.

Conclusions: On examining the public’s conversations about Puff Bar and JUUL products on Twitter, having described themes in posts, this study aimed to help the tobacco control community stay informed about 2 popular e-cigarette products with different device features, which can be potentially substituted for one another. Future health communication campaigns may consider targeting the health consequences of using multiple e-cigarette products or dual use to reduce exposure to high levels of nicotine among younger populations.

(J Med Internet Res 2021;23(7):e26510) doi:10.2196/26510
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Introduction

Electronic cigarettes (e-cigarettes) are popular in the United States [1,2]. In February 2020, the US Food and Drug Administration (FDA) restricted flavored closed-system cartridge e-cigarettes (eg, JUUL), with the exception of tobacco and menthol flavors, in an effort to discourage their use among the youth [3,4]. These restrictions did not apply to relatively new disposable (nonrefillable) e-cigarettes [2]. For instance, Puff Bar offers disposable nicotine salt–based products (also
found in JUUL products), in over 20 flavors such as pink lemonade. Congressional lawmakers petitioned the FDA to restrict Puff Bar, arguing that they were the fastest growing e-cigarette brand, replacing JUUL as the e-cigarette of choice among the youth [5]. The FDA sent warning letters to Puff Bar instructing them to remove their flavored disposable e-cigarettes from the market because the latter did not have the required premarket authorization [6]. In response, Puff Bar briefly stopped selling their products through their official website, but their products were always available for purchase from third-party websites.

Recent evidence from Google search trends suggests that public interest in Puff Bars surged immediately after the FDA announced a restriction on flavored e-cigarettes [7]. If consumers simply switch to disposable products during the present restriction on flavored closed-system products, then such restrictions would be less effective. However, it is unclear whether the public views disposable and reusable e-cigarettes as ideal substitutes. In other words, public discourse discussing the product features and user experiences with JUUL and Puff Bar is understudied. A step forward in this line of research is to describe public discourse referencing both Puff Bar and JUUL products in the same conversation.

This study utilized Twitter data to examine public conversations about Puff Bar and JUUL products during a time of change in the e-cigarette marketplace. Twitter has previously been used to describe the context of e-cigarette–related attitudes and behaviors in a way that offers direct insights on user experience, including preferred design features and flavor preferences [8]. By examining the public’s conversations about Puff Bar and JUUL products on Twitter, having described themes in posts, this study aims to help the tobacco control community stay informed about 2 popular e-cigarette products with different device features, which can be potentially substituted for one another. Our findings may inform FDA policy targets and communication strategies in the future.

**Methods**

Posts containing both terms “Puff Bar” and “JUUL” were collected from July 16, 2019, to August 29, 2020, from Twitter’s streaming application programming interface (n=2632). Similar to prior studies [8], retweets were removed so that each observation could be treated as an independent observation (n=1577). Two trained researchers manually coded tweets into themes, using an inductive approach. The goal of this approach was to condense the raw text-based data into a summary format and report the underlying patterns that were evident in the data. The unit of analysis was the text. Saturation was determined to be reached with 10 themes.

The codebook (Table 1) consisted of the following themes: (1) device features, including mentions of hardware, product features, specifications, and product quality; (2) flavors, including mentions of flavors offered by each brand or enjoyed by the consumer; (3) longevity, including mentions of how long a Puff Bar or JUUL product lasts, such as the duration and number of puffs; (4) price, including mentions of monetary amounts or affordability of JUUL and Puff Bar products; (5) youth use, including mentions of youth (aged under 21 years) and mentions of children, youth, or teenagers using a Puff Bar or JUUL product or other e-cigarette products during school time or in school premises; (6) switching, including mentions of substituting 1 product with the other; (7) dual use, including mentions of using both Puff Bar and JUUL products; (8) nicotine concentration, including mentions of nicotine concentration or nicotine salt levels; (9) health risks, including mentions of Puff Bar products being more harmful than other e-cigarettes (eg, JUUL e-cigarettes) or vice versa, and of negative health consequences of vaping; and (10) confusion, including mentions of confusion over the differences between the features of Puff Bar and JUUL products. Posts were segregated into multiple themes.

To establish interrater reliability, coders analyzed a subsample of posts (n=300), with agreement ranging from 84% to 97%. The lead author served as the arbitrator and resolved disagreements. Descriptive statistics were reported in a confusion matrix to show the prevalence of each theme as well as theme cooccurrence in a single post. Data collection processes relied on publicly available data and adhered to Twitter’s terms and conditions, terms of use, and privacy policies. The protocol was approved by the university’s institutional review board (protocol# HS-18-00697).
Table 1. Definitions for each theme and example paraphrased posts.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
<th>Paraphrased post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device features</td>
<td>Mentions of hardware (eg, disposable or reusable battery), product features (eg, color of the device), specifications, and quality of the product.</td>
<td>Puff Bar is a disposable, prefilled, and precharged vape, but JUUL has disposable pods and a reusable battery.</td>
</tr>
<tr>
<td>Flavors</td>
<td>Mentions of flavors (eg, specific fruit, sweet, savory, candy, alcohol, coffee, tobacco, menthol, or mint) offered by each brand or enjoyed by the consumer.</td>
<td>This banana-flavored Puff Bar e-cigarette tastes amazing compared to a tobacco-flavored JUUL e-cigarette.</td>
</tr>
<tr>
<td>Longevity</td>
<td>Mentions of how long a Puff Bar or JUUL product lasts, including the duration and number of puffs.</td>
<td>This Puff Bar only lasts 1 day, but I cannot afford a pack of JUUL pods that last 2 weeks.</td>
</tr>
<tr>
<td>Price</td>
<td>Mentions of monetary amounts or affordability of JUUL and Puff Bar products.</td>
<td>Puff Bar [products] cost only US $8 and are cheaper than JUUL [products].</td>
</tr>
<tr>
<td>Youth use</td>
<td>Mentions of youth (aged under 21 years) and mentions of children, youth, or teenagers using a Puff Bar or JUUL product or other e-cigarette products during school time or in school premises. Posts may also raise concerns over youth use of vaping products in general.</td>
<td>[I] found a JUUL [e-cigarette] in the high school bathroom in the morning and a Puff Bar [e-cigarette] again later.</td>
</tr>
<tr>
<td>Switching</td>
<td>Mentions of quitting 1 product for the other.</td>
<td>I quit [using] JUUL [e-cigarettes], but now I just use Puff Bar [e-cigarettes] every day.</td>
</tr>
<tr>
<td>Dual use</td>
<td>Mentions of using both Puff Bar and JUUL products.</td>
<td>[I am] hitting my JUUL [e-cigarette] for breakfast and my pink lemonade Puff Bar [e-cigarette] for dinner.</td>
</tr>
<tr>
<td>Nicotine concentration</td>
<td>Mentions of nicotine concentration or nicotine salt levels.</td>
<td>I can get just as much nicotine from Puff Bar [e-cigarettes] as my JUUL [e-cigarette] with even higher nicotine delivery.</td>
</tr>
<tr>
<td>Health risks</td>
<td>Mentions of Puff Bar being more harmful than other e-cigarettes (eg, JUUL) or vice versa, and of negative health consequences of Puff Bar products. This may include mentions of people harming themselves by using JUUL or Puff Bar products.</td>
<td>Puff Bar and JUUL [e-cigarettes] made my chest hurt so bad, but I still use my vape.</td>
</tr>
<tr>
<td>Confusion</td>
<td>Mentions of confusion over the differences between Puff Bar products and other e-cigarettes (eg, JUUL).</td>
<td>She was holding a Puff Bar or maybe it was a disposable JUUL [e-cigarette]?</td>
</tr>
</tbody>
</table>

Results

The most prominent topic was “flavors” (n=311 of 1577 posts, 19.72%), followed by “dual use” (n=254, 16.11%), “device features” (n=230, 14.58%), and “youth use” (n=219, 13.89%) (Table 2). These were followed by “health risks” (n=130, 8.24%), “switching” (n=105, 6.66%), “price” (n=77, 4.88%), “confusion” (n=49, 3.11%), “longevity” (n=47, 2.98%), and “nicotine concentration” (n=42, 2.66%). The most common cooccurring themes in a single post were “youth use” and “device features” (n=70, 4.44%), followed by “device features” and “flavors” (n=67, 4.25%) and “youth” and “flavors” (n=61, 3.87%).
Table 2. Prevalence of themes.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Flavors</th>
<th>Dual use</th>
<th>Device features</th>
<th>Youth use</th>
<th>Health risks</th>
<th>Switching</th>
<th>Price</th>
<th>Confusion</th>
<th>Longevity</th>
<th>Nicotine concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nicotine concentration</td>
<td>10 (0.63)</td>
<td>1 (0.06)</td>
<td>17 (1.08)</td>
<td>16 (1.01)</td>
<td>4 (0.25)</td>
<td>2 (0.13)</td>
<td>4 (0.25)</td>
<td>0 (0.00)</td>
<td>1 (0.06)</td>
<td>42 (2.66)</td>
</tr>
<tr>
<td>Longevity</td>
<td>11 (0.70)</td>
<td>10 (0.63)</td>
<td>7 (0.44)</td>
<td>3 (0.19)</td>
<td>2 (0.13)</td>
<td>4 (0.25)</td>
<td>14 (0.89)</td>
<td>0 (0.00)</td>
<td>47 (2.98)</td>
<td></td>
</tr>
<tr>
<td>Confusion</td>
<td>10 (0.63)</td>
<td>0 (0.00)</td>
<td>3 (0.19)</td>
<td>2 (0.13)</td>
<td>2 (0.13)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>49 (3.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>21 (1.33)</td>
<td>4 (0.25)</td>
<td>23 (1.46)</td>
<td>5 (0.32)</td>
<td>2 (0.13)</td>
<td>4 (0.25)</td>
<td>77 (4.88)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switching</td>
<td>28 (1.78)</td>
<td>4 (0.25)</td>
<td>5 (0.32)</td>
<td>14 (0.89)</td>
<td>2 (0.13)</td>
<td>105 (6.66)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health risks</td>
<td>13 (0.82)</td>
<td>6 (0.38)</td>
<td>9 (0.57)</td>
<td>17 (1.08)</td>
<td>130 (8.24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youth use</td>
<td>61 (3.87)</td>
<td>24 (1.52)</td>
<td>70 (4.44)</td>
<td>219 (13.89)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Device features</td>
<td>67 (4.25)</td>
<td>230 (14.58)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dual use</td>
<td>31 (1.97)</td>
<td>254 (16.11)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flavors</td>
<td>311 (19.72)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aThe diagonal line indicates the prevalence of the 10 topics identified. The off-diagonal lines indicate topic overlap. All values are presented as numbers and percentages in parentheses.

**Discussion**

**Principal Findings**

This study provides a summary of public Twitter posts collected over the course of a 13-month period, which includes mentions of both “Puff Bar,” a disposable e-cigarette, and “JUUL,” a reusable closed-system cartridge e-cigarette. Posts often mentioned flavors, dual use, device features, youth use, health risks, switching 1 product for the other, price, confusion over the differences between products, longevity of products, and nicotine concentration. Theme cooccurrence in a single post was also examined.

“Flavors” was the most common theme in this study, while “flavors” and “device features” represented the second-most common theme cooccurrence in a single post. Prior studies that examined tobacco-related (eg, hookah or little cigars) conversations on Twitter have identified similar themes [9,10]. The FDA has previously taken action to reduce the appeal of e-cigarettes among the youth by removing flavored products. The FDA recently sent warning letters to 10 companies, including Puff Bar, to remove their flavored disposable e-cigarettes from the market because they do not have the required premarket authorization [6]. Puff Bar’s compliance with this request and FDA's enforcement will dictate whether their products will be less readily available for purchase.

“Device features” was a predominant theme in this study, while “youth use” and “device features” represented the most common theme cooccurrence in a single post. Previous studies have suggested that product features create lasting psychological, sensory, and behavioral responses among consumers, which may translate to appeal for these products [11]. Additionally, consumers satiate less when similar products are presented as distinct subcategories [12]. In other words, although both JUUL and Puff Bar products are e-cigarettes, consumers may be attracted to using Puff Bar if they perceive it as an e-cigarette product with unique features (such as disposability). Identifying and regulating youth-appealing device features (eg, age restrictions on the purchase of disposable products that are youth-appealing and mandating plain device colors to address attractive designs) may facilitate more effective tobacco control efforts.

Dual use of JUUL and Puff Bar products raises concerns about inadvertent exposure to high levels of nicotine among the youth. A recent study [13] suggests that young adults find it difficult to understand nicotine concentration. When consumers are familiar with both products displaying nicotine levels as mg/mL and percentages, they are more likely to have a correct understanding of nicotine strength [13]. Currently, the official JUUL website and packaging labels list nicotine concentration as percentage values. Similarly, the official Puff Bar website and packaging labels list nicotine concentration as percentage levels; however, this metric appears differently on other retail platforms. As such, regulations standardizing the labeling of nicotine concentration on web-based retail platforms and on product packaging may facilitate consumer awareness. Future health communication campaigns may also consider targeting the health consequences of using multiple e-cigarette products to reduce the dual use of e-cigarette products.

Our findings suggest that there was some level of confusion over the differences or similarities among Puff Bar, JUUL, and other e-cigarettes. Confusion may render Twitter users vulnerable to inaccurate information about the health effects of...
these products and likely to misjudge these products’ potential relative health risks. A prior study [8] reported that the phrase “What is JUUL?” appeared commonly on Twitter in 2017. Public health communication campaigns need to discuss the health risks of popular emerging products including Puff Bar e-cigarettes as they become increasingly available in the market, to keep parents, educators, and clinicians well-informed of the rapidly evolving e-cigarette marketplace.

Prior studies suggest that marketplaces where consumers can switch to other products in a short period, with limited effort or at a lower price, typically allow easy entry of newer products and facilitate rapid consumer migration to newer products [14,15]. While both JUUL and Puff Bar products contain nicotine salts, Puff Bar potentially facilitates easy switching, given these are single-use products available at a lower cost per unit [16]. Additionally, since Puff Bar is a relatively new e-cigarette brand and its technology could be replicated by other companies easily [17], consumers in the e-cigarette marketplace may transition to other unregulated products. Regulations that create barriers for the entry of similar products and deincentivize consumers to switch to other flavored products are crucial. Currently, flavor restrictions have been applied narrowly to specific product lines, which may make it easier for new products such as those of Puff Bar to circumvent regulations and normalize switching behavior for vape products among consumers.

Limitations

This study was limited to the analysis of discussions on 2 e-cigarette brands, Puff Bar and JUUL, and may not pertain to other e-cigarette brands. However, Puff Barr and JUUL e-cigarettes appear to represent the market leaders for disposable e-cigarettes and reusable closed-system cartridge e-cigarettes, respectively. This study only collected tweets that mentioned the 2 products (Puff Bar and JUUL) in the same post. This decision may have excluded select posts that may have been relevant to our study. This study focused on Twitter posts, and our findings may not generalize to other social media platforms. The posts in this study were collected within a 13-month period and may not extend to other time periods. Data collection relied on Twitter’s streaming application programming interface, which prevented the collection of posts from private accounts. Our findings may not be generalizable to all Twitter users or to the population of the United States.

Conclusions

Our findings may offer a point of departure for understanding the public’s understanding of and experience with disposable and reusable closed-system cartridge e-cigarettes. Future studies should identify the features of youth-appealing e-cigarette devices to inform more targeted tobacco regulations. Studies should focus on effective communication strategies to raise awareness about known health risks pertaining to dual use and product substitution or switching and about new tobacco products among parents, educators, and vulnerable communities. Comprehensive tobacco regulations may include extending ongoing and upcoming restrictions prospectively to existing and future products, to prevent new products from circumventing current regulations. Regulations mandating standardized labeling of nicotine concentration on web-based platforms may help address health risks from nicotine overdose when consumers switch products. Social media surveillance can help capture new products emerging in the marketplace, such as Puff Bar products, and monitor the web-based marketplace to prevent the sales of nonregulated flavored products.

Acknowledgments

This study was partially supported by funds from the Regents of the University of California, Research Grants Program Office, Tobacco-Related Disease Research Program (grant# T30IR0891). Our study was supported by the National Cancer Institute and the FDA Center for Tobacco Products (grant# U54 CA180905). The funders had no role in study design; collection, analysis, and interpretation of data; drafting of the manuscript; and the decision to submit the manuscript for publication. The opinions, findings, and conclusions herein are those of the authors and do not necessarily represent those of the Regents of the University of California or any of its programs.

Authors’ Contributions

JPA had full access to all the data in the study and takes responsibility for the integrity of the data and the accuracy of the data analysis. JPA conceptualized and designed the study. AD, JPA, MC, and VR acquired, analyzed, and interpreted the data. JPA and AD drafted the manuscript. JPA, AD, VR, JBU, AM, MC, and TBC critically revised and provided the final approval for the publication of this manuscript. AD performed the statistical analysis. JPA, JBU, and TBC obtained funding for this study.

Conflicts of Interest

None declared.

References

Abbreviations

e-cigarette: electronic cigarette
FDA: US Food and Drug Administration
Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must be included.
Characterization of Anorexia Nervosa on Social Media: Textual, Visual, Relational, Behavioral, and Demographical Analysis

Diana Ramírez-Cifuentes1, MSc; Ana Freire1,2, PhD; Ricardo Baeza-Yates1,3, PhD; Nadia Sanz Lamora4, MSc; Aida Álvarez4,5,6, MD, PhD; Alexandre González-Rodríguez4,5,6, MD, PhD; Meritxell Lozano Rochel7, BSc; Roger Llobet Vives7, MSc; Diego Alejandro Velazquez8, MSc; Josep Maria Gonfaus9, PhD; Jordi González8, PhD

1Department of Information and Communication Technologies, Universitat Pompeu Fabra, Barcelona, Spain
2UPF Barcelona School of Management, Barcelona, Spain
3Institute for Experiential AI, Northeastern University, Boston, MA, United States
4Department of Mental Health, Centro de Investigación Biomédica en Red de Salud Mental, Parc Taulí University Hospital, Sabadell, Spain
5Parc Taulí Research and Innovation Institute, Sabadell, Spain
6Autonomous University of Barcelona, Bellaterra, Spain
7Fundación Instituto de Trastornos Alimentarios, Barcelona, Spain
8Computer Vision Center, Universitat Autonoma de Barcelona, Bellaterra, Spain
9Visual Tagging Services, Bellaterra, Spain

Corresponding Author:
Diana Ramírez-Cifuentes, MSc
Department of Information and Communication Technologies
Universitat Pompeu Fabra
Carrer de Tànger, 122-140
Barcelona, 08018
Spain
Phone: 34 643294184
Email: diana.ramirez@upf.edu

Abstract

Background: Eating disorders are psychological conditions characterized by unhealthy eating habits. Anorexia nervosa (AN) is defined as the belief of being overweight despite being dangerously underweight. The psychological signs involve emotional and behavioral issues. There is evidence that signs and symptoms can manifest on social media, wherein both harmful and beneficial content is shared daily.

Objective: This study aims to characterize Spanish-speaking users showing anorexia signs on Twitter through the extraction and inference of behavioral, demographical, relational, and multimodal data. By using the transtheoretical model of health behavior change, we focus on characterizing and comparing users at the different stages of the model for overcoming AN, including treatment and full recovery periods.

Methods: We analyzed the writings, posting patterns, social relationships, and images shared by Twitter users who underwent different stages of anorexia nervosa and compared the differences among users going through each stage of the illness and users in the control group (ie, users without AN). We also analyzed the topics of interest of their followees (ie, users followed by study participants). We used a clustering approach to distinguish users at an early phase of the illness (precontemplation) from those that recognize that their behavior is problematic (contemplation) and generated models for the detection of tweets and images related to AN. We considered two types of control users—focused control users, which are those that use terms related to anorexia, and random control users.

Results: We found significant differences between users at each stage of the recovery process ($P<.001$) and control groups. Users with AN tweeted more frequently at night, with a median sleep time tweets ratio (STTR) of 0.05, than random control users (STTR=0.04) and focused control users (STTR=0.03). Pictures were relevant for the characterization of users. Focused and random control users were characterized by the use of text in their profile pictures. We also found a strong polarization between focused control users and users in the first stages of the disorder. There was a strong correlation among the shared interests between users with AN and their followees ($\rho=0.96$). In addition, the interests of recovered users and users in treatment were
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more highly correlated to those corresponding to the focused control group ($\rho=0.87$ for both) than those of AN users ($\rho=0.67$), suggesting a shift in users’ interest during the recovery process.

**Conclusions:** We mapped the signs of AN to social media context. These results support the findings of previous studies that focused on other languages and involved a deep analysis of the topics of interest of users at each phase of the disorder. The features and patterns identified provide a basis for the development of detection tools and recommender systems.

(J Med Internet Res 2021;23(7):e25925) doi:10.2196/25925
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**Introduction**

**Background**

Mental disorders are psychological syndromes or patterns associated with distress or disability. Anorexia nervosa (AN) is an eating disorder (ED) characterized by the maintenance of a very low body weight, with a constant desire for thinness and a misconception about body shape [1]. EDs, such as AN, are strongly related to risk factors including perfectionistic traits, parenting style [2], and the existence of comorbid mood disorders such as depression, of which 33%-50% of anorexia patients experience. Anxiety disorders are common in 50% of these patients [3].

The course of AN is highly variable; however, early intervention is strongly associated with full recovery. The phases that patients go through as they overcome AN can be mapped to the transtheoretical model of health behavior change [4], which is described as an integrative method for understanding how people progress toward adopting and maintaining healthy behaviors. This model identifies the following six stages of change: (1) precontemplation, where the individual does not know that there is a problem or that a change is required in their life and, thus, does not seek help; (2) contemplation, where the person simultaneously considers and rejects the change, while being conscious of the existence of a problem; (3) preparation, where the individual starts to take small steps toward behavioral change, believing that it can lead to a healthier life; (4) action, in which the person has changed their behavior and intends to sustain it; (5) maintenance, a stage wherein the person has maintained the behavioral change for a considerable period (>6 months); and (6) termination, a stage wherein the individual has no desire to return to their unhealthy behaviors. It is important to state that relapse, which implies returning from the action or maintenance stages to an earlier stage, is likely. This approach has been previously evaluated in patients, confirming that the notion of the stages of change is an independent dimension that is very relevant for the treatment of EDs [5].

Automated methods have been designed to detect signs of AN, some of which address the development of early detection approaches [6,7], as it has been proven that the signs and symptoms of mental disorders, including AN, can be traced using social media [6,8-13]. The findings of such research have revealed patterns that can be relevant for the development of tools to detect harmful content [6] and to assist clinicians and psychologists in screening [10-12] and treatment proceedings [6]. Research findings on these topics can also contribute to the improvement of the structure and services provided by online social platforms [6], which are a means through which people with mental disorders can find support for their recovery, as well as they can be used as tools to promote harmful content, which is the case for suicide promoters and pro–eating disorder (pro-ED) communities [6,13].

Recent approaches for characterizing AN on social media account for individual posts from users, meaning that the signs and symptoms are traced by analyzing the content of a single post per user (post level) [6,8,9]. In contrast, there are only a few approaches that address multiple posts of a single user (user level) [10,11]. There are no approaches that address the simultaneous analysis of relational, behavioral, demographical, and multimodal information at the user level, although few studies have combined some of these aspects on AN-related disorders such as anxiety, depression, and suicidal ideation [12,13].

With regard to the type of information extracted and analyzed about EDs on social media, several state-of-the-art approaches are dedicated to the analysis of textual information contained in posts [6,9,14]. They analyze the topics of interest using topic modeling techniques [11], and they also consider the frequency of the terms used through bag-of-words (BoW) models and n-grams [7]. Other textual elements are also considered, such as the frequency of terms closely related to the illness and other lexical and syntactic elements [11,14]. In addition, sentiment analysis tools [15] and methods that use word embeddings, which are vector representations of terms, have been applied [7,16]. Most of these features are later used as representations suitable for the development of predictive models that are often based on machine learning methods [6,7,16]. Through the analysis of text cues, it has been found that users with depression and those with suicidal ideation make more self-references [13], whereas proanorexias and prorecovery communities exhibit distinctive affective, social, cognitive, and linguistic style markers, as proanorexias express greater negative affect, feelings of social isolation, and self-harm [6].

With regard to the analysis of relational information, Wang et al [17,18] analyzed the interactions between users with EDs to identify the topics shared in web-based conversations. In particular, they explored the interactions among communities with different stances on EDs, considering both pro-ED and prorecovery content, and reported that intercommunity interactions are very limited. In the context of similar disorders, De Choudhury et al [19] constructed egocentric social graphs
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for postpartum depression detection and found that increased social isolation and reduced availability of social capital on Facebook are the best predictors of postpartum depression detection among mothers. In addition, Colombo et al [20] studied the connectivity and communication of suicidal users on Twitter based on the evaluation of retweets.

Regarding the analysis of images shared by users, only a few studies analyzing the content of images to determine patterns that can be linked to AN signs are available in the literature. This aspect of analysis is important for studies on EDs, as the symptoms of AN, such as extreme weight loss, an obsessive interest in excessive exercise, and restricted food intake through dieting, can be identified from images [1]. Chancellor et al [21] focused on Instagram, which mainly includes image posts, but they exclusively studied textual (captions) and relational elements. Recently, only a few approaches have addressed the actual analysis of image properties to detect mental disorders, such as self-harm, depression, and anxiety [12,22,23]. To the extent of our knowledge, the work of Chancellor et al [16] is the only available study on EDs that analyzed images. Chancellor et al [16] classified moderated pro-ED content and found that the identification of deviant pro-ED content through the analysis of images was possible, reaching a recall of 84%. This approach mainly focused on the detection of harmful images but did not include the analysis of interpretable elements and patterns that might characterize AN-related content on images.

There are also a few studies that consider the stages that patients go through during the course of the illness. De Choudhury [6] and Wang et al [17] addressed the detection and characterization of prorecovery communities, which can be distinguished from pro-ED communities. However, both of these communities did not exclusively include people with the illness. Chancellor et al [24] determined the content and participation measures that could predict the likelihood of recovery of these types of users on Tumblr. They found that only half of the analyzed users were likely to exhibit signs of recovery after a 4-year period, demonstrating the importance of further consideration of the stages that lead to recovery, thus supporting the transtheoretical model.

Regarding the analysis of content generated by Spanish speakers with EDs, we identified two approaches that address writings in this language [9,25]. Both approaches are focused on the analysis and detection of users with AN at the post level, with a main focus on textual-based features. Furthermore, these approaches do not address any further recovery stages. Recent works have also addressed other mental conditions such as depression [26] and suicidal ideation [13].

**Objectives**

This paper addresses the characterization of EDs, in particular AN, in social media. We aim to answer the following research questions (RQs): (1) Which are the visual, textual, behavioral, and demographical elements that characterize and distinguish users at the early, treatment, and full recovery stages of AN on social platforms?; (2) Which elements characterize the social network of users that use anorexia-related terms?; (3) Which are the topics of interest among AN users and their followees?; (4) Which linguistic attributes characterize Spanish-speaking users with AN?; (5) Does the proportion of tweets related to AN significantly change according to the recovery stage?; (6) In a social platform context, can the elements that distinguish users at the precontemplation stage from users at the contemplation stage be identified?; and (7) Are there significant differences between the focused and random control groups?

The main contributions of this work are as follows:

- We generated a Twitter data set that is annotated by psychologists, psychiatrists, and therapists and consists of writings of users manifesting AN (including writings corresponding to treatment and of fully recovered users), and two types of control cases (ie, focused and random control). To the best of our knowledge, this is the first Spanish data set for the analysis of AN at the user level that considers different stages of the illness toward recovery.
- We extracted and inferred several features that consider multiple elements, as follows: images, texts, relations among users, posting patterns, and demographic information. These features were generated to identify elements that characterize users with AN at different stages of the illness and recovery. We also determined the elements that distinguish these users from the two types of control cases.
- We established a deep learning–based method to identify tweets related to AN using individual tweets.
- We trained a predictive model using the images of users with AN and control users to detect whether differences between these groups can be identified on the basis of visual properties.
- We further explored the social network of users with AN through the detection of communities and the analysis of topics of interest of the different types of users, along with those of their followees.
- We applied a clustering approach to distinguish users at the precontemplation stage from those at the contemplation stage using the transtheoretical model.

**Methods**

**Data Collection**

We chose Twitter as our main data source, as it has been previously used for studying mental disorders, including EDs, on social media [14,27]. Twitter is suitable as it allows the collection of a set of chronologically organized posts in Spanish and provides metadata relevant for analyzing the relational and behavioral aspects of users.

We selected keywords and popular hashtags commonly used by ED communities, phrases likely to be used by people undergoing treatment, and terms used by recovered users. These keywords and phrases were manually collected and classified from multiple sources in Spanish and English, including proana blogs, academic publications, and documents made available by the Spanish Association Against Anorexia and Bulimia [14,28,29].

In addition, we conducted a survey among volunteers who have recovered from AN. The phrases and keywords collected were...
evaluated and filtered by clinicians that were asked to agree on choosing up to 30 keywords or phrases in Spanish that would lead to reach posts from users with AN, including proaana, peso objetivo (objective weight), perder peso (lose weight), IMC (body mass index BMI), sibutramina (sibutramine), mi anorexia (my anorexia), ana y mia (ana and mia). We collected 114,627 public tweets containing the search phrases, considering a period in the past, from December 21, 2017, to December 21, 2018. At the same time, a sample of up to 10,000 tweets from the same search period was collected for each user.

To protect the privacy and identity of these users, generic identifiers were assigned to each of them and their posts. In addition, we removed any personal information from the users’ descriptions and tweet texts such as usernames, names (proper nouns), email addresses, URLs, password combinations, location names, and all numbers. The extracted metadata elements and texts passed through a strict transformation process to build and exclusively store vector representations of the features of interest, guaranteeing the analysis of fully anonymized information.

Annotation Process

For labeling purposes, we filtered and only considered users with at least three different tweets containing the selected keywords for each category. Among all categories, 645 users met this criterion. Before the submission of the text samples to the annotators, the sample of tweets’ texts selected for annotation were anonymized and translated to English to avoid the reidentification of users based on their writings.

We defined five independent groups of users: (1) AN users that manifest the first stages of the disorder and describe signs and symptoms of AN in their texts, which includes users at both the precontemplation and contemplation stages according to the transtheoretical model; (2) a focused control group in which, similar to our prior work [13], we included users that did not manifest signs of anorexia but use terms related to the disorder in their writings; (3) treatment users that explicitly stated that they have been diagnosed with AN and are in treatment; (4) recovered users who claim they have recovered from AN; and (5) doubtful cases in which clinicians were not sure about any of the prior categories. A total of 5 annotators participated in the labeling process: 3 psychologists and 2 psychiatrists. These annotators collaborated closely with organizations specializing in the treatment of EDs. The final label for a user’s set of tweets was assigned if at least three annotators agreed on the assigned label. For cases where an agreement was not met, the users’ tweets were categorized as doubtful cases.

From this first classification approach, a total of 195 users were classified as users with AN, 283 as focused control users, 29 as under treatment users, 18 as recovered users, and 119 as doubtful cases. We performed an interannotator agreement analysis and obtained a Light λ coefficient of 0.4751 (P<.001), which is the result of the averaged Cohen κ values calculated between each pair of annotators. This approach was chosen over Fleiss κ, as all annotators evaluated every sample. The values obtained suggest a moderate agreement among annotators.

In addition to the focused control group, we included another control group consisting of 223 randomly selected users called random control users. These users did not necessarily use terms related to AN and were selected using Twitter’s Sample Tweets application programming interface (API) [30], which provides a set of random tweets, from which we could obtain the users for our sample. By analyzing the description and a sample of their tweets, we ensured that no users with AN were part of this group. The anonymization and translation process applied for the other groups was followed for this case. Table 1 summarizes the user groups defined initially for the study.

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
<th>Collection method</th>
<th>Users, n (%)</th>
</tr>
</thead>
</table>
| AN³                   | • Users most likely at early and advanced stages of AN that do not seem to be on treatment  
• This group corresponds to the precontemplation and contemplation phases of the transtheoretical model. | AN-related keywords using the Twitter Search API³           | 195 (26.1)   |
| Treatment             | • Users most likely in treatment of AN  
• This group corresponds to the preparation, action, and maintenance phases of the transtheoretical model. | AN- and treatment-related keywords using the Twitter Search API | 29 (3.9)     |
| Recovered             | • Users that seem to be recovered from AN and have reached the termination stage  
• They should specify not having a relapse in a long period (≥4 years). | AN- and recovery-related keywords using the Twitter Search API | 18 (2.4)     |
| Focused control       | • Control users that use vocabulary related to AN, such as psychologists, news accounts, or medical centers. | AN-related keywords using the Twitter Search API            | 283 (37.8)   |
| Random control        | • Twitter users randomly selected with no signs or symptoms of AN             | Sample tweets using the Twitter Search API                  | 223 (29.8)   |

³AN: anorexia nervosa.

Table 1. User groups defined for the study (N=748).
Characterizing Users With AN on Social Media

This work is dedicated to the characterization of AN considering the multiple stages through which people on the recovery path go through (RQ1), including the analysis of the differences between the two control groups analyzed: focused and random control (RQ7). Our goal is to identify the elements and patterns that distinguish people at each phase based on the analysis of multiple perspectives that are usually considered by clinicians for screening and treatment purposes. The perspectives analyzed include (1) the way Spanish-speaking users express themselves through written posts (content shared) that can lead to the exploration of linguistic dimensions, affective processes and emotions, personal concerns, topics of interest, vocabulary that implies the existence of risk factors associated with the illness, and vocabulary related to signs and symptoms of AN (RQ4); (2) the social network of users, with a focus on the interests shared with their followees and the detection of communities (RQ2 and RQ3); (3) the users’ behavior, with the analysis of posting patterns in different periods; (4) demographic aspects such as gender and age ranges; and (5) visual elements that include the analysis of the characteristics of the profile picture of users, along with the images shared on posts.

In addition to the analysis of prior perspectives, for a further exploration of textual cues, we built and evaluated classifiers for the detection of individual tweets related to AN. These tools can be useful for the detection of users with AN, as we assume that a larger number of tweets related to anorexia will be found in the profiles of users living with the disorder. Through this analysis, we also wanted to analyze whether the proportion of tweets related to AN changes significantly according to the recovery stage (RQ5). In addition, these tools can later be useful for automatically filtering writings that are exclusively related to the condition. They can also be used for screening and annotation purposes [13].

We also tested a clustering approach to distinguish cases at the precontemplation stage from cases at the contemplation stage (RQ6). People in the precontemplation phase (also known as the honeymoon phase) are characterized by being enthusiastic about their weight loss and the social support they receive. This is a phase in which people believe they are in control of their behavior, and therefore, they are in denial of their unhealthy condition. This behavior differs from the contemplation stage, in which bad habits and symptoms remain, but as the illness progresses, the person notices that there is something wrong and feels that they are losing control of the situation. People at this stage are constantly depressed and may even experience a decrease in their cognitive capabilities [31]. Taking into account these aspects, we consider the detection task relevant, as people at the contemplation stage are more willing to seek help, and therefore, a potential nonintrusive intervention through social media, such as social recommendation, could be successful having users at this stage as a target. However, such potential applications must be further analyzed by considering all the privacy and ethical aspects involved.

Experimental Setup

Data Set Description

The data set built for our analysis consists of a set of features generated and inferred based on the text, images, and metadata of the annotated users’ tweets. Table 2 provides relevant information regarding each group in our data collection. For each user, we considered the content from their profiles (tweets) during a year (from December 21, 2017, to December 21, 2018). Some of the initially labeled users were not further considered in the data set, as they had published less than five tweets during the data collection period, which we considered as not informative enough for our analysis purposes. A total of 694 users were part of our final data set, which contained data collected from 2,133,110 tweets, including 405,909 images. It is important to recall that retweets were not considered within the scope of our analysis.

| Table 2. Data set description. |
|-----------------------------|-------------|-------------|-------------|-------------|-------------|
| Descriptive item            | User group  |              |             |             |             |
|                            | Anorexia nervosa | Treatment | Recovered | Focused control | Random control |
| Users (n=694), n (%)        | 171 (24.6) | 27 (3.9) | 18 (2.6) | 271 (39) | 207 (29.8) |
| Tweets collected (n=2,133,110), n (%) | 434,615 (20.4) | 8317 (0.4) | 52,578 (2.5) | 1,109,861 (52) | 447,739 (21) |
| Number of tweets collected per user (n=2,133,110), median | 1239 | 1748 | 2036.5 | 2608 | 873 |
| Tweet length (number of words; n=2,133,110), median | 14.00 | 14.00 | 13.50 | 12.50 | 19.00 |
| Images (n=405,909), n (%) | 40,142 (9.9) | 6584 (1.6) | 4202 (1) | 298,488 (73.5) | 56,493 (13.9) |

Comparative Analysis and Evaluation Measures

As part of our data collection process, we extracted, calculated, and inferred some features for performing the analyses required to answer our RQs. For this purpose, we considered network clustering and visualization algorithms (RQ2 and RQ3); prebuilt machine learning models for sentiment analysis; and age range and gender detection tools, including models for the detection of objects in images (RQ1, RQ4, RQ5, RQ6, and RQ7). We also used external sources with lexicons to detect emotions, topics of interest, risk factors, and affective processes lexicons (RQ1, RQ4, RQ6, and RQ7). The description of the extracted features and the calculation or inference processes are detailed in the Analyzed Perspectives and Features section. Phyton
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(Python Software Foundation) was used as our main programming language for data extraction and processing procedures.

To perform a comparison of the groups analyzed, we considered some approaches for hypothesis testing. To do so, we first verified that our numerical features did not follow a normal distribution and that there was no homogeneity of variance for most of them. Therefore, we considered nonparametric tests. First, we applied a Kruskal-Wallis test [32] for multiple independent samples, and after finding features with significant differences among the groups, we proceeded to perform the Mann-Whitney U [33] test to check for differences between pairs of groups of interest. As we considered some categorical elements as well, such as age groups, we transformed them into Boolean representations to perform a two-sided proportion z test among the groups with these feature types, which is a test equivalent to the proportions chi-square test [34].

Our work addressed three predictive tasks solved using machine learning: one to build a classifier that identifies tweets related to AN (RQ5), another to distinguish users in the precontemplation phase from users in the contemplation phase (RQ6), and the last one to detect individual images related to AN (RQ1). We generated deep learning models based on convolutional neural networks (CNNs) [35] and statistical models such as logistic regression (LR) [36] for the detection of texts and images related to anorexia, taking into account these as supervised tasks for which we have annotated data to learn from. Later, we consider a clustering approach given by a k-means classifier for the detection of users at the precontemplation and contemplation stages, as we did not have data annotated for this purpose. Our predictive approaches were evaluated using machine learning evaluation measures, such as precision, recall, and F1 score. The details of these approaches are described in the Proportion of AN-Related Tweets, Detection of Precontemplation and Contemplation Phases, and Pictures Shared sections.

**Analyzed Perspectives and Features**

**Overview**

In this section, we describe the perspectives and specific features analyzed for the characterization of AN across its stages. The perspectives and categories of the features considered within each perspective are studied by considering their relation to elements that clinicians address for screening and treatment purposes [1,2] and their use for the characterization of related mental health issues such as anxiety [12], depression [23,26], and suicidal ideation [13,20].

**Content Shared and Interests**

**Overview**

This perspective addresses RQ1, RQ3, RQ4, RQ5, and RQ7 through an analysis of the textual content shared by users in their tweets. It considers linguistic and psychological aspects through six categories. Some of these categories were based on a classification given by the Linguistic Inquiry and Word Count (LIWC) 2007 Spanish dictionary [37,38], which categorizes words into psychologically meaningful categories. The remaining categories were defined by considering psychological aspects related to EDs, which were defined under the supervision of clinicians. The categories analyzed were as follows: linguistic dimensions (24 features) [37,38], affective processes and emotions (29 features) [37,38], personal concerns and biological processes (12 features) [37,38], vocabulary related to risk factors (10 features) [1,2,13], anorexia-related vocabulary (9 features) [14], and topics of interest to the users (200 topics). From this perspective, we aim to explore the linguistic factors and shared interests that characterize each group. In addition, we map certain elements that are relevant for specialists when identifying signs and symptoms of AN, such as the existence of risk factors, the use of terms related to the illness, and the expression of emotions and personal concerns of the users.

**Linguistic Dimensions**

These features were extracted using a LIWC dictionary [37,38]. The features belonging to this category address the use of grammatical and syntactical elements such as pronouns, verbs, adverbs, prepositions, and articles, taking into account the different verbal times and pronoun types. These are relevant elements for our analysis because they can give us insight into the elements or people that users are drawing their attention to. These types of elements have been analyzed in prior work where other mental disorders such as depression are analyzed; for instance, Rude et al [39] in their work on depression found that people who are experiencing physical or emotional pain tend to draw their attention to themselves and therefore use more first-person singular pronouns. For our approach, after concatenating all the tweets’ texts of a user into one long text, we counted the frequency of words belonging to each of the categories considered from the dictionary, which was normalized by the size (in number of terms) of the resulting concatenation. In addition to the LIWC elements, we also considered the median tweet length (number of terms) as a feature. With the analysis of these features, we also check for the elements that characterize the linguistic attributes of Spanish speakers living with this disorder so that they can be compared with prior studies in English (RQ4).

**Affective Processes and Emotions**

These features are extracted using the LIWC dictionary and EmoLex [40], which is a dictionary that associates words with eight basic emotions, anger, fear, anticipation, trust, surprise, sadness, joy, and disgust, and two sentiments, negative and positive. This dictionary also provides a file to associate the original terms in English with their Spanish translations. Along with the emotions explored, we addressed cognitive processes, senses, perceptions, and social processes (LIWC). The values obtained for a given user were calculated in the same way as the values for the linguistic dimensions. In fact, the same calculation approach is also used for personal concerns, risk factors, and anorexia-related vocabulary features. The analysis of this aspect is relevant, as general psychiatric disturbance and negative emotionality are elements that characterize people living with EDs [2].

In addition to the prior elements, we make use of a sentiment analysis model, which provides a polarity value for an individual text, in the range of [0,1], from the most negative to the most positive.
positive polarity. We used Senti-py [41], trained on Spanish texts from different sources, including Twitter. It is based on a BoW model that goes through an intermediate feature selection process. To obtain a score per user, we calculated the median polarity scores of all the tweets. The higher the polarity score obtained, the more positive the text was expected.

**Personal Concerns and Biological Processes**

This is another perspective addressed through the analysis of lexicons (LIWC). The elements explored provide a general perspective of the use of terms related to aspects that involve daily activities and concerns, along with biological aspects. Within these aspects, we find terms related to religion; work; leisure; money; and biological processes, such as body, ingestion, and health. These aspects are relevant to our study, as personal background aspects are considered to be relevant for the development of EDs [2]. Biological processes are also relevant to address, as these concerns are representative of patients with anorexia [1]. It is important to specify that we only address the use of general terms such as God, doctor, or office, for instance, we do not do a further exploration regarding personal religious beliefs, professions, or health information within the text.

**Vocabulary of Risk Factors**

These features consist of lexicons consisting of up to 3-grams phrases that were mapped to ED risk factors, such as terms referring to self-injuries; suicidal ideation references; self-loathing terms; words that express disdain, substance abuse, lack of social support, family issues; and vocabulary, which refers to discrimination- or abuse-related topics [2,13,42]. The terms and phrases selected for these categories were based on manually mapping common terms and phrases related to anorexia and the terms used in a related task for the detection of suicidal ideation [13].

**Anorexia-Related Vocabulary**

On the basis of the work of Arseniev et al [14], we used the categories of terms related to AN and its symptoms. Subsequently, we translated them into Spanish. We also kept some of the terms in English, as they are also used by Spanish-speaking users. In addition to these categories, we added names of known laxatives in Spanish [43]. These categories refer to topics such as anorexia promotion, body image, body weight, food and meals, caloric restrictions, compensatory behaviors, and exercise.

**Topics of Interest**

The topics of interest of a user are also among the elements that we analyze from the content perspective (RQ3), as we would like to know if there is a shift in the main interests of users through the recovery path. For this purpose, we consider predefined topics of interest based on categories that are part of the Empath tool [44], which generates and validates lexical categories on demand from a small set of seed terms (such as football and tennis to generate a sports category). This tool draws connotations between words and phrases by deep learning a neural embedding using a corpus with 1.8 billion words. In our case, 200 prebuilt topics are considered, including sports, music, social media, and politics, among others.

For each user, we calculated the scores for all topics. We take into account that the topics of interest of a user are given by the interests of their followees, the content they like (given by the tweets made by others and marked as favorites), and by the content posted by themselves. For each user, we collected (1) a random sample of their own tweets (up to 500 texts), (2) a random sample of 200 tweets that they had liked during the same period, and (3) the profile descriptions (biographies) of up to 200 random followees of the user. These tweets and descriptions were relevant enough samples of texts that characterized the interests of a user. An individual score with Empath was obtained for each text (tweet or description). Later, the final score for a topic for a given user was calculated by averaging the scores obtained by the topic on all the tweets considered. It is important to mention that as Empath’s categories are in English, we add a translation step before the Empath scores’ calculation, using the Googletrans Python API [45] for this purpose. The amounts of tweets and descriptions defined for this approach are also based on the request limitations of the API of Twitter and the Googletrans API.

**Proportion of AN-Related Tweets**

Our RQ5 analyzes whether the proportion of tweets related to AN changes significantly according to the recovery stage, as it is expected that users at the initial stages produce more tweets related to their condition. For this purpose, we first built and compared two models to detect, for each user, if each of their tweets are related to AN. Second, we calculated the median score obtained by the classifier for all user tweets. Finally, we compared the median values for all users belonging to a group to measure the presence of AN tweets in each group. It is expected that users with AN have a median value significantly higher than users in the control and recovered groups. The approach of creating classifiers such as these has previously been used to detect users with suicidal ideations [13]. In this case, the model was built exclusively using a BoW model and LR.

For the AN use case, we trained two classifiers to distinguish tweets of two classes: (1) anorexia related and (2) control. The instances of the anorexia-related class corresponded to the individual tweets belonging to the users labeled as AN cases (1766 tweets). Later, an equivalent number of tweets was selected to represent the control class; these tweets were randomly extracted using Twitter’s Sample Tweets API [30]. The sample of tweets collected was reviewed by annotators to discard those that could possibly belong to the anorexia-related class.

The first classifier was trained over a BoW model with (1-3)-grams at a term level. For this purpose, we used the Scikit-learn [46] Python library: `TfidfVectorizer` to generate a tf.idf representation with (1-3)-grams. We considered Spanish stop words [47] and used `ekphrasis` [48] as a text preprocessing tool to replace terms referring to money, hashtags, and emoticons with generic tags. As we obtained 66,404 features, we reduced the number of features to 300 using principal component analysis. We used an LR method and 10-fold cross validation.
For the second classifier, a deep learning approach was applied. The model was defined through a CNN architecture that has been previously applied to text classification tasks [35], including a similar task for suicide risk assessment on social media [13,49]. The same preprocessing approach as that used for the prior model was applied. To train this model, tweets were represented as sequences of terms, and these terms were represented by prelearned word embeddings that were trained over tweets in Spanish [50]. Each tweet was considered as an instance, and its label (anorexia related or control) corresponded to the class assigned to the tweet. For the CNN [35], the embedding sequence instances were given as the model input, where a task-oriented fine-tuning was performed, and we applied a filter window (2,3,5 terms). We applied max pooling and passed the output to a sigmoid layer to generate the final output. Furthermore, 75% (2649/3532) of the instances were selected for training purposes and the remaining 25% (883/3532) for testing. Among the training instances (tweets), 69.98% (1854/2649) were selected for training the model and 30.01% (795/2649) were considered for validation.

Social Network

Overview

This perspective addresses RQ1, RQ2, and RQ3. Features are extracted taking into account the social network of the user, as elements related to this perspective have been proved to be useful for characterizing other mental conditions such as depression [19] and suicidal ideation [20]. We analyze some features that characterize the user’s popularity and the support received by other users. These features correspond to the number of followers, favorites, and retweets of their posts. We focused on the social network (followees) of users that make use of anorexia-related terms (RQ2), as our goal was to detect communities among these types of users. Furthermore, we explored the likelihood of users with AN to follow users living with the disorder or anorexia promoters by analyzing the topics of interest of their followees. We also explored the differences in their interests and those of the followees of users in treatment and the followees of recovered users.

Measures of Interactions and Engagement

These features are extracted from the metadata of the users’ tweets. These features tell us about the relationships and interactions of AN users, which can differ from the interactions of control users [19]. The features extracted and calculated for each user are as follows: number of followees, number of followers, total number of favorites given to the posts of other users, median number of favorites received by the user, and median number of retweets received by the user. These last two features were calculated by considering the tweets of the sample of the user profile.

Analysis of Followees and Community Detection

As part of the perspective that analyzes the social network of a user, we explored the network of users that made use of anorexia-related terms, corresponding to the AN, treatment, recovered, and focused control groups. This was done with the purpose of identifying characteristics of the network that were capable of distinguishing the groups defined, in particular the AN group and the focused control group, as users representing organizations that provide medical and psychological support could be part of it, and it would be relevant to get an insight into the relationships between both groups. For this purpose, we extracted a sample of up to 100 followees of each user from each of these groups (considering Twitter’s API request limitations). We built a directed graph where a link between two nodes was given by a follows relationship, meaning that users, represented by nodes, are linked to other nodes through directed edges where the arrowheads point to the users they follow. Later, a clustering algorithm was applied to detect communities among these users. We then performed a comparison between the communities automatically detected and what we defined as validation groups, which were created considering the followees of the AN, treatment, recovered, and focused control groups. These validation groups were defined in such a way that a user was assigned to a validation group (AN, treatment, recovery, or control) if it was mostly followed by users belonging to the originally labeled groups. This was done taking into account up to two followees’ levels, denoted as validation subgroups, as explained in Table 3, where we describe the general organization of a group. We considered four main groups and three subgroups per group, where the first subgroup always corresponded to the original users labeled. An instance of a validation group would be Group AN, which is composed of three subgroups: G₁ composed of the originally labeled AN’s users, G₂ composed of the users mostly followed by G₁ users, and G₃ composed mostly of users followed by G₂.

Table 3. Groups for social network analysis based on users’ labels.

<table>
<thead>
<tr>
<th>Group and subgroup</th>
<th>Nodes user type</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group X</strong></td>
<td></td>
</tr>
<tr>
<td>Subgroup G₁⁻¹</td>
<td>Users manually labeled as part of the X group</td>
</tr>
<tr>
<td>Subgroup G₁</td>
<td>Users mostly followed by G₁</td>
</tr>
<tr>
<td>Subgroup G₂⁻¹</td>
<td>Users mostly followed by G₁⁺¹</td>
</tr>
</tbody>
</table>

**aX**: anorexia nervosa; focused control; treatment or recovered.

**bG**: group.

On the basis of a manual revision of a sample (translated to English) of the profile descriptions of users belonging to the communities detected with most nodes, we performed a further analysis of the types of users that were identified as part of each group.
community, and we mapped these communities to our predefined groups so that we could identify which type of users from our groups of interest were part of the communities detected. For the visualization of the social network, we considered the Force Atlas 2 [51] algorithm, and for the detection of communities, we used the method by Louvain [52], both implemented on Gephi [53].

Analysis of Interests Between Users and Their Followees

To address RQ3, as it is our purpose to identify the topics of interest of AN users’ followees, we follow the process applied for the analysis of the topics of interest of users of each group, as described in the Topics of Interest section, but in this case, we address the followees of each user type. As shown in Figure 1, for this case, we considered up to 25 followees from a sample of up to 25 users per group analyzed. Then, for each of these followees, we calculated scores for the Empath topics by considering the descriptions of 25 random followees, a random sample of their own tweets (up to 200 texts), and a random sample of 200 tweets that they had liked during the same period. The score of a topic for each followee of a user is given again by the average score obtained from all the texts considered. The score for a topic of a user is given by the median of the scores of their followees. Once the scores for the samples of users representing each group were obtained, we calculated the median value of each topic using the scores of each user belonging to the group. Later, we performed a comparison between the interests of users of each group (calculated before) and those of their followees.

Figure 1. Structure defined for the extraction of the interests of the followees of a given user group. For each labeled user of a group, we analyzed the tweets posted and liked by their followees and the profile description of the followees of the labeled users’ followees.
Behavioral Aspects

Addressing RQ1 and RQ7 from this perspective, we define features that measure the users’ activity to explore elements that can link the frequency of use of social platforms and AN. An instance is the level of activity of users at night, which might imply insomnia, a sign that has been linked to related disorders such as suicidal ideation [13]. These features were extracted from the metadata of the tweets, and they measured the behavior of users based on their activity on a daily, weekly, and monthly basis. The features considered are as follows: the number of tweets on weekdays (Monday-Friday) normalized by the number of tweets from the whole week (weekly tweets ratio), the number of tweets on weekend days (Saturday and Sunday) normalized by the total number of tweets of the week (weekend tweets ratio), the number of tweets posted by the user within each quarter of the year normalized by the total number of tweets of the year period (year quarter tweets ratio), the total number of tweets posted during the year, the median time (in seconds) that passes between the publication of each tweet, and the ratio of tweets posted during the regular sleep time of the user (sleep period tweeting ratio). We also calculated the ratio of tweets posted during the period when the user was usually awake (awake period tweeting ratio). Both of these last features were calculated based on the sleep time tweets ratio (STTR) and the day time tweets ratio (DTTR) inference approach [13]. This approach was adopted because it addresses the issue of the lack of information regarding the location of the users, which is mostly not shared by them.

For the calculation of the sleep period tweeting ratio, equivalent to the STTR (equation 1) [13], a day is divided into eight fixed time slots of 3 hours each, and it is assumed that an average user has approximately 6 hours of sleep time. This is precisely the period where a fewer number of tweets would be created compared with the rest of the day, so the number of tweets (t) created within each 3-hour time slot is counted for all the tweets of the user, and the sum of the number of tweets within each pair of continuous time slots is calculated. Then, the minimum score obtained by all the pairs is selected, so that later this value can be normalized according to the total number of tweets of the user (T). It is assumed that the first and last slots are continuous. The awake period tweeting ratio is given by the DTTR, which is equivalent to the difference between 1 and the sleep time ratio: DTTR=1−STTR.

Demographics

We analyzed the demographic characteristics (gender and age features) of the groups to verify whether these correspond to the actual incidence rates [54] (RQ1 and RQ7). These features are inferred, given the fact that Twitter does not publicly display the age and gender of users. We used the approach of Wang et al [55] for demographic inferences. This approach is based on a multimodal deep neural architecture for the joint classification of age, gender, and organizational status of social media users. Their model was trained using data in 32 languages, including Spanish. The method analyzes the description of a user and their profile picture. We used the implementation of the method provided by the authors through a Python library named M3-Inference [55]. The tool outputs scores for three gender categories—male, female, and organization—and four different age ranges.

Before using the detection tool on all the users, to increase its performance, and given the fact that the AN, treatment, and recovered users are not organizations, we defined that only if a user had a score over 0.70, for the organization class, and if this value was higher than the scores for males and females, then this label would be assigned; otherwise, the maximum value among the male and female scores was considered. In addition, if the organization label was assigned to a user, we automatically assigned a specific age group (classified as an organization) for all the users classified as organizations. We evaluated the performance of this approach on a group of manually labeled users based on their translated descriptions, where we considered up to 50 users per group. We obtained a macroaverage accuracy of 0.84 for all the gender groups of all the classes and a macroaverage accuracy of 0.80 for all the age groups of all the classes.

Visual Aspects

Overview

In this section, we describe the use of features extracted from the profile pictures of users and from the images of posts shared by users (RQ1 and RQ7). For the first case, we use pretrained models provided by external sources; for the second case, we train a model on our data set and apply it to the pictures shared by a set of validation users from our groups of interest. We explore visual aspects given that there are physical traits that characterize AN [1], and related work has found visual patterns that characterize similar mental conditions [12,13].

Profile Picture

We analyzed 32 features extracted from the pictures of users. We explored the technical features and the detection of emotions and objects. As part of the technical features analyzed, we checked if an image is gray scale, if it is lighter, if it has text, and if it has faces on it. We also analyzed the existence of objects in the pictures. These features are defined through the use of Python libraries such as imageio [56] for verifying the brightness of an image, PIL [57] for verifying if an image is gray scale, and the General Recognition AI API from Chooch AI [58], which after taking an image as an input, it outputs the names of elements recognized in the picture, such as texts, clothes, faces, animals, and specific objects. We also detected emotions expressed on the pictures using the Algorithmia facial emotion recognition API, which implements CNN models [59]. The models included in the previous APIs were already trained, so we only ran them over the profile pictures in our data set, and no rights over a further use of these images were granted to the tools’ owners. In addition, none of the images were observed by any human annotator, and only the extracted features were stored.

To analyze the existence of objects in the image and represent a user through these features, we considered a Boolean BoW model. In this model, the names of the objects found were the terms considered, and the value for an object was assigned as
If it was found on the picture and 0 if it was not found. Given the sparsity of the model, we only considered objects that appeared in at least five images, which led us to retain 20 features of this type. Regarding the emotions’ features, we assigned to a user (if there are faces on the picture) the emotion with the highest predictive score, and later, to define a score for a group, we considered the ratio of users assigned to a given emotion. The same approach was considered for the technical features and objects detected.

Pictures Shared

We explored the pictures shared by users through their individual posts to detect AN-related images. For this purpose, we built two models trained on the images shared by users from three of our groups of interest: AN, focused control, and random control. Two binary classification models were trained: (1) an AN versus focused control image detection model and (2) an AN versus random control image detection model. To train the classifiers, the images of a given user were assigned the same label of the user. The method used to build the model was the one explained in the study by Rodriguez et al. [60], which is a method for the inference of personality using the OCEAN model, which refers to the big five personality traits: openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism. Moreover, this method has been previously applied to the detection of suicidal ideation–related images [13]. The resulting model was applied to all the images of a set of users kept for validation purposes, which were not considered in the training process. The output of each model was a score for each class to predict. For a single user, the score corresponding to this feature is given by the average score obtained by the classifier for the AN class over all the user’s images. For the model generation, a total of 64,615 images were used for training and 15,384 for validation. For the first model (AN vs focused control), 278 users were considered for training and 130 for validation purposes. For the second model (AN vs random control), 240 users were considered for training and 106 for validation purposes.

The image classifiers consisted of a CNN [61], and we used residual networks [62], which are popular for improving the back-propagation step in deep architectures. For both classifiers, we considered a model that was initially trained on ImageNet [63] and fine-tuned on the target data set (our training images). As in the study by Ramírez-Cifuentes et al [13], we use a 101-layer ResNeXt [64] that uses grouped convolution, an architecture that consists of convolution groups of size 32 with a dimensionality of 8 and a fully connected layer at the end, which is the one that performs the classification between our two defined classes: (1) anorexia related and (2) control image (focused or random control depending on the classifier being trained). The training process was performed for eight epochs with stochastic gradient descent with warm restarts [65]. The learning rate was 0.0001, and the weight decay value was 0.001. We used Nesterov with a momentum of 0.99 on two GTX 1080 Ti graphic cards. We also used dropout (50%) to avoid overfitting.

Detection of Precontemplation and Contemplation Phases

According to the labeling approach, within the AN group, we considered users who were probably experiencing AN and did not receive treatment. Among these users, we found those in the precontemplation phase and those at a more advanced stage that might have been willing to start the recovery process (contemplation phase). To detect the elements that distinguish users at the precontemplation stage from those at the contemplation stage, we used a clustering approach. The features selected were those for characterizing users based on their emotions (using the EmoLex features) and that provide an insight on the positivity and negativity of posts as well. We also considered the personality score, given by the Senti-py library, which classifies a text in the polarity range [0,1]. The use of these features was based on the assumption that people in the precontemplation stage are more positive toward their weight loss and the social support they receive. On the other hand, people in the contemplation phase are at a stage where more negative emotions are manifested due to frustration and lack of control over the weight loss process, which leads to isolation and the affectation of their cognitive capabilities. We used a k-means clustering algorithm for the detection of these communities. Later, we explored the differences among these groups using the values of their features.

Results

Comparative Results of Each Perspective

Overview

In this section, we present the results obtained for all the features analyzed and explore the differences among the values of these features for each defined group. We also explored certain elements within each perspective, reporting on the topics of interest within each group, the generation of the users’ social network, and the analysis of features generated using classification models.

From a general perspective, the results suggest the relevance of the analysis of the content (texts) generated by users, for which more attributes with significant differences among the groups were identified. This is consistent with the fact that most of the features map aspects considered by psychologists (eg, emotions, risk factors, and the use of vocabulary that indicates harmful behaviors). Regardless of this, the findings on the social network of users also revealed interesting aspects, such as the evident polarization between the focused control users and AN users. We also found a high similarity between the interests of AN users and their followees. In addition, images are relevant for distinguishing AN cases from control cases. Finally, we identified certain elements that distinguish AN users from treatment and fully recovered users.

Content Shared and Interests

Overview

The results found for this perspective were the most relevant for characterizing AN users (RQ1, RQ3, RQ4, and RQ5). This perspective explored the textual elements from multiple points...
of view, including linguistic and psychological factors that were particularly useful in distinguishing AN users from control groups. These elements were also important for comparing between our control groups, which were thought to exclusively differ from each other through the use of anorexia-related terms (RQ7). For the majority of the features analyzed for these perspectives, we calculated their median values for each group among all its users. P values were also obtained to compare among the following pairs of groups: AN versus treatment, AN versus recovered, AN versus random control, AN versus focused control, and random versus focused control.

**Linguistic Dimensions**

The results for the 24 linguistic dimension features explored are listed in Table 4. We observed many linguistic features that could distinguish AN users from both the control groups. Notably, the use of first-person singular verbs, and consequently first-person singular pronouns, characterized the posts of AN users, along with a high use of negations and a reduced use of articles. In addition, there were more features with highly significant differences between the AN group and the focused control group (features: 22/24, 92%) than between the AN group and the random control group (features: 15/24, 62%). This can be explained by the fact that, as shown in our further analysis, a high percentage of focused control users were organizations (e.g., news sites, nutrition, and medical centers), and their linguistic features were quite distinguishable from those of users with personal accounts. This can also be noticed on the elements that distinguish between random and focused control users, as more personal accounts were part of the random control group.

Regarding the differences between the AN group and users in treatment, we observed significant differences in the use of second-person and first-person plural pronouns, which suggests that there might be a change in their attention focus and a higher level of interaction and inclusion with other people. This pattern was even more evident among recovered users.
### Table 4. Comparative analysis among groups based on linguistic dimensions.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN^a, median</th>
<th>AN versus treatment, P value^b</th>
<th>AN versus recovered, P value^b</th>
<th>AN versus random control, P value^b</th>
<th>AN versus focused control, P value^b</th>
<th>Random versus focused control, P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-person singular verbs</td>
<td>22.2E-03</td>
<td>.09</td>
<td>&lt;.001^c</td>
<td>&lt;.001^c</td>
<td>&lt;.001^c</td>
<td>.02^d</td>
</tr>
<tr>
<td>First-person plural verbs</td>
<td>9.79E-04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second-person singular verbs</td>
<td>3.01E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person verbs</td>
<td>2.26E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person plural verbs</td>
<td>4.99E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-person singular pronouns</td>
<td>41.9E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-person plural pronouns</td>
<td>1.83E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second-person singular pronouns</td>
<td>9.67E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second-person plural pronouns</td>
<td>2.60E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person singular pronouns</td>
<td>3.80E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person plural pronouns</td>
<td>9.27E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negations</td>
<td>2.66E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affirmations</td>
<td>7.14E-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adverbs</td>
<td>5.24E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Articles</td>
<td>5.67E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verbs</td>
<td>1.72E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Impersonal pronouns</td>
<td>10.9E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal pronouns</td>
<td>8.91E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total pronouns</td>
<td>1.98E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prepositions</td>
<td>9.81E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past verb tense</td>
<td>1.84E-02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present verb tense</td>
<td>1.27E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future verb tense</td>
<td>4.50E-05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median tweet length</td>
<td>14.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a AN: anorexia nervosa. 
^b P values were analyzed using Mann-Whitney U test. 
^c P<0.01. 
^d P<0.05.
Affective Processes and Emotions

The results of these features are described in Table 5. As for the linguistic dimensions, there were significant differences between the values of users of the AN and focused control groups. Negative emotions are found mainly for AN and treatment users; this can be observed also on the expression of emotions such as sadness, disgust, and anger, which are significantly higher for AN users than for control users. Within this same comparison, users with AN use more swearing terms and vocabulary that express anxiety and thoughts on their feelings and perceptions. We observe that there are a few attributes with significant differences between AN and treatment users. For joy and positive emotions (LIWC), the scores were significantly higher for treatment users, which might reflect an improvement in the mood of people as they recover from AN. Regarding recovered users, we also observed the existence of less negative emotions and more positive emotions than AN users. In fact, the expressions of anxiety of recovered users were significantly lower than those of AN users. In addition, their high score on social processes and the highly significant values in comparison with AN users suggest an openness to more interactions with other people. Finally, the differences between random and focused control users are mainly observed through the use of swearing terms, the expression of positive emotions, cause and effects, insight, and discrepancies. In this sense, focused control users seem to be more formal and analytic toward things, which meets the characteristics of accounts that represent organizations. For all the groups analyzed, we can observe in Figure 2 a radar chart that expresses the median values for the eight basic emotions defined by the wheel of emotions by Plutchik [66]. We observed the predominance of sadness over all the other emotions in AN users.
Table 5. Comparative analysis among groups based on effective processes and emotions.

<table>
<thead>
<tr>
<th>Features</th>
<th>Treatment, median</th>
<th>Recovered, median</th>
<th>Random control, median</th>
<th>Focused control, median</th>
<th>AN versus treatment, P value</th>
<th>AN versus recovered, P value</th>
<th>AN versus random control, P value</th>
<th>AN versus focused control, P value</th>
<th>Random versus focused control, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swearing</td>
<td>15.4E-03</td>
<td>14.6E-03</td>
<td>12.7E-03</td>
<td>8.06E-03</td>
<td>.48</td>
<td>.19</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Absolutist terms</td>
<td>5.36E-03</td>
<td>5.03E-03</td>
<td>5.09E-03</td>
<td>4.98E-03</td>
<td>.28</td>
<td>.49</td>
<td>.046d</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>5.93E-02</td>
<td>6.23E-02</td>
<td>6.50E-02</td>
<td>5.85E-02</td>
<td>.04d</td>
<td>.03d</td>
<td>&lt;.001c</td>
<td>.14</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>6.88E-02</td>
<td>6.50E-02</td>
<td>6.02E-02</td>
<td>4.97E-02</td>
<td>.24</td>
<td>.01d</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.01d</td>
</tr>
<tr>
<td>Anxiety</td>
<td>11.2E-03</td>
<td>12.2E-03</td>
<td>8.91E-03</td>
<td>6.61E-03</td>
<td>.14</td>
<td>.004e</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.36</td>
</tr>
<tr>
<td>Cognitive processes</td>
<td>2.73E-01</td>
<td>2.62E-01</td>
<td>2.64E-01</td>
<td>2.23E-01</td>
<td>.09</td>
<td>.25</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.25</td>
</tr>
<tr>
<td>Cause and effect</td>
<td>1.79E-02</td>
<td>1.72E-02</td>
<td>1.44E-02</td>
<td>1.35E-02</td>
<td>.13</td>
<td>.03d</td>
<td>&lt;.001c</td>
<td>.11</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Insight</td>
<td>3.89E-02</td>
<td>3.73E-02</td>
<td>3.72E-02</td>
<td>3.16E-02</td>
<td>.30</td>
<td>.21</td>
<td>&lt;.001c</td>
<td>.003e</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Discrepancies</td>
<td>3.99E-02</td>
<td>3.72E-02</td>
<td>3.94E-02</td>
<td>3.03E-02</td>
<td>.04d</td>
<td>.18</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Tentative</td>
<td>4.42E-02</td>
<td>4.53E-02</td>
<td>4.33E-02</td>
<td>3.54E-02</td>
<td>.20</td>
<td>.46</td>
<td>&lt;.001c</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Certainty</td>
<td>1.79E-02</td>
<td>1.74E-02</td>
<td>1.99E-02</td>
<td>1.90E-02</td>
<td>.38</td>
<td>.05</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Senses and perceptions</td>
<td>5.03E-02</td>
<td>5.01E-02</td>
<td>4.89E-02</td>
<td>3.70E-02</td>
<td>.48</td>
<td>.24</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.20</td>
</tr>
<tr>
<td>See</td>
<td>1.23E-02</td>
<td>1.19E-02</td>
<td>1.25E-02</td>
<td>1.06E-02</td>
<td>.30</td>
<td>.16</td>
<td>.02d</td>
<td>.06</td>
<td>.19</td>
</tr>
<tr>
<td>Listen</td>
<td>10.6E-03</td>
<td>11.5E-03</td>
<td>13.4E-03</td>
<td>8.87E-03</td>
<td>.04d</td>
<td>.002e</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.03d</td>
</tr>
<tr>
<td>Feel</td>
<td>16.0E-03</td>
<td>17.0E-03</td>
<td>13.7E-03</td>
<td>8.80E-03</td>
<td>.42</td>
<td>.01d</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.28</td>
</tr>
<tr>
<td>Social processes</td>
<td>1.21E-01</td>
<td>1.21E-01</td>
<td>1.40E-01</td>
<td>1.23E-01</td>
<td>.33</td>
<td>&lt;.001c</td>
<td>.05</td>
<td>.18</td>
<td>.01d</td>
</tr>
<tr>
<td>References to friends</td>
<td>5.50E-03</td>
<td>4.39E-03</td>
<td>8.09E-03</td>
<td>5.06E-03</td>
<td>.10</td>
<td>.02d</td>
<td>.15</td>
<td>.003e</td>
<td>.04d</td>
</tr>
<tr>
<td>References to family</td>
<td>7.97E-03</td>
<td>7.61E-03</td>
<td>9.57E-03</td>
<td>7.93E-03</td>
<td>.36</td>
<td>.05</td>
<td>.42</td>
<td>.02d</td>
<td>.046d</td>
</tr>
<tr>
<td>Joy</td>
<td>1.44E-02</td>
<td>1.55E-02</td>
<td>1.50E-02</td>
<td>1.35E-02</td>
<td>.02d</td>
<td>.29</td>
<td>.04d</td>
<td>.02d</td>
<td>.42</td>
</tr>
<tr>
<td>Trust</td>
<td>1.90E-02</td>
<td>1.92E-02</td>
<td>1.99E-02</td>
<td>2.27E-02</td>
<td>.09</td>
<td>.09</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.42</td>
</tr>
<tr>
<td>Fear</td>
<td>1.70E-02</td>
<td>1.76E-02</td>
<td>1.48E-02</td>
<td>1.57E-02</td>
<td>.25</td>
<td>.07</td>
<td>.008e</td>
<td>.02d</td>
<td>.25</td>
</tr>
<tr>
<td>Surprise</td>
<td>9.36E-03</td>
<td>9.90E-03</td>
<td>9.50E-03</td>
<td>9.07E-03</td>
<td>.33</td>
<td>.49</td>
<td>.06</td>
<td>.003e</td>
<td>.24</td>
</tr>
<tr>
<td>Sadness</td>
<td>2.43E-02</td>
<td>2.53E-02</td>
<td>2.24E-02</td>
<td>1.85E-02</td>
<td>.30</td>
<td>.02d</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.24</td>
</tr>
<tr>
<td>Disgust</td>
<td>1.58E-02</td>
<td>1.65E-02</td>
<td>1.41E-02</td>
<td>1.27E-02</td>
<td>.48</td>
<td>.08</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td>Anger</td>
<td>1.51E-02</td>
<td>1.64E-02</td>
<td>1.42E-02</td>
<td>1.39E-02</td>
<td>.11</td>
<td>.15</td>
<td>.004e</td>
<td>&lt;.001c</td>
<td>.02d</td>
</tr>
<tr>
<td>Anticipation</td>
<td>1.48E-02</td>
<td>1.63E-02</td>
<td>1.46E-02</td>
<td>1.51E-02</td>
<td>.03d</td>
<td>.50</td>
<td>.48</td>
<td>.01d</td>
<td>.02d</td>
</tr>
<tr>
<td>Polarity median score</td>
<td>1.86E-01</td>
<td>1.77E-01</td>
<td>1.87E-01</td>
<td>1.94E-01</td>
<td>.39</td>
<td>.49</td>
<td>.33</td>
<td>.05</td>
<td>.03d</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>3.60E-02</td>
<td>3.73E-02</td>
<td>3.62E-02</td>
<td>3.82E-02</td>
<td>.07</td>
<td>.32</td>
<td>.046d</td>
<td>&lt;.001c</td>
<td>.03d</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>3.60E-02</td>
<td>3.72E-02</td>
<td>3.37E-02</td>
<td>3.34E-02</td>
<td>.42</td>
<td>.07</td>
<td>&lt;.001c</td>
<td>&lt;.001c</td>
<td>.03d</td>
</tr>
</tbody>
</table>
Personal Concerns and Biological Processes
The results obtained for these features are listed in Table 6. We observe that most of these features are relevant for distinguishing control users from AN users. Control users discuss more about common concerns such as work, leisure, achievement, money, and religion, whereas AN users are more interested in aspects related to their image, which can be seen by their scores on the body, ingest, health, and biological process categories. There was also a significantly higher interest in death, compared with all other categories. For the treatment group, we observed significantly lower values for the ingest and biological process categories, which might be a sign of improvement in their condition compared with AN users. This is more evident in the comparison of AN and recovered users, where there are very significant differences among the same features. Note that the reference to religious aspects is lower for the AN, treatment, and recovered users in comparison with random control users. Regarding random and focused control users, there are differences in the scores for the body, ingest, health, and biological process categories, as these are the ones that refer to signs of the illness. Focused control users are characterized by their use of AN-related terms, and these findings suggest that among the focused control users, we can find people and organizations that often address the topic of AN. Among these, we can find foundations, medical centers, nutritionists, and psychologists. We later validated this assumption through a social network analysis.
Table 6. Comparative analysis among groups based on personal concerns and biological processes.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN², median</th>
<th>Treatment, median</th>
<th>Recovered, median</th>
<th>Random control, median</th>
<th>Focused control, median</th>
<th>AN versus treatment, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus recovered, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus random control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Random versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
<td>3.21E-02</td>
<td>3.50E-02</td>
<td>3.64E-02</td>
<td>4.95E-02</td>
<td>5.25E-02</td>
<td>.05</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.09</td>
</tr>
<tr>
<td>Achievement</td>
<td>3.87E-02</td>
<td>4.08E-02</td>
<td>3.92E-02</td>
<td>4.39E-02</td>
<td>4.30E-02</td>
<td>.07</td>
<td>.48</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.18</td>
</tr>
<tr>
<td>Leisure</td>
<td>1.70E-02</td>
<td>1.91E-02</td>
<td>1.67E-02</td>
<td>1.99E-02</td>
<td>2.12E-02</td>
<td>.16</td>
<td>.40</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.27</td>
</tr>
<tr>
<td>Home</td>
<td>5.52E-03</td>
<td>5.26E-03</td>
<td>6.38E-03</td>
<td>5.20E-03</td>
<td>5.43E-03</td>
<td>.28</td>
<td>.19</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.37</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Money</td>
<td>8.22E-03</td>
<td>9.42E-03</td>
<td>11.7E-03</td>
<td>13.8E-03</td>
<td>12.2E-03</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.006&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.003&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Religion</td>
<td>2.16E-03</td>
<td>2.67E-03</td>
<td>3.42E-03</td>
<td>5.17E-03</td>
<td>3.38E-03</td>
<td>.10</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sexual</td>
<td>10.6E-03</td>
<td>11.6E-03</td>
<td>15.6E-03</td>
<td>7.98E-03</td>
<td>7.70E-03</td>
<td>.39</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Death</td>
<td>10.5E-03</td>
<td>8.33E-03</td>
<td>6.50E-03</td>
<td>5.87E-03</td>
<td>6.24E-03</td>
<td>.047&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.25</td>
</tr>
<tr>
<td>Biological processes</td>
<td>9.02E-02</td>
<td>6.86E-02</td>
<td>6.41E-02</td>
<td>3.21E-02</td>
<td>5.01E-02</td>
<td>.04&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.003&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Body</td>
<td>2.96E-02</td>
<td>2.45E-02</td>
<td>1.92E-02</td>
<td>1.21E-02</td>
<td>1.55E-02</td>
<td>.07</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ingest</td>
<td>33.8E-03</td>
<td>17.4E-03</td>
<td>15.3E-03</td>
<td>8.52E-03</td>
<td>11.2E-03</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Health</td>
<td>17.7E-03</td>
<td>17.5E-03</td>
<td>17.6E-03</td>
<td>6.83E-03</td>
<td>13.2E-03</td>
<td>.50</td>
<td>.47</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>AN: anorexia nervosa.

<sup>b</sup>P values were analyzed using Mann-Whitney U test.

<sup>c</sup>P<.05.

<sup>d</sup>P<.001.

<sup>e</sup>P<.01.

**Risk Factors Vocabulary**

For the use of vocabulary related to risk factors, we noticed that a large number of features were highly significant for the comparison of the AN and control groups. In fact, all the risk factors considered were significant for distinguishing AN from random control users, as shown in Table 7. The use of suicide-related terms is higher for AN users than for all the other groups. Hate and self-loathing terms are found in a lower percentage for recovered users than for AN users and treatment users. We observe that the use of terms related to bullying is higher for treatment and recovered users, which can be explained by the fact that while being on treatment and after recovery, patients are more likely to recognize the issues behind their ED. In general, the scores obtained by all the groups for these features are very low, as these are issues that do not seem to be openly addressed often.
Table 7. Comparative analysis among groups based on vocabulary related to risk factors.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN, median</th>
<th>Treatment, median</th>
<th>Recovered, median</th>
<th>Random control, median</th>
<th>AN versus treatment, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus recovered, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus random control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Random versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hate</td>
<td>98.4E-05</td>
<td>68.5E-05</td>
<td>33.1E-05</td>
<td>7.60E-05</td>
<td>.15</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.03&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Suicide-related terms</td>
<td>4.20E-05</td>
<td>2.20E-05</td>
<td>0</td>
<td>0</td>
<td>.04&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.002&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-harm</td>
<td>1.60E-05</td>
<td>4.60E-05</td>
<td>1.00E-05</td>
<td>0</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.21</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Work or school problems</td>
<td>8.80E-05</td>
<td>12.0E-05</td>
<td>6.80E-05</td>
<td>1.60E-05</td>
<td>.41</td>
<td>.16</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-loathing</td>
<td>4.20E-05</td>
<td>1.90E-05</td>
<td>0</td>
<td>0</td>
<td>.25</td>
<td>.003&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bullying</td>
<td>125E-06</td>
<td>143E-06</td>
<td>77.0E-06</td>
<td>6.00E-06</td>
<td>.10</td>
<td>.30</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.40</td>
</tr>
<tr>
<td>Drugs or alcohol abuse</td>
<td>3.00E-06</td>
<td>11.0E-06</td>
<td>0</td>
<td>0</td>
<td>.06</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Lack of social support</td>
<td>5.80E-05</td>
<td>7.00E-05</td>
<td>7.30E-05</td>
<td>1.50E-05</td>
<td>.14</td>
<td>.33</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Use of antidepressants</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.36</td>
<td>.34</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>AN: anorexia nervosa.

<sup>b</sup>P values were analyzed using Mann-Whitney U test.

<sup>c</sup>P<.001.

<sup>d</sup>P<.05.

<sup>e</sup>P<.01.

**Anorexia-Related Vocabulary**

These features address the use of vocabulary that describes certain signs and symptoms of AN. The results are presented in Table 8. All the features are highly significant for distinguishing AN users from control cases, and they are all highly significant for distinguishing random from focused control cases. We observed that the scores obtained for the focused control cases were higher than the scores obtained for the random control users. This also happens for the case where recovered and AN users are compared; these users highly differ in the use of vocabulary dedicated to the promotion of AN and vocabulary that expresses concerns regarding body image, body weight, compensatory behavior, and laxatives references, along with caloric restrictions. AN users showed higher scores on these aspects. We also observed that users in the treatment group had lower median values for almost all the features considered, with significant differences in up to four features in comparison with the AN group.
In this section, we present the results for the exploration of the topics of interest of users that make use of anorexia-related terms (RQ3), which include AN, treatment, recovered, and focused control users. We assume that the interests of random control users are different and depend on the user. This is due to the fact that we do not consider common interest for these users during the data collection process.

Table 9 shows the top 20 topics of interest for the groups according to the Empath categories. We observe that, apart from the elements in common among groups, only users of the AN group refer to topics such as pain, eating, violence, and suffering. Treatment users have many interests in common with AN users, but we can also observe other topics of interest such as reading, music, and sports. Similarly, recovered users rank topics such as sports and weddings in their list. Focused control users also express interest on different topics, with the highest scored topics being health, communication, business, work, internet, and sports, which matches with our prior assumptions regarding this group. Note that for visualization purposes, the actual median values were multiplied by 1000.

To explore the topics of interest in which the groups differed the most from the AN group, we performed the Mann-Whitney U test. Figure 3 shows the top 20 topics with the most significantly different values ($P<0.05$) between the AN group and the focused control, treatment, and recovered groups. We observe that swearing terms, feminine terms, hate, pain, and appearance obtained high scores for AN users, whereas topics such as economics, college, photography, and work obtained high scores for focused control users. We also observed a limited interest in topics such as music and art for AN users, in comparison with users in treatment, whereas these users (treatment) are less concerned about body and exercise in comparison with users from the AN group. Recovered users are also more concerned about general topics such as law, crime, and politics in comparison with AN users. We report on the percentage of topics found with significant differences among the values for each group ($P<0.05$): AN versus focused control, 61% (122/200); AN versus recovered, 40% (80/200); and AN versus treatment, 46.5% (93/200). We also calculated the values for Spearman rank correlation coefficient based on the median values obtained for each topic in each group. The following pairs of groups were compared: AN versus recovered ($p=0.87$), AN versus treatment ($p=0.87$), AN versus focused control ($p=0.67$), treatment versus focused control ($p=0.87$), recovered versus focused control ($p=0.87$), and treatment versus recovered ($p=0.97$). We observe that AN and focused control users are less interested in similar topics, whereas treatment and recovered users’ interests are more correlated with those of the focused control group.

### Table 8. Comparative analysis among groups based on anorexia-related vocabulary.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN median</th>
<th>Treatment median</th>
<th>Recovered median</th>
<th>Random control median</th>
<th>Focused control median</th>
<th>AN versus treatment, $P$ value</th>
<th>AN versus recovered, $P$ value</th>
<th>AN versus focused random control, $P$ value</th>
<th>AN versus focused control, $P$ value</th>
<th>Random versus focused control, $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anorexia promotion</td>
<td>35.4E-04</td>
<td>23.5E-04</td>
<td>13.0E-04</td>
<td>4.99E-04</td>
<td>8.47E-04</td>
<td>.02$^e$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Body image</td>
<td>23.5E-04</td>
<td>7.01E-04</td>
<td>4.26E-04</td>
<td>0</td>
<td>1.60E-04</td>
<td>.01$^c$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Body weight</td>
<td>75.7E-05</td>
<td>32.9E-05</td>
<td>9.00E-05</td>
<td>0</td>
<td>8.90E-05</td>
<td>.11</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Food and meals</td>
<td>29.5E-04</td>
<td>21.5E-04</td>
<td>16.8E-04</td>
<td>1.76E-04</td>
<td>5.20E-04</td>
<td>.16</td>
<td>.02$^c$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>“Eat” as verb</td>
<td>222E-06</td>
<td>100E-06</td>
<td>91.0E-06</td>
<td>0</td>
<td>9.00E-06</td>
<td>.01$^c$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Caloric restriction</td>
<td>443E-06</td>
<td>34.0E-06</td>
<td>2.00E-06</td>
<td>0</td>
<td>0</td>
<td>.001$^e$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Binge eating</td>
<td>3.10E-05</td>
<td>3.40E-05</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.40</td>
<td>.004$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Compensatory behavior and laxatives</td>
<td>9.00E-04</td>
<td>4.88E-04</td>
<td>2.71E-04</td>
<td>0</td>
<td>0</td>
<td>.09</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
<tr>
<td>Exercise</td>
<td>164E-05</td>
<td>91.8E-05</td>
<td>45.2E-05</td>
<td>7.30E-05</td>
<td>43.7E-05</td>
<td>.05</td>
<td>.001$^e$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
<td>&lt;.001$^d$</td>
</tr>
</tbody>
</table>

$^a$AN: anorexia nervosa.

$^b$P values were analyzed using Mann-Whitney U test.

$^cP<.05$.

$^dP<.001$.

$^eP<.01$.  

### Topics of Interest

In this section, we present the results for the exploration of the topics of interest of users that make use of anorexia-related terms (RQ3), which include AN, treatment, recovered, and focused control users. We assume that the interests of random control users are different and depend on the user. This is due to the fact that we do not consider common interest for these users during the data collection process.

Table 9 shows the top 20 topics of interest for the groups according to the Empath categories. We observe that, apart from the elements in common among groups, only users of the AN group refer to topics such as pain, eating, violence, and suffering. Treatment users have many interests in common with AN users, but we can also observe other topics of interest such as reading, music, and sports. Similarly, recovered users rank topics such as sports and weddings in their list. Focused control users also express interest on different topics, with the highest scored topics being health, communication, business, work, internet, and sports, which matches with our prior assumptions regarding this group. Note that for visualization purposes, the actual median values were multiplied by 1000.

To explore the topics of interest in which the groups differed the most from the AN group, we performed the Mann-Whitney U test. Figure 3 shows the top 20 topics with the most significantly different values ($P<0.05$) between the AN group and the focused control, treatment, and recovered groups. We observe that swearing terms, feminine terms, hate, pain, and appearance obtained high scores for AN users, whereas topics such as economics, college, photography, and work obtained high scores for focused control users. We also observed a limited interest in topics such as music and art for AN users, in comparison with users in treatment, whereas these users (treatment) are less concerned about body and exercise in comparison with users from the AN group. Recovered users are also more concerned about general topics such as law, crime, and politics in comparison with AN users. We report on the percentage of topics found with significant differences among the values for each group ($P<0.05$): AN versus focused control, 61% (122/200); AN versus recovered, 40% (80/200); and AN versus treatment, 46.5% (93/200). We also calculated the values for Spearman rank correlation coefficient based on the median values obtained for each topic in each group. The following pairs of groups were compared: AN versus recovered ($p=0.87$), AN versus treatment ($p=0.87$), AN versus focused control ($p=0.67$), treatment versus focused control ($p=0.87$), recovered versus focused control ($p=0.87$), and treatment versus recovered ($p=0.97$). We observe that AN and focused control users are less interested in similar topics, whereas treatment and recovered users’ interests are more correlated with those of the focused control group.
Table 9. Top 20 topics of interest (using Empath) among groups that use anorexia-related vocabulary and their median values.

<table>
<thead>
<tr>
<th>Groups and topics</th>
<th>Value, median</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anorexia nervosa</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>15.86</td>
</tr>
<tr>
<td>Friends</td>
<td>8.24</td>
</tr>
<tr>
<td>Speaking</td>
<td>7.67</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>7.27</td>
</tr>
<tr>
<td>Children</td>
<td>6.41</td>
</tr>
<tr>
<td>Pain</td>
<td>6.29</td>
</tr>
<tr>
<td>Eating</td>
<td>6.19</td>
</tr>
<tr>
<td>Communication</td>
<td>6.13</td>
</tr>
<tr>
<td>Optimism</td>
<td>5.93</td>
</tr>
<tr>
<td>Family</td>
<td>5.91</td>
</tr>
<tr>
<td>Love</td>
<td>5.60</td>
</tr>
<tr>
<td>Shame</td>
<td>5.40</td>
</tr>
<tr>
<td>Violence</td>
<td>5.21</td>
</tr>
<tr>
<td>Party</td>
<td>4.84</td>
</tr>
<tr>
<td>Social media</td>
<td>4.70</td>
</tr>
<tr>
<td>Suffering</td>
<td>4.25</td>
</tr>
<tr>
<td>Home</td>
<td>4.24</td>
</tr>
<tr>
<td>Hate</td>
<td>4.08</td>
</tr>
<tr>
<td>Childish</td>
<td>4.06</td>
</tr>
<tr>
<td>Feminine</td>
<td>3.87</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>10.50</td>
</tr>
<tr>
<td>Friends</td>
<td>7.28</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>6.95</td>
</tr>
<tr>
<td>Speaking</td>
<td>6.74</td>
</tr>
<tr>
<td>Social media</td>
<td>6.62</td>
</tr>
<tr>
<td>Children</td>
<td>6.55</td>
</tr>
<tr>
<td>Communication</td>
<td>6.06</td>
</tr>
<tr>
<td>Optimism</td>
<td>5.61</td>
</tr>
<tr>
<td>Family</td>
<td>5.23</td>
</tr>
<tr>
<td>Party</td>
<td>4.85</td>
</tr>
<tr>
<td>Love</td>
<td>4.80</td>
</tr>
<tr>
<td>Reading</td>
<td>4.51</td>
</tr>
<tr>
<td>Music</td>
<td>4.22</td>
</tr>
<tr>
<td>Home</td>
<td>4.10</td>
</tr>
<tr>
<td>Internet</td>
<td>4.09</td>
</tr>
<tr>
<td>Musical</td>
<td>3.99</td>
</tr>
<tr>
<td>Listen</td>
<td>3.94</td>
</tr>
<tr>
<td>Wedding</td>
<td>3.79</td>
</tr>
<tr>
<td>Violence</td>
<td>3.63</td>
</tr>
<tr>
<td>Sports</td>
<td>3.62</td>
</tr>
<tr>
<td>Groups and topics</td>
<td>Value, median</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>10.85</td>
</tr>
<tr>
<td>Friends</td>
<td>9.78</td>
</tr>
<tr>
<td>Speaking</td>
<td>8.09</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>7.60</td>
</tr>
<tr>
<td>Communication</td>
<td>7.01</td>
</tr>
<tr>
<td>Children</td>
<td>6.66</td>
</tr>
<tr>
<td>Family</td>
<td>6.46</td>
</tr>
<tr>
<td>Social media</td>
<td>5.62</td>
</tr>
<tr>
<td>Home</td>
<td>4.95</td>
</tr>
<tr>
<td>Party</td>
<td>4.95</td>
</tr>
<tr>
<td>Optimism</td>
<td>4.91</td>
</tr>
<tr>
<td>Love</td>
<td>4.91</td>
</tr>
<tr>
<td>Eating</td>
<td>4.31</td>
</tr>
<tr>
<td>Wedding</td>
<td>3.95</td>
</tr>
<tr>
<td>Sports</td>
<td>3.94</td>
</tr>
<tr>
<td>Giving</td>
<td>3.94</td>
</tr>
<tr>
<td>Violence</td>
<td>3.89</td>
</tr>
<tr>
<td>Childish</td>
<td>3.75</td>
</tr>
<tr>
<td>Pain</td>
<td>3.75</td>
</tr>
<tr>
<td>Affection</td>
<td>3.71</td>
</tr>
<tr>
<td><strong>Focused control</strong></td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td>9.39</td>
</tr>
<tr>
<td>Communication</td>
<td>7.41</td>
</tr>
<tr>
<td>Business</td>
<td>6.90</td>
</tr>
<tr>
<td>Work</td>
<td>5.98</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>5.88</td>
</tr>
<tr>
<td>Internet</td>
<td>5.83</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>5.82</td>
</tr>
<tr>
<td>Social media</td>
<td>5.71</td>
</tr>
<tr>
<td>Speaking</td>
<td>5.54</td>
</tr>
<tr>
<td>Sports</td>
<td>5.44</td>
</tr>
<tr>
<td>Messaging</td>
<td>5.03</td>
</tr>
<tr>
<td>College</td>
<td>5.01</td>
</tr>
<tr>
<td>Eating</td>
<td>4.92</td>
</tr>
<tr>
<td>Children</td>
<td>4.86</td>
</tr>
<tr>
<td>School</td>
<td>4.84</td>
</tr>
<tr>
<td>Family</td>
<td>4.59</td>
</tr>
<tr>
<td>Reading</td>
<td>4.41</td>
</tr>
<tr>
<td>Party</td>
<td>4.30</td>
</tr>
<tr>
<td>Optimism</td>
<td>4.28</td>
</tr>
<tr>
<td>Meeting</td>
<td>4.26</td>
</tr>
</tbody>
</table>
Proportion of AN-Related Tweets

Regarding RQ5, the results obtained by the LR classifier at the training approach (cross validation) were as follows: F1 score=0.97, precision=0.98, and recall=0.97, whereas the results for the deep learning approach averaged after multiple runs over the test set were as follows: precision=0.98, recall=0.98, and F1 score=0.98. As the second model obtained slightly better results, it was applied to all the tweets of all the users regardless of the group they belonged to. For each user, the value considered as a feature was the median score obtained by the classifier on all tweets. We then compared the median values of each group analyzed.

We used the Mann-Whitney U test to perform an analysis of the median score provided by the classifier to all the users’ tweets. We applied the classifier to all groups of users. The median values for each group are the following: AN (0.23), treatment (0.13), recovered (0.08), random control (0.03), and focused control (0.05). The P values for the group comparisons are the following: AN versus recovered (P<.001), AN versus treatment (P=.004), AN versus focused control (P<.001), treatment versus focused control (P<.001), and focused control versus random control (P=.02). We noticed very significant differences between the AN group and all other groups considered. Notably, the median classifier score obtained by AN users was higher than that obtained by users from all other classes. Moreover, the median values for the groups decreased according to the recovery stage, meaning that the score was lower for recovered users than for treatment users. Note that focused control users obtain a higher score than random control users, as focused control users address AN-related topics.

Social Network

Overview

Our findings from this perspective (RQ2 and RQ3) provide an insight into the users that are part of the focused control group and verify that organizations and specialists are part of it. We also observed that the structure of the social network could tell us about the different types of accounts that make use of AN-related terms, in particular, through the use of clustering approaches. Our results also showed a high polarization between focused control users and AN users, which was verified by the analysis of the topics of interest between the followees of each user group, where there were significant differences in 75% (150/200) of the analyzed topics.

Measures of Interactions and Engagement

The results obtained for these features (Table 10) show that focused control users have a significantly higher median number of followers and followees than AN users. The median number of followers of these users (focused control) shows that these accounts have a higher number of followers than random control users, which might be an indicator of the popularity of these user types that are more likely to be organizations. We also observe that AN users have a reduced number of interactions with other users in comparison with treatment, recovered, and random control users (based on the favorites given). In general, we observe that a reduced number of tweets generated by all user groups are liked or retweeted by other users, probably because they consume this type of information in a discrete way or because they do not generate very popular content.
**Table 10.** Comparative analysis among groups based on interaction and engagement measures.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN(^a), median</th>
<th>Treatment, median</th>
<th>Recovered, median</th>
<th>Random control, median</th>
<th>Focused control, median</th>
<th>AN versus treatment, (P) value(^b)</th>
<th>AN versus recovered, (P) value(^b)</th>
<th>AN versus random control, (P) value(^b)</th>
<th>AN versus focused control, (P) value(^b)</th>
<th>Random versus focused control, (P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of followers</td>
<td>621.50</td>
<td>815.00</td>
<td>600.00</td>
<td>540.00</td>
<td>1174.00</td>
<td>.02(^c)</td>
<td>.26</td>
<td>.26</td>
<td>&lt;.001(^d)</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td>Number of followees</td>
<td>286.50</td>
<td>483.50</td>
<td>289.50</td>
<td>492.00</td>
<td>509.00</td>
<td>.02(^c)</td>
<td>.18</td>
<td>&lt;.001(^d)</td>
<td>&lt;.001(^d)</td>
<td>.24</td>
</tr>
<tr>
<td>Given favorites</td>
<td>7746.50</td>
<td>10,893.00</td>
<td>23,955.00</td>
<td>10,085.50</td>
<td>4917.00</td>
<td>.04(^c)</td>
<td>.004(^e)</td>
<td>.02(^c)</td>
<td>.02(^c)</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td>Received favorites</td>
<td>0.00</td>
<td>1.00</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>.11</td>
<td>.22</td>
<td>.001(^e)</td>
<td>.001(^e)</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td>Received retweets</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>.04(^c)</td>
<td>.29</td>
<td>.07</td>
<td>&lt;.001(^d)</td>
<td>&lt;.001(^d)</td>
</tr>
</tbody>
</table>

\(^a\)AN: anorexia nervosa.

\(^b\)\(P\) values were analyzed using Mann-Whitney \(U\) test.

\(^c\)\(P<.05\).

\(^d\)\(P<.001\).

\(^e\)\(P<.01\).

---

**Analysis of Followees and Community Detection**

As explained in the Methods section, we analyzed the structure of the social network of users using AN-related vocabulary (RQ2). In Table 11, we report on the percentages of nodes belonging to each group defined through the approach previously explained in Table 3. Most of the users considered were part of the focused control group, followed by AN, recovered, and treatment users. For visualization of these groups, we used Gephi, as shown in Figure 4. A total of 99,283 nodes were considered, with each node representing a user. The average number of edges per node (average degree of the graph) was 2.57, the shortest distance between the two most distant nodes in the network (full network diameter) was 15, and the average path length was 4.72, which represents the average number of steps it takes to get from one member of the network to another. The average clustering coefficient was 0.017, which implies that most of the nodes were not related. To ease the visualization and interpretation of the results, we applied a \(k\)-core filter with \(k=2\) to see the maximal subgraph with a minimum degree equivalent to \(k\). The number of nodes displayed in Figure 4 is 12,680, and the size of the nodes is given by the page rank score obtained by each node. The graph clearly shows the polarization between the AN and focused control groups, with the few treatment and recovery cases displayed in between and closer to the focused control cases.
Table 11. Graph information of subgroups according to the type of followers.

<table>
<thead>
<tr>
<th>Validation group and subgroup</th>
<th>Nodes user type</th>
<th>Node, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AN</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{1}^{b}$</td>
<td>Labeled as AN</td>
<td>0.05</td>
</tr>
<tr>
<td>$G_{2}$</td>
<td>Mostly followed by $G_{1}$</td>
<td>10.55</td>
</tr>
<tr>
<td>$G_{3}$</td>
<td>Mostly followed by $G_{2}$</td>
<td>12.46</td>
</tr>
<tr>
<td><strong>Focused control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{4}$</td>
<td>Labeled as focused control</td>
<td>0.16</td>
</tr>
<tr>
<td>$G_{5}$</td>
<td>Mostly followed by $G_{4}$</td>
<td>46.56</td>
</tr>
<tr>
<td>$G_{6}$</td>
<td>Mostly followed $G_{5}$</td>
<td>20.57</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{7}$</td>
<td>Labeled as treatment</td>
<td>0.01</td>
</tr>
<tr>
<td>$G_{8}$</td>
<td>Mostly followed by $G_{7}$</td>
<td>3.95</td>
</tr>
<tr>
<td>$G_{9}$</td>
<td>Mostly followed $G_{8}$</td>
<td>0.74</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>Labeled as recovered</td>
<td>0.02</td>
</tr>
<tr>
<td>$G_{11}$</td>
<td>Mostly followed by $G_{10}$</td>
<td>4.63</td>
</tr>
<tr>
<td>$G_{12}$</td>
<td>Mostly followed $G_{11}$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

<sup>a</sup>AN: anorexia nervosa.

<sup>b</sup>G: group.

**Figure 4.** Visualization of the social network of the AN, focused control, treatment, and recovered groups according to the types of users they are mostly followed by. Each group is represented by a different color. Groups associated with the same class have similar colors. AN: anorexia nervosa; G: group ID.
For further analysis of the full network, we applied a clustering algorithm to detect the communities within it. We found 80 communities and obtained a modularity value of 0.86. As shown in Table 12, we analyzed the descriptions (biographies) of the users of the 10 communities with the highest node percentages. We describe the types of users found in each community and identify the types of users from our annotated groups that are part of each community. Figure 5 shows the network, with the automatically identified communities highlighted. For comparison, we used the same structure displayed in Figure 4.

It can be seen that the community with the highest number of nodes is GC\textsubscript{1}, which corresponds to the community of users that are likely to have an ED and users that might be anorexia and bulimia promoters (they correspond to big nodes in the graph, i.e., higher page rank, meaning more popular nodes). We also observe two other relevant communities that mainly correspond to focused control cases (GC\textsubscript{2} and GC\textsubscript{3}) and are characterized by having users that represent organizations and specialists on mental health issues and nutrition centers. We also observe a community that corresponds to news and TV accounts (GC\textsubscript{5}), which also characterizes focused control users. We see that the small number of treatment and recovered users are part of different communities that address multiple topics and that the communities that gather users from different groups are those that involve singers, artists, influencers, and leisure-related topics. These results show that users at the precontemplation and contemplation stages are isolated from accounts that offer assistance to overcome the illness. In this sense, recommender systems might enforce this behavior of the network because they tend to recommend a user to follow similar accounts.

<table>
<thead>
<tr>
<th>Community</th>
<th>Description of the community</th>
<th>Group users identified</th>
<th>Node, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC\textsubscript{1}</td>
<td>Users with eating disorders and anorexia and bulimia promoters</td>
<td>Anorexia nervosa</td>
<td>9.65</td>
</tr>
<tr>
<td>GC\textsubscript{2}</td>
<td>Organizations, medical centers, and psychologists</td>
<td>Focused control</td>
<td>8.04</td>
</tr>
<tr>
<td>GC\textsubscript{3}</td>
<td>Nutritionists and nutrition centers</td>
<td>Focused control</td>
<td>7.37</td>
</tr>
<tr>
<td>GC\textsubscript{4}</td>
<td>Varieties: influencers</td>
<td>Focused control</td>
<td>3.88</td>
</tr>
<tr>
<td>GC\textsubscript{5}</td>
<td>News and television</td>
<td>Focused control</td>
<td>3.72</td>
</tr>
<tr>
<td>GC\textsubscript{6}</td>
<td>Fans of pop singers</td>
<td>AN and recovered</td>
<td>2.69</td>
</tr>
<tr>
<td>GC\textsubscript{7}</td>
<td>Undefined varieties</td>
<td>Treatment and focused control</td>
<td>2.54</td>
</tr>
<tr>
<td>GC\textsubscript{8}</td>
<td>Undefined varieties</td>
<td>Recovered and AN</td>
<td>2.53</td>
</tr>
<tr>
<td>GC\textsubscript{9}</td>
<td>Comics, anime, and drawing</td>
<td>Treatment and focused control</td>
<td>2.31</td>
</tr>
<tr>
<td>GC\textsubscript{10}</td>
<td>Uruguayan community</td>
<td>Focused control</td>
<td>2.29</td>
</tr>
</tbody>
</table>

\textsuperscript{a}GC: group community identifier.
Analysis of Interests Between Users and Their Followees

Regarding the results for the topics of interest of the users who make use of anorexia-related terms (RQ3), Table 13 shows the top 20 topics of interest for our groups’ followees according to the Empath categories. We observe that negative emotions, eating, pain, death, and violence are among the topics most relevant to AN followees. Regarding the other groups, we cannot observe a pattern that would normally characterize each user type; instead, we observe interest in all types of topics, which is more evident in focused control users. We can also observe that topics such as friends, family, children, and parties are relevant for most of the groups.

For a better comprehension of the results on this topic analysis task, we explored the topics in which certain followee groups differ the most. We used the Mann-Whitney \( U \) test for this purpose. Figure 6 shows the top 20 topics, with the most significantly different values (\( P < .05 \)) between the AN followees group and the focused control, treatment, and recovered followee groups. We see a very high value for negative emotion on AN followees in comparison with focused control users. Appearance is also a topic in which AN followees differ from focused control followees and recovered followees. We also report on the percentage of topics found with significant differences among the median values for the following pairs of groups (\( P < .05 \)): AN followees and recovered followees, 45% (90/200); AN followees and focused control followees, 75% (150/200); AN followees and treatment followees, 48% (96/200); AN and AN followees, 22% (44/200); and recovered and recovered followees, 21% (42/200). From this, we observe that AN users and recovered users differ the least in their interests with their own followees. AN followees and focused control followees show the biggest difference in interests. We also calculated the values for Spearman rank correlation coefficient based on the median values obtained for each topic in each group. The pairs of groups were as follows: AN and AN followees (\( \rho = 0.96 \)), treatment and treatment followees (\( \rho = 0.97 \)), recovered and recovered followees (\( \rho = 0.96 \)), focused control and focused control followees (\( \rho = 0.97 \)), AN followees and treatment followees (\( \rho = 0.93 \)), AN followees and recovered followees (\( \rho = 0.93 \)), AN followees and focused control followees (\( \rho = 0.69 \)), treatment followees and focused control followees (\( \rho = 0.86 \)), and recovered followees and focused control followees (\( \rho = 0.86 \)). From these results, we can say that for all the groups, their interests are highly similar to those of their followees; however, the interests of the treatment and recovered followees groups are more highly correlated to the focused control group followees than the AN followees group, indicating a change in interest through the evolution of the disorder.
Table 13. Top 20 topics of interest and their Empath median values for the groups that use anorexia-related vocabulary followees.

<table>
<thead>
<tr>
<th>Groups and topics</th>
<th>Value, median</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anorexia nervosa</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>10.86</td>
</tr>
<tr>
<td>Friends</td>
<td>7.58</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>7.30</td>
</tr>
<tr>
<td>Speaking</td>
<td>6.50</td>
</tr>
<tr>
<td>Communication</td>
<td>5.93</td>
</tr>
<tr>
<td>Optimism</td>
<td>5.85</td>
</tr>
<tr>
<td>Children</td>
<td>5.80</td>
</tr>
<tr>
<td>Social media</td>
<td>5.71</td>
</tr>
<tr>
<td>Party</td>
<td>5.62</td>
</tr>
<tr>
<td>Love</td>
<td>5.09</td>
</tr>
<tr>
<td>Family</td>
<td>4.69</td>
</tr>
<tr>
<td>Childish</td>
<td>4.03</td>
</tr>
<tr>
<td>Giving</td>
<td>4.00</td>
</tr>
<tr>
<td>Eating</td>
<td>3.93</td>
</tr>
<tr>
<td>Home</td>
<td>3.83</td>
</tr>
<tr>
<td>Pain</td>
<td>3.72</td>
</tr>
<tr>
<td>Death</td>
<td>3.72</td>
</tr>
<tr>
<td>Wedding</td>
<td>3.70</td>
</tr>
<tr>
<td>Violence</td>
<td>3.62</td>
</tr>
<tr>
<td>Celebration</td>
<td>3.42</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>7.92</td>
</tr>
<tr>
<td>Friends</td>
<td>7.76</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>7.02</td>
</tr>
<tr>
<td>Communication</td>
<td>6.96</td>
</tr>
<tr>
<td>Social media</td>
<td>6.83</td>
</tr>
<tr>
<td>Speaking</td>
<td>6.42</td>
</tr>
<tr>
<td>Children</td>
<td>5.48</td>
</tr>
<tr>
<td>Party</td>
<td>5.43</td>
</tr>
<tr>
<td>Optimism</td>
<td>5.22</td>
</tr>
<tr>
<td>Family</td>
<td>4.82</td>
</tr>
<tr>
<td>Love</td>
<td>4.28</td>
</tr>
<tr>
<td>Internet</td>
<td>4.15</td>
</tr>
<tr>
<td>Music</td>
<td>4.09</td>
</tr>
<tr>
<td>Messaging</td>
<td>4.06</td>
</tr>
<tr>
<td>Listen</td>
<td>4.02</td>
</tr>
<tr>
<td>Musical</td>
<td>3.92</td>
</tr>
<tr>
<td>Reading</td>
<td>3.91</td>
</tr>
<tr>
<td>Wedding</td>
<td>3.76</td>
</tr>
<tr>
<td>Celebration</td>
<td>3.74</td>
</tr>
<tr>
<td>Childish</td>
<td>3.72</td>
</tr>
<tr>
<td>Groups and topics</td>
<td>Value, median</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Recovered</strong></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>9.73</td>
</tr>
<tr>
<td>Friends</td>
<td>7.71</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>7.23</td>
</tr>
<tr>
<td>Communication</td>
<td>7.15</td>
</tr>
<tr>
<td>Speaking</td>
<td>6.87</td>
</tr>
<tr>
<td>Social media</td>
<td>5.69</td>
</tr>
<tr>
<td>Optimism</td>
<td>5.55</td>
</tr>
<tr>
<td>Party</td>
<td>5.22</td>
</tr>
<tr>
<td>Children</td>
<td>5.20</td>
</tr>
<tr>
<td>Family</td>
<td>4.98</td>
</tr>
<tr>
<td>Internet</td>
<td>4.33</td>
</tr>
<tr>
<td>Giving</td>
<td>4.00</td>
</tr>
<tr>
<td>Love</td>
<td>3.96</td>
</tr>
<tr>
<td>Messaging</td>
<td>3.83</td>
</tr>
<tr>
<td>Reading</td>
<td>3.73</td>
</tr>
<tr>
<td>Wedding</td>
<td>3.70</td>
</tr>
<tr>
<td>Celebration</td>
<td>3.67</td>
</tr>
<tr>
<td>Listen</td>
<td>3.57</td>
</tr>
<tr>
<td>Home</td>
<td>3.52</td>
</tr>
<tr>
<td>Childish</td>
<td>3.47</td>
</tr>
<tr>
<td><strong>Focused control</strong></td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td>7.29</td>
</tr>
<tr>
<td>Communication</td>
<td>7.04</td>
</tr>
<tr>
<td>Work</td>
<td>6.80</td>
</tr>
<tr>
<td>Positive emotion</td>
<td>6.41</td>
</tr>
<tr>
<td>Internet</td>
<td>5.72</td>
</tr>
<tr>
<td>Social media</td>
<td>5.36</td>
</tr>
<tr>
<td>Party</td>
<td>4.86</td>
</tr>
<tr>
<td>Meeting</td>
<td>4.85</td>
</tr>
<tr>
<td>Speaking</td>
<td>4.79</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>4.66</td>
</tr>
<tr>
<td>Leader</td>
<td>4.65</td>
</tr>
<tr>
<td>Reading</td>
<td>4.60</td>
</tr>
<tr>
<td>School</td>
<td>4.58</td>
</tr>
<tr>
<td>Messaging</td>
<td>4.57</td>
</tr>
<tr>
<td>Children</td>
<td>4.56</td>
</tr>
<tr>
<td>Occupation</td>
<td>4.50</td>
</tr>
<tr>
<td>Family</td>
<td>4.49</td>
</tr>
<tr>
<td>Optimism</td>
<td>4.35</td>
</tr>
<tr>
<td>Government</td>
<td>4.31</td>
</tr>
<tr>
<td>Celebration</td>
<td>4.12</td>
</tr>
</tbody>
</table>
Behavioral Aspects

The results of the behavioral aspects (RQ1) analyzed (Table 14) showed that AN users tweeted more on weekends compared with control groups. In addition, the median time between tweets was lower for AN users (they tweeted more frequently) in comparison with random and focused control users. We also observed that the tweeting ratio during sleeping periods was significantly higher for AN users than for the control groups. This might indicate some sleep alteration, which is a usual sign in EDs and other associated mental issues, such as depression. Regarding the tweeting periods during the year, we see that between December and February (winter in Europe and summer in most countries of South America) users from the AN group tweeted less than users from all the other groups. However, we cannot match this finding to a clinical fact related to the seasons of the year, given the lack of information regarding the users’ location. Figure 7 shows the comparative box plot of the values for each group on the sleep period tweeting ratio and the weekend tweet count ratio.
Table 14. Comparative analysis among groups based on behavioral aspects.

<table>
<thead>
<tr>
<th>Features</th>
<th>ANa, median</th>
<th>Treatment, median</th>
<th>Recovered, median</th>
<th>Random control, median</th>
<th>Focused control, median</th>
<th>AN versus AN treatment, P valuebc</th>
<th>AN versus recovered, P valueb</th>
<th>AN versus random control, P valueb</th>
<th>AN versus focused control, P valueb</th>
<th>Random versus focused control, P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working week tweet count ratio</td>
<td>0.73</td>
<td>0.73</td>
<td>0.75</td>
<td>0.75</td>
<td>0.37</td>
<td>.15</td>
<td>.03c</td>
<td>.01c</td>
<td>.001d</td>
<td>.001c</td>
</tr>
<tr>
<td>Weekend tweet count ratio</td>
<td>0.27</td>
<td>0.27</td>
<td>0.25</td>
<td>0.25</td>
<td>0.37</td>
<td>.15</td>
<td>.03c</td>
<td>.001d</td>
<td>.001c</td>
<td>.001c</td>
</tr>
<tr>
<td>Median time between tweets</td>
<td>625.25</td>
<td>701.00</td>
<td>1187.50</td>
<td>4063.75</td>
<td>1088.00</td>
<td>.43</td>
<td>.15</td>
<td>&lt;.001d</td>
<td>.005e</td>
<td>&lt;.001d</td>
</tr>
<tr>
<td>Sleep period tweeting ratio</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.30</td>
<td>.07</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
<td>.001e</td>
<td>.001e</td>
</tr>
<tr>
<td>Awake period tweeting ratio</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.30</td>
<td>.07</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
<td>.001e</td>
<td>.001e</td>
</tr>
<tr>
<td>Normalized tweet count per year quarter: December to February</td>
<td>0.01</td>
<td>0.16</td>
<td>0.15</td>
<td>0.18</td>
<td>0.16</td>
<td>&lt;.001d</td>
<td>.02c</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
<td>.01c</td>
</tr>
<tr>
<td>Normalized tweet count per year quarter: March to May</td>
<td>0.01</td>
<td>0.23</td>
<td>0.21</td>
<td>0.23</td>
<td>0.21</td>
<td>.11</td>
<td>&lt;.001d</td>
<td>.01c</td>
<td>.001e</td>
<td>.001e</td>
</tr>
<tr>
<td>Normalized tweet count per year quarter: June to August</td>
<td>0.27</td>
<td>0.32</td>
<td>0.27</td>
<td>0.25</td>
<td>0.24</td>
<td>.39</td>
<td>.29</td>
<td>.10</td>
<td>.004e</td>
<td>.06</td>
</tr>
<tr>
<td>Normalized tweet count per year quarter: September to November</td>
<td>0.36</td>
<td>0.24</td>
<td>0.27</td>
<td>0.28</td>
<td>0.31</td>
<td>.002e</td>
<td>.20</td>
<td>.001e</td>
<td>.32</td>
<td>.002e</td>
</tr>
<tr>
<td>Number of tweets created since the account creation</td>
<td>7910.00</td>
<td>21,038.50</td>
<td>18,409.00</td>
<td>23,291.50</td>
<td>21,463.00</td>
<td>.004e</td>
<td>.12</td>
<td>&lt;.001d</td>
<td>&lt;.001d</td>
<td>.49</td>
</tr>
</tbody>
</table>

aAN: anorexia nervosa.
bP values were analyzed using Mann-Whitney U test.
cP<.05.
dP<.001.
eP<.01.

Figure 7. Comparative box plots of the sleep period tweeting ratio (left) and the weekend tweet count ratio (right) of each user group.
Demographics

Using the age and gender inference tool, we obtained the percentages of users corresponding to demographic categories (RQ1) for each group (Figure 8). Most of the AN, treatment, and recovered users were young women. These results are compatible with the statistics that mention that the incidence rates for AN are the highest for women aged 15-19 years [54]. We also observe that a considerable number of users in the focused control group represent organizations. When comparing the ratios of users belonging to each gender per group (Table 15), we see differences between the AN and control groups due to the number of female users. We also observed differences between the focused control and random control groups, as there were fewer organizations in the random control group. Regarding age (Table 16), we observe that AN users differ from the control groups because of the large number of AN users aged ≤18 years. We also find differences between the AN and recovered groups, as recovered users are normally older than AN users. This is consistent with the fact that a full recovery process often takes years, and therefore, users get older as the recovery stages are reached.

Figure 8. Composition of the anorexia nervosa, treatment, recovered, and control user groups according to gender and age. Each age and gender subgroup is represented by a color.

Table 15. Comparative analysis among groups based on gender.

<table>
<thead>
<tr>
<th>Gender</th>
<th>AN versus treatment, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus recovered, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus random control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Random versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>.15</td>
<td>.14</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.44</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>.15</td>
<td>.14</td>
<td>.04&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.50</td>
</tr>
<tr>
<td>Organization</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>AN: anorexia nervosa.
<sup>b</sup>P values were analyzed using proportions Z test.
<sup>c</sup>P<.001.
<sup>d</sup>P<.05.
<sup>e</sup>N/A: not applicable.

Table 16. Comparative analysis among groups based on age, including users classified as organizations.

<table>
<thead>
<tr>
<th>Age groups, years</th>
<th>AN versus treatment, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus recovered, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus random control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>AN versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Random versus focused control, P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤18</td>
<td>.32</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.002&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.78</td>
</tr>
<tr>
<td>19-29</td>
<td>.27</td>
<td>.04&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.31</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.09</td>
</tr>
<tr>
<td>30-39</td>
<td>.80</td>
<td>.06</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.009&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>≥40</td>
<td>.50</td>
<td>.59</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.003&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>AN: anorexia nervosa.
<sup>b</sup>P values were analyzed using proportions Z test.
<sup>c</sup>P<.05.
<sup>d</sup>P<.01.
<sup>e</sup>P<.001.
Visual Aspects

The visual aspects analyzed address the profile picture of the user and the images shared on their posts (RQ1). We found significant differences between the groups’ profile pictures. Regarding the technical aspects (Table 17), we can observe that focused control users are likely to be distinguished from AN users because of the presence of text in their profile pictures. This also applies to random control users, who tend to use text as well but in a lower ratio than focused control users. These findings can be explained by the use of logos in the profile pictures of the accounts of organizations. In addition, AN users’ pictures are significantly darker than focused control users’ pictures. In terms of the emotions detected (Table 18), we observed that treatment users expressed more neutral emotions. We also notice that sadness characterizes AN users, which are the only ones with a ratio of users showing such expressions. On the objects detected (Table 19), there were significant differences in the existence of clothing elements between the AN and control groups, along with the appearance of hands, shorts, and accessories, which might suggest that more full-body pictures are shared by AN users, which might consequently imply a higher interest in their appearance. We also observe that there is a high ratio of posters on the control users’ profiles, which validates our prior assumption about the representation of organizations. We also observed that few men were identified on pictures of users of the AN group, whereas women were identified on more than half of the AN profile’s pictures.

Table 17. Comparative analysis among groups based on technical aspects of profile pictures.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN² ratio of users</th>
<th>Treatment ratio of users</th>
<th>Recovered ratio of users</th>
<th>Random control ratio of users</th>
<th>Focused control ratio of users</th>
<th>AN versus treatment, P valueᵇ</th>
<th>AN versus recovered, P valueᵇ</th>
<th>AN versus random control, P valueᵇ</th>
<th>AN versus focused control, P valueᵇ</th>
<th>Random versus focused control, P valueᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is gray scale</td>
<td>0.09</td>
<td>0.13</td>
<td>0.17</td>
<td>0.05</td>
<td>0.03</td>
<td>.78</td>
<td>.57</td>
<td>.31</td>
<td>.06</td>
<td>.43</td>
</tr>
<tr>
<td>Is lighter</td>
<td>0.50</td>
<td>0.63</td>
<td>0.50</td>
<td>0.42</td>
<td>0.65</td>
<td>.51</td>
<td>.99</td>
<td>.30</td>
<td>.03</td>
<td>&lt;.001ᵈ</td>
</tr>
<tr>
<td>Has text</td>
<td>0.06</td>
<td>0.13</td>
<td>0.00</td>
<td>0.22</td>
<td>0.34</td>
<td>.51</td>
<td>.53</td>
<td>.008ᵉ</td>
<td>&lt;.001ᵈ</td>
<td>.04⁵</td>
</tr>
<tr>
<td>Has faces</td>
<td>0.28</td>
<td>0.50</td>
<td>0.33</td>
<td>0.25</td>
<td>0.26</td>
<td>.21</td>
<td>.79</td>
<td>.66</td>
<td>.79</td>
<td>.82</td>
</tr>
</tbody>
</table>

ᵃAN: anorexia nervosa.
ᵇP values were analyzed using proportions z test.
ᶜP<.05.
ᵈP<.001.
ᵉP<.01.

Table 18. Comparative analysis among groups based on emotions detected from profile pictures.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN² ratio of users</th>
<th>Treatment ratio of users</th>
<th>Recovered ratio of users</th>
<th>Random control ratio of users</th>
<th>Focused control ratio of users</th>
<th>AN versus treatment, P valueᵇ</th>
<th>AN versus recovered, P valueᵇ</th>
<th>AN versus random control, P valueᵇ</th>
<th>AN versus focused control, P valueᵇ</th>
<th>Random versus focused control, P valueᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>0.00</td>
<td>0.38</td>
<td>0.00</td>
<td>0.05</td>
<td>0.09</td>
<td>&lt;.001ᶜ</td>
<td>N/Aᵈ</td>
<td>.06</td>
<td>.02ᵉ</td>
<td>.34</td>
</tr>
<tr>
<td>Sad</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>.37</td>
<td>.43</td>
<td>.002ᶠ</td>
<td>&lt;.001ᶜ</td>
<td>N/A</td>
</tr>
<tr>
<td>Fear</td>
<td>0.05</td>
<td>0.00</td>
<td>0.17</td>
<td>0.03</td>
<td>0.02</td>
<td>.53</td>
<td>.23</td>
<td>.61</td>
<td>.20</td>
<td>.43</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>.72</td>
<td>.76</td>
<td>.22</td>
<td>.61</td>
<td>.39</td>
</tr>
<tr>
<td>Angry</td>
<td>0.09</td>
<td>0.13</td>
<td>0.00</td>
<td>0.06</td>
<td>0.07</td>
<td>.78</td>
<td>.43</td>
<td>.46</td>
<td>.56</td>
<td>.83</td>
</tr>
<tr>
<td>Happy</td>
<td>0.03</td>
<td>0.00</td>
<td>0.17</td>
<td>0.08</td>
<td>0.09</td>
<td>.61</td>
<td>.12</td>
<td>.18</td>
<td>.12</td>
<td>.80</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.02</td>
<td>N/A</td>
<td>N/A</td>
<td>.15</td>
<td>.32</td>
<td>.43</td>
</tr>
</tbody>
</table>

ᵃAN: anorexia nervosa.
ᵇP values were analyzed using proportions z test.
ᶜP<.001.
ᵈN/A: not applicable.
ᵉP<.05.
ᶠP<.01.
Table 19. Comparative analysis among groups based on objects detected from profile pictures.

<table>
<thead>
<tr>
<th>Features</th>
<th>AN(^a) ratio of users</th>
<th>Treatment ratio of users</th>
<th>Recovered ratio of users</th>
<th>Random control ratio of users</th>
<th>Random control ratio of users</th>
<th>AN versus treatment, (P) value(^b)</th>
<th>AN versus focused control, (P) value(^b)</th>
<th>AN versus random control, (P) value(^b)</th>
<th>AN versus recovered, (P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poster</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.09</td>
<td>0.24</td>
<td>N/A(^c)</td>
<td>N/A(^c)</td>
<td>.01(^d)</td>
<td>&lt;.001(^e)</td>
</tr>
<tr>
<td>Clothing</td>
<td>0.75</td>
<td>1.00</td>
<td>0.50</td>
<td>0.53</td>
<td>0.33</td>
<td>.11</td>
<td>.19</td>
<td>.005(^f)</td>
<td>&lt;.001(^e)</td>
</tr>
<tr>
<td>Person</td>
<td>0.28</td>
<td>0.13</td>
<td>0.00</td>
<td>0.32</td>
<td>0.12</td>
<td>.34</td>
<td>.13</td>
<td>.58</td>
<td>&lt;.001(^e)</td>
</tr>
<tr>
<td>Man</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.32</td>
<td>0.16</td>
<td>.53</td>
<td>.59</td>
<td>&lt;.001(^e)</td>
<td>.03(^d)</td>
</tr>
<tr>
<td>Dress</td>
<td>0.03</td>
<td>0.00</td>
<td>0.17</td>
<td>0.01</td>
<td>0.02</td>
<td>.61</td>
<td>.12</td>
<td>.34</td>
<td>.74</td>
</tr>
<tr>
<td>Boy</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>.72</td>
<td>.76</td>
<td>.81</td>
<td>.61</td>
</tr>
<tr>
<td>Tree</td>
<td>0.02</td>
<td>0.00</td>
<td>0.17</td>
<td>0.05</td>
<td>0.03</td>
<td>.72</td>
<td>.03(^d)</td>
<td>.53</td>
<td>.23</td>
</tr>
<tr>
<td>Human hand</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>.47</td>
<td>.53</td>
<td>.01(^d)</td>
<td>.02(^d)</td>
</tr>
<tr>
<td>Fashion accessory</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>.41</td>
<td>.48</td>
<td>.08</td>
<td>.03(^d)</td>
</tr>
<tr>
<td>Flower</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.04</td>
<td>.61</td>
<td>.66</td>
<td>.34</td>
<td>.79</td>
</tr>
<tr>
<td>Glasses</td>
<td>0.00</td>
<td>0.13</td>
<td>0.00</td>
<td>0.05</td>
<td>0.03</td>
<td>.004(^f)</td>
<td>N/A(^c)</td>
<td>.06</td>
<td>.16</td>
</tr>
<tr>
<td>Animal</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>N/A(^c)</td>
<td>N/A(^c)</td>
<td>.25</td>
<td>.22</td>
</tr>
<tr>
<td>Shorts</td>
<td>0.06</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>.51</td>
<td>.53</td>
<td>.01(^d)</td>
<td>.004(^f)</td>
</tr>
<tr>
<td>Jeans</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>.61</td>
<td>.66</td>
<td>.68</td>
<td>.21</td>
</tr>
<tr>
<td>Human eye</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>.47</td>
<td>.53</td>
<td>.06</td>
<td>.02(^c)</td>
</tr>
<tr>
<td>Cat</td>
<td>0.00</td>
<td>0.13</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>.004(^f)</td>
<td>N/A(^c)</td>
<td>.41</td>
<td>.22</td>
</tr>
<tr>
<td>Footwear</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.02</td>
<td>.37</td>
<td>.43</td>
<td>.31</td>
<td>.01(^d)</td>
</tr>
<tr>
<td>Human nose</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>.72</td>
<td>.76</td>
<td>.81</td>
<td>.16</td>
</tr>
<tr>
<td>Girl</td>
<td>0.19</td>
<td>0.25</td>
<td>0.17</td>
<td>0.00</td>
<td>0.03</td>
<td>.67</td>
<td>.90</td>
<td>.006(^f)</td>
<td>&lt;.001(^e)</td>
</tr>
<tr>
<td>Woman</td>
<td>0.58</td>
<td>0.75</td>
<td>0.67</td>
<td>0.18</td>
<td>0.22</td>
<td>.35</td>
<td>.67</td>
<td>&lt;.001(^e)</td>
<td>&lt;.001(^e)</td>
</tr>
</tbody>
</table>

\(^a\)AN: anorexia nervosa.

\(^b\)\(P\) values were analyzed using proportions z test.

\(^c\)N/A: not applicable.

\(^d\)\(P<.05\).

\(^e\)\(P<.001\).

\(^f\)\(P<.01\).

Finally, when it comes to the exploration of the pictures posted by users, we developed two classifiers: (1) one trained with the images of users from the AN group and users from the focused control group and (2) another trained with the images of users from the AN group and users from the random control group. The results showed that there were highly significant differences between the AN and control groups (\(P<.001\) for both comparisons). The median of the aggregated scores of the first classifier for the AN class (AN vs focused control) for a set of 130 validation users was 0.73, whereas the median value for focused control users was 0.36. This means that a higher number of pictures related to AN were found on the posts of AN users. When analyzing the median of the aggregated scores of the second classifier (AN vs random control), on a set of 106 validation users, the median value for AN users was 0.78 and for random control users was 0.54. We observed lower aggregated scores for both control cases, meaning that these users share fewer AN-related pictures. These results show that the pictures are informative for the detection of users with AN.

Regarding the visual content of the images posted by users with AN, there are some visual patterns that emerge after training CNNs, as described previously. These visual patterns were found to be quite characteristic in such posted images because they received the highest scores by the CNN. As expected, most images correspond to body objectification, that is, selfies, extremely thin body parts (mostly legs), and (altered) images of unrealistic ideals of body size. There are also several images of scales showing (rather low) weight numbers. Finally, and less frequently, we can identify rather healthy food images, mostly salads and fruits.
Detection of Precontemplation and Contemplation Phases

After performing the clustering approach with k-means, we obtained two clusters of users among those labeled as AN (RQ6). We analyzed both groups and found strong indicators of the groups identified as our contemplation (cluster 1) and precontemplation (cluster 2) groups. This was mainly because the precontemplation cluster was characterized by higher values of positivity compared with its negativity, whereas the opposite occurred for the contemplation cluster (Figure 9). In addition, the median polarity score for the precontemplation cluster (0.1915) was significantly higher ($P<.001$) than that for the contemplation (0.1694) cluster. In fact, there were significant differences ($P<.001$) in the values for all features considered in the clustering approach. In addition, the differences between opposite (positive and negative) emotions such as joy and sadness are lower for the values of the precontemplation cluster, as the early stages of the illness are characterized by signs of the person feeling in control of the weight loss process and being enthusiastic about their progress and the social support received. The median values for all features analyzed for each cluster are displayed in Table 20. Among the AN users, a total of 115 users were assigned to the precontemplation cluster, and 56 users were assigned to the contemplation cluster.

Figure 9. Polarity (calculated using Senti-py) and positivity and negativity (calculated using EmoLex) values for the detected precontemplation and contemplation clusters.

Table 20. Median values of the features considered for the contemplation and precontemplation clusters.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Cluster 1 (contemplation), median</th>
<th>Cluster 2 (precontemplation), median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joy</td>
<td>15.92</td>
<td>13.85</td>
</tr>
<tr>
<td>Sadness</td>
<td>32.88</td>
<td>21.95</td>
</tr>
<tr>
<td>Anticipation</td>
<td>17.08</td>
<td>14.13</td>
</tr>
<tr>
<td>Surprise</td>
<td>11.49</td>
<td>8.72</td>
</tr>
<tr>
<td>Trust</td>
<td>20.36</td>
<td>18.30</td>
</tr>
<tr>
<td>Disgust</td>
<td>22.22</td>
<td>13.92</td>
</tr>
<tr>
<td>Anger</td>
<td>19.44</td>
<td>13.72</td>
</tr>
<tr>
<td>Fear</td>
<td>23.23</td>
<td>14.91</td>
</tr>
</tbody>
</table>

We can observe that the results obtained for this task are consistent with the characteristic of people going through each stage; however, there is no annotated information for the validation of the classification performed, and this is an aspect that needs to be addressed in the future. Ours is the first approach to address this classification task, which is relevant given that users at the contemplation stage are more prone to seek help, and therefore, different ways to approach each type of user may be considered.
Discussion

Principal Findings

This study analyzed the elements that characterize Spanish-speaking users with AN during the stages of their recovery process. We have considered multiple points of view, including linguistic, psychological, relational, behavioral, demographical, and visual aspects, for our analysis. We believe that this is the first approach to analyze both users in treatment and those fully recovered in multiple perspectives. Furthermore, we identified the topics of interest of different types of users that used AN-related vocabulary, along with those of their followees. In this section, we report the main findings according to the RQs addressed.

With regard to RQ1, we found multiple elements that characterize and distinguish users with AN at the early, treatment, and full recovery stages. AN users tweeted more frequently at night and on weekends than focused control users. These results are consistent with clinical findings that suggest that patients with AN often report poor sleep quality and reduced sleep time [67]. In addition, the image results indicate that the analysis of visual elements is relevant for the detection of AN cases and focused control cases. In particular, our findings showed that the features extracted from the content generated by users are the most relevant for characterizing AN users, especially those related to linguistic and psychological factors, including terms that describe risk factors and the signs and symptoms of AN (ie, anorexia-related vocabulary).

With regard to RQ4, we determined the linguistic attributes that characterize Spanish-speaking users with AN and found that similar to a related work on English texts [6], the high use of first-person singular pronouns and verbs conjugated with these pronouns distinguishes AN users from control and recovered cases ($P<0.001$). We also observed that the AN group is characterized by a significantly lower use of articles and higher use of impersonal pronouns than control users ($P<0.001$), which, to the best of our knowledge, has not been reported in any related work in English.

Our findings also reinforced the relevance of textual elements through the development of a deep learning model for the detection of AN-related tweets, which was constructed to address RQ5. We explored the change in the ratio of posts related to AN tweeted by users at each stage and found that users at the early stages of AN posted more AN-related tweets. In addition, highly significant differences among AN cases, recovered cases, and control cases ($P<0.001$) were observed. There were also very significant differences between the AN and treatment groups ($P=0.004$) in terms of this feature, that is, the proportion of tweets related to AN significantly changed depending on the recovery stage, indicating the progress in the recovery process of social media users with AN.

Among the relational factors explored (RQ2), we found that the AN and focused control groups could be identified by analyzing the structure of their social network (clustering approach). Among focused control users, there were several organizations and specialists for the treatment and prevention of EDs. The high polarization noted among the AN- and focused control-related communities reinforces the findings of previous studies conducted on networks of English speakers [17,18], which reported limited interactions between pro-ED and prorecovery communities (RQ4). From a psychological perspective, these findings can be explained by the elements that characterize people at the precontemplation stage according to the transtheoretical model of health behavior change, where people are in denial of their unhealthy conditions and tend to feel supported by their equals (pro-ED community members) [4,5], resulting in a rejection of prorecovery content. Regarding the topics of interest of users and their followees (RQ3), we found that the interests of AN users and their followees were highly correlated ($P=0.96$). We also observed a higher correlation between the treatment followees and focused control followee groups ($P=0.86$) and the recovered followees versus focused control followees groups ($P=0.86$) in comparison with the AN followees versus focused control followees groups ($P=0.69$). These results suggest that more interests are shared with focused control users as the recovery process advances.

With regard to RQ6, we posed a question regarding the detection of users at the precontemplation stage and users at the contemplation stage. After applying a clustering process and using emotion indicators, we identified two clusters, where one was characterized by a predominance of positive emotions over the negative ones, suggesting that users at the precontemplation stage could be the members of this cluster. On the other hand, the second cluster showed values that characterize people at the contemplation stage, where negative emotions predominate.

Finally, to address RQ7, where we explore the existence of differences among our control groups (random and focused control users), we observed that the focused control group had three times more organizations’ accounts than the random control group. We also noticed that the main differences among these groups were found in linguistic attributes, especially for focused control users that were characterized by the use of a reduced number of swearing terms and more anorexia-related vocabulary terms. These findings complement our prior assumptions that focused control users were mostly organizations, specialists, and clinicians, corresponding to a prorecovery community [6,17,18].

Given our findings, another relevant aspect to discuss is the indirect and unintended role of social platforms in the promotion of harmful content among users with and without EDs. A previous study [68] reported significant decreases in caloric intake among people exposed to pro-ED websites between preexposure and postexposure. As recommender systems are designed, users with AN are likely to be recommended to follow users similar to them (other AN users), and we believe that this indirectly contributes to the reinforcement of unhealthy habits. Tools that are aware of these risks must thus be developed.

Limitations

The analyses performed in this study present certain limitations that are mainly given by the structure of the social platform analyzed, which does not provide explicit information regarding elements relevant to our analysis, such as the location, age, gender, or medical records of users. This is the main reason that
has led us to infer information based on the analysis of the users’ posts; therefore, the accuracy of our results is limited to the performance of the tools we have applied. This applies to the demographical features inferred (age groups and gender); the analysis of elements that are related to the signs and symptoms of anorexia (terms related to risk factors and AN-related vocabulary); image analysis tools; and the inference of aspects that involve the location of the user, such as the weekend tweet count ratio and the sleep period tweeting ratio. This last feature is calculated in a way that overcomes the issue of not knowing the difference in the posting time according to the user’s time zone. This aspect is also an issue regarding the tweeting frequency in different periods of the year, as the seasons change according to the location of users. In this sense, a Spanish variant classifier could be useful to distinguish users from different locations; however, this would still be insufficient for the cases of migrants.

We did not measure the biases introduced by the platform in our data set; however, our samples seemed to be representative of the reality in terms of age and gender despite most Twitter users being male and middle-aged [69]. The AN group users were mostly female teenagers, consistent with the age group with the highest incidence rate (15- to 19-year-old females) for AN [54]. We also considered the limitations owing to the accuracy of the translation of terms to English for the annotation and use of Empath as a topic detection tool.

We also considered the limitations that pose the characteristics of users who have a preference for Twitter as a platform and who choose to make their tweets publicly available, which might differ from those that keep their profiles private. It is important to recall that our study is limited to users who make use of Twitter; therefore, the analysis of the behavior of users from other social platforms and even of people with AN that do not have accounts on any social platforms is out of our reach.

Reproducibility and Ethical Concerns

This work was approved by the ethical review board of Pompeu Fabra University. To avoid processing and storing personal or sensitive data, a proper process of data transformation and anonymization was followed. We only stored the extracted transformed features. Our approach corresponded to an observational study, with findings that implied that the detection of AN on social media is viable; however, the further development and deployment of detection tools are required. Thus, it is necessary to perform a prior and proper risk-benefit assessment accompanied by the analysis of the legal frameworks that regulate such activities. It is also important to address the potential misusage capabilities of such tools [16,70].

Regarding the reproducibility of this work, Twitter’s policies on the distribution of the data collected through its API should be respected. No information that could lead to the identification of the users included in our study will be shared, as we did not store any personal information [71]. However, the values of the features calculated are available upon reasonable request and after a proper evaluation of the use purpose.

Future Work

We believe that our findings are relevant to the development of predictive models that can assist specialists in the detection of users with AN and that can display indicators for risk factors as well as signs and symptoms that characterize AN. A proper risk assessment process should be performed before the deployment of such models.

Another aspect that we intend to analyze is the area of recommender systems. According to our findings, AN users mainly followed AN-related content, which reinforces their harmful behaviors. Thus, a recommender system that breaks this bubble and reduces the polarization between AN and focused control users can be an interesting path to follow. This is relevant considering that most recommender systems of social platforms are focused on matching users with shared interests, which in this case, might not be appropriate.
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Abstract

Background: Lower urinary tract symptoms (LUTS) are one of the most commonly described urination disorders worldwide. Previous investigations have focused predominantly on the prospective identification of cases that meet the researchers’ criteria; thus, the genuine demands regarding LUTS from patients and related issues may be neglected.

Objective: We aimed to examine web-based search trends and behaviors related to LUTS on a national and regional scale by using the dominant, major search engine in mainland China.

Methods: Baidu Index was queried by using LUTS-related terms for the period of January 2011 to September 2020. The search volume for each term was recorded to analyze search trends and demographic distributions. For user interest, user demand graph data and trend data were collected and analyzed.

Results: Of the 13 LUTS domains, 11 domains are available in the Baidu Index database. The Baidu search index for each LUTS domain varied from 37.78% to 1.47%. The search trends for urinary frequency (2011-2018: annual percent change APC=7.82%; P<.001), incomplete emptying (2011-2014: APC=17.74%; P<.001), nocturia (2011-2018: APC=11.54%; P<.001), dysuria (2017-2020: APC=20.77%; P<.001), and incontinence (2011-2016: APC=13.39%; P<.001) exhibited fluctuations over time. The search index trends for weak stream (2011-2017: APC=−4.68%; P<.001; 2017-2020: APC=9.32%; P=.23), split stream (2011-2013: APC=2.05%; P=.71), urgency (2011-2018: APC=−2.63%; P=.03; 2018-2020: APC=−8.58%; P=.19), and nocturnal enuresis (2011-2018: APC=−3.20%; P=.001; 2018-2020: APC=−4.21%; P=.04) remained relatively stable and consistent. The age distribution of the population for all LUTS-related inquiries showed that individuals aged 20 to 40 years made 73.86% (49,218,123/66,635,247) of the total search inquiries. Further, individuals aged 40 to 49 years made 12.29% (8,193,922/66,635,247) of the total search inquiries for all LUTS-related terms. People from the east part of China made 67.79% (45,172,031/66,635,247) of the total search queries. Additionally, most of the searches for LUTS-related terms were related to those for urinary diseases to varying degrees.

Conclusions: Web-based interest in LUTS-related terms fluctuated wildly and was reflected timely by Baidu Index in mainland China. The web-based search popularity of each LUTS-related term varied significantly and differed based on personal interests, the population’s concerns, regional variations, and gender. These data can be used by care providers to track the prevalence of LUTS and the population’s interests, guide the establishment of disease-specific health care policies, and optimize physician-patient health care sessions.
Introduction

Lower urinary tract symptoms (LUTS) are one of the most commonly described urination disorders worldwide [1]. There are a wide range of characteristic LUTS. These symptoms, such as urinary frequency, nocturia, urinary urgency, weak stream, hesitancy, terminal dribble, incomplete emptying, and urinary incontinence, can be categorized into three groups—storage, voiding, and postmicturition urinations. These symptoms are generally manifestations of detrusor overactivity, sphincteric weakness, sensory bladder disorders, and prostate hyperplasia [1]. Due to the encompassing symptoms associated with sexual dysfunction and constant discomfort, LUTS significantly impair one's quality of life, social functioning, and workplace productivity and result in high health care costs [2-4]. The reported prevalence of LUTS is susceptible to numerous factors, such as diagnostic and assessment criteria (eg, International Continence Society [ICS] and The Expanded Prostate Cancer Index Composite study), evaluation tools (eg, International Prostate Symptom Score [IPSS] and Overactive Bladder Symptom Score), data collection, and various definitions, and therefore varies widely [5]. According to data from different multicenter surveys, the incidence of LUTS is between 26% and 86% [6-8]. In recent years, with the gradually heightened requirements for individuals' quality of life and the incremental attention to the early symptoms of diseases, the public awareness of problems concerning LUTS has increased [9]. Similarly, the inconsistencies in previous LUTS prevalence investigations are noteworthy in China. Although these surveys were nationally conducted, the results can only provide the incidence of LUTS in specific populations—individuals aged above 18 years [10], males aged over 40 years [11], patients with benign prostatic hyperplasia (BPH) [12], and adult Chinese women [13]—for a sample size ranging from 3023 to 18,992. In some investigations, the annual LUTS incidents presented a growing trend, but patients' recognition and health care help-seeking rates were low [10-12]. It should be noted that previous investigations have focused predominantly on the prospective identification of cases that meet the researchers' criteria. The data were collected with standardized questionnaires that were distributed via email, the agency's website, or on-site inquires [10,12]. Coupled with the lack of national surveillance and corresponding epidemiological reporting systems, the genuine demands regarding LUTS from patients and related issues may thus be neglected.

Nowadays, lives have been extensively changed by internet development. Internet searches have become peoples' first-choice method for seeking information regarding health issues [14]. The advanced, mobile cyber technology used in emerging social media search engines have enabled the internet to become more accessible to people with all kinds of quests [15]. Additionally, artificial intelligence and big data technology enable search services to provide health-related and better suited information, especially to those who feel sick or suspect that they have early symptoms. It is believed that patients have been increasingly conducting web searches for health information prior to seeing a doctor. Hence, using data from Google has been successfully practiced when reporting the incidence of rhinitis [16], surveilling the prevalence of burn injuries [17], tracking e-cigarette–related lung injury cases [18], and forecasting and analyzing the public awareness of pandemic outbreaks [19].

In mainland China, Baidu has monopolized search services. After Google was forced to shut down its services in China, 92.1% of search volume data are now found in Baidu’s platform, and the usage of Baidu’s platform accounts for 93.1% of search service usage [20,21]. As the top-ranked search site [22], Baidu’s big data analyzing platform, Baidu Index, can reflect the genuine needs of the real world geospatially, temporally, and conclusively based on users’ specified terms [23-25]. It has been proven that Baidu Index is useful for surveilling and forecasting epidemic prevalence [23]. Additionally, the user behavior portrait may provide valuable insights into the health care concerns of populations and help with examining patients' experience sentiments [24]. These results will guide the tracking of common interests and the conduction of disease prevention and control education in a more focused manner [25].

In September 2020, the netizen population size reached 940 million in China [26]. For the first time, the China Internet Network Information Center has promoted the usage of internet health care services due to their better privacy and readiness. With 766 million users using the Baidu search service actively, its usage in relation to health inquiries and symptom confirmation have accounted for 63.16% of search service use [26,27]. Therefore, a pragmatic approach to monitoring LUTS incidents is analyzing data from the Baidu search index (BSI). The primary objective of this study was to assess the prevalence of LUTS by analyzing internet search activity and examining the validity of related topics. We also aimed to investigate the national demographics of people with LUTS and mass health-seeking concerns.

Methods

Keyword Selection and Data Retrieval

This study mainly analyzed the temporal search trends of LUTS-related terms in China. Symptoms domains were identified by referring to the ICS’s reports [1,5,28-30]. The Chinese terms were selected by referring to the ICS’s LUTS translation recommendations to reduce results bias resulting from different language habits. All possible synonymous and derivative keywords for each term were screened [24,31] (Multimedia Appendix 1). Additionally, the availability of each keyword was examined on the Baidu Index platform.
available LUTS-related terms are listed in Multimedia Appendix 2.

In the trend analysis module, the search index value for each keyword is an absolute numerical value that is converted from normalized daily search counts. Hence, we obtained the search index values of each keyword from January 1, 2011, to September 12, 2020. All trend data were collected at the provincial and national levels [24,31]. For terms with multiple available keywords, we summarized the daily index value of all related keywords [25,31]. In addition to the trend data module, the keyword search-demand module shows the most noted correlating issues and sorts these issues by search frequency. The demographic portrait module records users’ ages and the regional distributions of inquired keywords. Therefore, we also collected user demand graph data and geodemographic data from the Baidu database to analyze netizens’ demands and the public awareness of LUTS.

Data Analysis
To analyze the search trend for each term, the corresponding BSI data were plotted sequentially to describe public attention. We calculated the medians and IQRs of daily search index values to describe annual and seasonal changes according to the normality and homogeneity of variance of the data. The definition of seasonal changes was taken from the standard definition provided by the National Meteorological Administration of China [32]. Statistical differences in index values from different periods were determined via the Mann-Whitney test. A Spearman correlation analysis was used to analyze the correlations among the search indices of common diseases with LUTS and LUTS-related terms. A P value of <.05 was considered statistically significant. The changes in trends over time for each domain was identified with the Joinpoint Regression model (Program Version 4.7.0.0; Statistical Research and Applications Branch, National Cancer Institute). This model is an ideal tool that is suited for examining big data over time and testing whether an apparent change in a trend is statistically significant. Annual percent change (APC) is the summary measure of a trend over a prespecified fixed interval [33].

Statistical Analysis
All databases were constructed with Excel 2019 (Microsoft Corporation). The Mann-Whitney test and Spearman correlation analysis were conducted using IBM SPSS, version 22.0 (IBM Corporation). We used Prism 8 for macOS, version 8.4.0 (455) (GraphPad Software Incorporated) to conduct statistical analysis and create figures.

Results

Web-Based Data Trends of LUTS-Related Terms
We summarized the total BSI values of LUTS-related terms from the past 10 years. Of the 13 LUTS domains, 11 domains were available in the Baidu Index database. The BSI for each LUTS term varied greatly. The term urinary frequency had the highest total BSI value (37.78%), whereas the term nocturnal enuresis only had a total BSI value of 1.47%. Additionally, we found that 75.31% (50,183,464/66,635,247) requests were from nondesktop computers, revealing that users were more likely to conduct searches with their mobile devices (Figure 1).
Figure 1. Web-based interest in LUTS domains. A: Total BSI value of each LUTS domain. B: BSI proportion of each LUTS domain. C: Ratio between mobile internet access and desktop access. BSI: Baidu search index; LUTS: lower urinary tract symptoms.

We created a daily time series curve for the BSIs of each LUTS-related keyword for mainland China (Figure 2) and sorted the medians of each BSI value by year and season (Multimedia Appendix 3). Based on the median annual BSI for each LUTS-related term, the search trends for urinary frequency (2011-2018: APC=7.82%; P<.001), incomplete emptying (2011-2014: APC=17.74%; P<.001), nocturia (2011-2018: APC=11.54%; P<.001), dysuria (2017-2020: APC=20.77%; P<.001), and incontinence (2011-2016: APC=13.39%; P<.001) relatively grew for a period of time. The search index trends for weak stream (2011-2017: APC=−4.68%; P<.001; 2017-2020: APC=9.32%; P=.23), split stream (2011-2013: APC=9.50%; P=.44; 2013-2020: APC=2.05%; P=.71), urgency (2011-2018: APC=−2.63%; P=.03; 2018-2020: APC=8.58%; P=.19), and nocturnal enuresis (2011-2018: APC=3.20%; P<.001; 2019-2020: APC=−4.21%, P=.44) remained relatively stable and consistent (Multimedia Appendix 4). A notable spike in search volume was found for the term split stream in the year of 2018, and this mainly resulted from a surge in searches for term 4 (尿尿分叉; ie, Wee Wee split). With regard to the terms hesitancy and voiding pain, an annual downward trend was found for each keyword. With regard to seasonal differences, though the trends for frequency (P=.057), incontinence (P=.36), and nocturia (P=.27) seemed to fluctuate in a pattern, the seasonal BSI gap for each term was not significant.
Geographic Differences
Geographic differences in LUTS-related terms’ BSI data were calculated based on provincial data and sorted according to Chinese administrative divisions. These regions were Northeast China, East China, South China, North China, Central China, and Northwest and Southwest China. In Figure 3, the 10-year regional BSI proportions for all LUTS-related terms are presented in a map of mainland China. Additionally, the regional BSI proportions for each year are presented. It was notable that people from the east part of China (East, North, Northeast, and South China) made 67.79% (45,172,031/66,635,247) of the total search queries. However, the queries from West China (northwest and southwest) only accounted for 20.05% (13,360,352/66,635,247) of the search queries. The regional BSI proportion of each LUTS-related term and the annual trends are presented in Multimedia Appendix 5.
Demographic Differences

The age distribution of the population for all LUTS-related inquiries showed that individuals aged 20 to 40 years made 73.86% (49,218,123/66,635,247) of the total search inquiries. Further, individuals aged 40 to 49 years made 12.29% (8,193,922/66,635,247) of the total search inquiries for all LUTS-related terms. People aged over 50 years accounted for the least amount of general search inquiries. With regard to gender differences, searches for the term *urinary frequency*, *incontinence*, *nocturia*, and *voiding pain* were more prevalent in male populations. Other terms, such as *weak stream*, *split stream*, and *hesitancy*, were mainly inquired by female populations (Figure 4).
Figure 4. Demographic distributions of lower urinary tract symptoms–related searches. A: Gender distribution. B: Age distribution.

Search Incentives

LUTS are chronic conditions that are common in adult men and are frequently associated with BPH, chronic prostatitis, cystitis, urethritis, and urinary tract infection. Hence, we examined the correlation among the daily BSIs of these terms in order to explore people’s motivation for conducting LUTS-related searches. It was revealed that most of the searches for LUTS-related terms were related to those for urinary diseases to varying degrees (Table 1). There was no significant correlation between BPH and weak stream (P=.11) and between chronic prostatitis and dysuria (P=.053).
Table 1. Correlations between lower urinary tract symptoms–related search terms and related diagnoses (N=3543).

<table>
<thead>
<tr>
<th>Search terms</th>
<th>Benign prostatic hyperplasia</th>
<th>Chronic prostatitis</th>
<th>Cystitis</th>
<th>Urethritis</th>
<th>Urinary tract infection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$P$ value</td>
<td>$r$</td>
<td>$P$ value</td>
<td>$r$</td>
</tr>
<tr>
<td>Weak stream</td>
<td>0.011</td>
<td>.11</td>
<td>-0.240</td>
<td>&lt;.001</td>
<td>0.344</td>
</tr>
<tr>
<td>Split stream</td>
<td>0.527</td>
<td>&lt;.001</td>
<td>0.230</td>
<td>&lt;.001</td>
<td>0.313</td>
</tr>
<tr>
<td>Hesitancy</td>
<td>-0.218</td>
<td>&lt;.001</td>
<td>-0.219</td>
<td>&lt;.001</td>
<td>0.324</td>
</tr>
<tr>
<td>Incomplete emptying</td>
<td>0.636</td>
<td>&lt;.001</td>
<td>0.378</td>
<td>&lt;.001</td>
<td>0.064</td>
</tr>
<tr>
<td>Nocturia</td>
<td>0.657</td>
<td>&lt;.001</td>
<td>0.407</td>
<td>&lt;.001</td>
<td>0.139</td>
</tr>
<tr>
<td>Dysuria</td>
<td>0.222</td>
<td>&lt;.01</td>
<td>-0.033</td>
<td>.053</td>
<td>0.197</td>
</tr>
<tr>
<td>Incontinence</td>
<td>0.707</td>
<td>&lt;.001</td>
<td>0.053</td>
<td>&lt;.001</td>
<td>0.061</td>
</tr>
<tr>
<td>Urinary frequency</td>
<td>0.624</td>
<td>&lt;.001</td>
<td>0.492</td>
<td>&lt;.001</td>
<td>0.086</td>
</tr>
<tr>
<td>Nocturnal enuresis</td>
<td>0.498</td>
<td>&lt;.001</td>
<td>0.305</td>
<td>&lt;.001</td>
<td>0.330</td>
</tr>
<tr>
<td>Urgency</td>
<td>0.071</td>
<td>&lt;.001</td>
<td>0.083</td>
<td>&lt;.001</td>
<td>0.273</td>
</tr>
<tr>
<td>Odynuria</td>
<td>-0.305</td>
<td>&lt;.001</td>
<td>-0.291</td>
<td>&lt;.001</td>
<td>-0.359</td>
</tr>
</tbody>
</table>

Relative Terms of Keywords and Search Frequency

We reviewed and sorted the top searched relative terms of keywords in the Baidu Index platform. In order to classify the relative terms based on the main concerns of the users, 13 hypothetical (used to describe users’ concerns more explicitly and comprehensively) categories of domains and their core meanings were defined. These categories were as follows: irrelevant, symptoms, ethology quests, treatment, medical information, diagnoses, products and hospitals, diagnosis confirmation, tests and examinations, prognosis, traditional Chinese medicine–conceptualized quests related to diagnoses, symptoms, and treatment materials. Detailed percentages of the relevant search terms and search frequencies are listed in Figure 5. In Figure 6 and Figure 7, the inquiry terms and frequencies related to LUTS in Baidu Index are categorized and presented with their percentages. Furthermore, the top 3 terms for each domain are listed in Multimedia Appendix 6, along with their BSIs.
Figure 5. The percentage of valid searches for lower urinary tract symptoms–related terms. A: The percentage of valid term inquiries. B: The frequency of valid term inquiries.
Figure 6. The percentage of term inquiry categories in Baidu Index related to lower urinary tract symptoms. TCM: traditional Chinese medicine.
Discussion

Principal Findings

Our findings revealed that internet search trends in Baidu Index could comprehensively reflect the actual concerns of Chinese populations regarding health issues. Previous studies have confirmed that users' information-seeking behavior profiles from big data platforms are adeptly proficient in forecasting disease outbreaks, identifying interest at the population level, monitoring health education campaigns, and tracking the trends of patients' preferences [14,15,24,25]. As a primary health care information source, patients are more inclined to initiate a preliminary consult on the internet before seeing a doctor [34]. Hence, investigations of the infodemiology and infoveillance features of LUTS-related terms are capable of revealing a massive amount of users' behavioral information and reflecting actual prevalence trends to some extent [24,25]. This feature is particularly crucial when there is a lack of related epidemiology data and real-time information.

By using Baidu Index, we found that the popularity of each entry varied greatly. The most inquired term, urinary frequency, was searched 25 times more often than the least inquired term, nocturnal enuresis. Intuitively, this result shows different degrees of attention for LUTS and therefore reflects the relative prevalence of symptoms in the population. With regard to trends, we illustrated that search volumes for each LUTS-related term had maintained a certain order of magnitude. A sustained growing trend was observed for the terms frequency, incomplete emptying, nocturia, and incontinence. The trends for other phrases were relatively flat and steady. These trends indicate that while the prevalence of LUTS may remain stable, public awareness and internet penetration may be on the rise, and people's habits of seeking medical advice are changing. Furthermore, 75.31% (50,183,464/66,635,247) of the search requests were conducted on mobile devices. This fact may have resulted from the development of portable technology and mobile internet. Some clinics use smartphones to track older adults with frailty and their quality of life [35]. Additionally, 43.5% of individuals have acknowledged that they use cellphones while on the toilet; therefore, it is no trouble for these users to conduct searches while "on the go," especially when they are experiencing a LUTS attack [36].

We noticed a spike in search volume for the term incontinence, which surged to over 3400 from 1100 on May 6, 2013. However, just 15 days prior, an earthquake (7.0 on the Richter scale) struck...
Ya'an, Sichuan Province, resulting in 196 deaths, 21 missing individuals, and 11,470 injured individuals. We believe that the spike in search volume for incontinence is related to this event, as most incontinence symptoms would have appeared after the injuries from the earthquake [37]. Additionally, we noticed an abnormal fluctuation that was above the average search volume for the term split stream. The total increase in this term’s search volume originated from term 4 (尿尿分叉; i.e., Wee Wee split). We suspect that this may have been caused by the bidding manipulation of specific keywords by some individuals or institutions because the popularity of other terms has not increased significantly [25]. However, due to the openness of the Baidu Index platform, this abnormal fluctuation can only affect the search popularity of a specific term for a certain period of time [23]. Nevertheless, it will not affect the popularity of other synonyms. Additionally, despite the fact that the competitive ranking promotion mechanism is well known in Baidu’s product line, this mechanism is limited to ranking search results instead of guiding or changing users' search preferences by shifting their needs. Hence, this abnormal search volume phenomenon only occurs occasionally. The relatively consistent search trend for other terms suggests that the BSI can still be a good indicator of public attention toward specific LUTS if keywords are sufficiently included in the search.

After analyzing the regional differences in search volumes, we found that the search trends of each LUTS-related term were in line with those of other infodemiology research [24,25]. The search volume for each LUTS-related term was highest in the East China region, followed by those in North, South, and Central China. In Northwest China, search volumes were lowest. However, the trends revealed by the BSI contradict previous investigations on the prevalence of LUTS and BPH. In earlier investigations, the prevalence of LUTS was highest in the northwest and northeast regions and lowest in the southwest areas [12,38]. However, at the provincial level, the prevalence of LUTS in Guangdong, Shanghai, and Beijing was ranked highest compared to those of other provinces [38]. These three provinces are representative of the South, East, and North China regions. Further, the data sets of previous investigations pooled individuals aged over 40 years. As a result of this, the rankings from these investigations were not much different from ours. Moreover, medical infrastructures, internet access, and public health awareness are considered better in these higher income regions. Coupled with the fact that Baidu’s data sources involve people of all ages from across the whole country, the geographic patterns in BSIs may reflect the socioeconomic and population rankings of regions in mainland China.

In Groutz et al’s [39] and Heylen et al’s [40] investigations, the prevalence of voiding difficulty in the female population was vastly underestimated. The prevalence of voiding difficulty significantly increases with age and the degree of pelvic organ prolapse [39,40]. Additionally, voiding symptoms such as weak streams, hesitancy, and strained urination are especially prevalent in females when other comorbidities are present [41]. Specifically, the pooled incidence rate of voiding difficulty is 21.3% and 15.5% in males and females, respectively [42]. Thus symptom differences based on sex are not significant. Further, when comparing LUTS prevalence rates, Apostolidis et al [43] recognized that they failed to investigate incidents of incontinence in both sexes. This was because certain symptoms, such as incontinence, are not listed in the IPSS or National Institutes of Health Chronic Prostatitis Symptom Index assessments, which are the most commonly applied assessments and checklists for men with LUTS and chronic pelvic pain syndrome symptoms [42]. The IPSS is universally used, even when evaluating the efficacy of prostate surgery—a known leading cause of male urinary incontinence [44,45]. The evaluations for male incontinence is listed in the “expanded” index for “prostate cancer patients” [46]. This is probably because of the belief that male incontinence has almost always resulted from prolonged bladder outlet obstruction [47]. Nevertheless, it should be noted that other causes, such as sphincter injury following prostatic surgery, polypharmacy, detrusor degeneration, and sustained urinary tract infection, have also been identified as common factors of male incontinence onset [48]. Therefore, prostate problems may be an essential factor of the systematic neglect of primary incontinence symptoms in the male population. Similarly, the diagnostic criteria for female bladder obstruction have been misestimated, and it is recommended that female bladder obstruction should be confirmed with urodynamic examinations [39,43]. Despite these issues, there are differences in the distribution of LUTS between men and women. It is worth pointing out that the real factor that determines whether patients seek medical treatment is not the characteristics of symptoms but the severity of symptoms [49]. Additionally, as internet users with web-based health issue inquiries are 60% more likely to seek and use health care services, the ratio of BSIs for reported symptoms could be used to remind practitioners to avoid ignoring “uncommon” symptoms in each gender population [50].

Baidu Index lists the top 10 related theme words for each search term. In this platform, the trends for correlated search terms are calculated and updated weekly. This system enables practitioners to gain insight into the most concerning problems from patients, confirm individuals’ main intentions, and examine the most exposed information to users. In our study, we found that the related theme words were not limited to the field of disease diagnosis, cause, and treatment, as previously described [25]. Instead, users had an extensive range of questions and concerns about LUTS (eg, the best hospital, treatment efficacies, and disease prognosis), and Baidu Index includes a lot of content that has nothing to do with health counseling. The differences in the distribution of the theme words varied vastly for each LUTS-related term. In terms of the relevance ratio, the term dysuria had the highest number of relevant term entries and search frequencies. However, although the term urinary incontinence was included in 85.67% (8134/9495) of the number of valid search entries, this term had the lowest search volume (1,726,303/283,932,352, 6.08%). Further, we noticed that the terms related to symptoms, etiology, and treatment were the terms that were the most inquired by Baidu platform users. With regard to the term incontinence, a large number of inquiries related to diagnosis mainly included the term incontinence, which is both a symptom description and a diagnostic. Hence it is clear that Baidu platform users are more inclined to make inquiries by describing their symptoms and seek treatment.
Although the diagnosis and prognosis of LUTS are also of concern, the rate is relatively low.

We also noticed that there were numerous inquiries that were formatted as “what are the symptoms of...?” This form of question implies that Baidu platform users may have a definite awareness of the diagnoses related to their symptoms and that they have needed to confirm or exclude a particular diagnosis. This is a typical internet self-assessment pattern. Further, for the treatment category, we found that most users focused on inquiries such as “the most effective medication” or “the fastest efficacy.” These facts reveal that Baidu platform users’ views of LUTS and related diagnoses are one-sided. Their intention is to control LUTS as soon as possible instead of consulting a doctor to obtain a definite diagnosis and treatment regimen. It is worth pointing out that despite the fact that diseases indicated by LUTS are often not life-threatening, completing routine urine tests or ultrasonic examinations as part of standardized diagnosis and treatment procedures can at least reduce the likelihood of misdiagnosing malignancies [51,52]. Furthermore, some patients believe that examinations with negative results are conducted with the purpose of making a profit and are therefore meaningless and a waste of money [53]. These beliefs may worsen when these patients come across information that claims people can cure LUTS with free, “do-it-yourself” methods. Such information will strengthen their prejudice against hospitals and increase their likelihood of using “do-it-yourself” methods to heal their LUTS [54]. Patients’ limited understanding of health issues predisposes them to misdiagnoses, results in illness delays, and poses considerable health risks.

Limitations
Several limitations in this study should be addressed. One is that Baidu Index only analyzes search data from Baidu and does not analyze search data from social media platforms. Therefore, the data generated by these platforms could not be assessed. Further, the types of Baidu platform users could not be determined due to confidentiality (ie, users’ privacy protection). Consequently, the analysis of demographic data regarding information-seeking preferences and behaviors could only be based on age, gender, and regions. Information such as socioeconomic status, ethnicity, and educational background were not obtainable. Furthermore, LUTS and their associated diseases, such as prostatitis, BPH, and cystitis, are not covered by national surveillance systems and lack corresponding epidemiological data. Additionally, instead of real search frequencies, the BSI is just a weighted index derivative; we could only speculate the relative popularity of LUTS-related search terms and their development trends.

Notwithstanding these limitations, this is the first study that investigates public concerns about LUTS, to the best of our knowledge. We chose to examine the infodemiology characteristics of LUTS because the clinical manifestations of LUTS are obvious to patients. As such, LUTS are easy to compare when analyzing clinical diagnoses and diseases. Therefore, research on the search volumes of LUTS-related keywords can directly mirror existing problems from the patient perspective.

Finally, we believe that infodemiology research based on the BSI reveals people’s behaviors when they search for related keywords and that such data can be used as an important reference for understanding the population’s needs. In terms of medical and health-related information, Baidu should seek government health management departments’ help to revise and standardize medical-related keywords and consultations, so that their platform can better serve consumers, potential patients, health management departments, and medical practitioners. Since the real-time data on search volumes and information-seeking behaviors on the platform are renewed over time, these data can potentially be used to provide supplementary references and up-to-date information for improving care practice standards and making policies in a timelier manner.

Conclusion
Web-based interest in LUTS-related terms fluctuated wildly and was reflected timely by Baidu Index in mainland China. Significant variability was observed in the web-based search popularity of each LUTS-related term, and popularity differed based on personal interests, the population’s concerns, regional variations, and gender differences. These data can be used by medical professionals to track the prevalence of LUTS and the population’s interests, guide the establishment of disease-specific health care policies, and optimize physician-patient health care sessions.
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Abstract

Background: In contrast to air pollution and pollen exposure, data on the occurrence of the common cold are difficult to incorporate in models predicting asthma hospitalizations.

Objective: This study aims to assess whether web-based searches on common cold would correlate with and help to predict asthma hospitalizations.

Methods: We analyzed all hospitalizations with a main diagnosis of asthma occurring in 5 different countries (Portugal, Spain, Finland, Norway, and Brazil) for a period of approximately 5 years (January 1, 2012-December 17, 2016). Data on web-based searches on common cold were retrieved from Google Trends (GT) using the pseudo-influenza syndrome topic and local language search terms for common cold for the same countries and periods. We applied time series analysis methods to estimate the correlation between GT and hospitalization data. In addition, we built autoregressive models to forecast the weekly number of asthma hospitalizations for a period of 1 year (June 2015-June 2016) based on admissions and GT data from the 3 previous years.

Results: In time series analyses, GT data on common cold displayed strong correlations with asthma hospitalizations occurring in Portugal (correlation coefficients ranging from 0.63 to 0.73), Spain (ρ=0.82-0.84), and Brazil (ρ=0.77-0.83) and moderate correlations with those occurring in Norway (ρ=0.32-0.35) and Finland (ρ=0.44-0.47). Similar patterns were observed in the
correlation between forecasted and observed asthma hospitalizations from June 2015 to June 2016, with the number of forecasted hospitalizations differing on average between 12% (Spain) and 33% (Norway) from observed hospitalizations.

Conclusions: Common cold–related web-based searches display moderate-to-strong correlations with asthma hospitalizations and may be useful in forecasting them.

(J Med Internet Res 2021;23(7):e27044) doi:10.2196/27044
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Introduction

Background

Asthma poses a substantial burden on health care, with hospitalizations being one of the main drivers of asthma-related costs [1]. The prediction of asthma hospitalization patterns may take into account major risk factors for asthma exacerbations, such as occurrence of the common cold (most often due to rhinovirus infections) [2-4], air pollution, and pollen exposure. However, although air pollution and pollen peaks can be measured (allowing for alert systems to be developed), data on rhinovirus infections are more difficult to obtain and thus to be incorporated into prediction models.

Infodemiology data open new possibilities for the development of models predicting asthma hospitalizations. Infodemiology is defined as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” [5,6]. Infodemiology comprises supply-based and demand-based approaches, with the latter including the analysis of web-based searches to assess individuals’ health-seeking behavior [6]. Google Trends (GT) is one of the most frequently used tools to assess trends in web-based searches. This Google service displays the relative volume of searches for which a keyword (or set of keywords) is entered into the Google search engine [7]. Web-based searches on asthma and related terms have been assessed in previous studies [8,9]. However, GT for the search term asthma [7] only allows for the easy identification of large outbreaks (such as thunderstorm-induced asthma) [10] or media coverage–driven search peaks [11]. In fact, seasonal variations in pollen concentrations, which influence the occurrence of asthma exacerbations, are not reflected in GT for asthma [9]. However, to date, no study has examined the relationship between GT for common cold, the major risk factor for asthma exacerbations, and asthma hospitalizations.

Objectives

In this study, we aim to assess whether asthma hospitalizations could be predicted by GT along with data from previous hospital admissions. To do so, we aim (1) to assess and discuss GT for common cold in different countries of the world, (2) to correlate GT for common cold and hospitalization data, and (3) to build models forecasting asthma hospitalizations for a period of 1 year (based on GT and past hospitalization data), correlating observed and predicted asthma hospitalizations.

Methods

Study Design

We conducted an infodemiology study to (1) correlate GT on rhinovirus-related search terms with asthma hospitalizations for a period of approximately 5 years (2012-2016) in Portugal, Spain, Finland, Norway, and Brazil and (2) assess whether such GT, along with previous admissions, were able to predict asthma hospitalizations. This study complies with the methodological framework of Mavragani and Ochoa [12].

Queries and Data Sources for GT for Rhinovirus-Related Search Terms

GT topics are groups of search terms that concern the same concept, irrespective of their language [9,12-14]. This is particularly relevant, as there are countries with several words and idioms referring to the common cold (a paradigmatic example is Spain, a country with five official and co-official languages) as well as others with ambiguous words referring to the common cold (eg, English-speaking countries, in which cold has a double meaning). Assessing data from several countries, we found that common cold was listed as a pseudo-influenza syndrome topic (this topic was renamed as common cold at the time of manuscript submission).

We then retrieved country-level GT on rhinovirus-related search terms from January 1, 2012, to December 17, 2016, in Portugal, Spain, Finland, Norway, and Brazil. The countries were selected according to the possibility of having nationwide weekly asthma hospitalization data available for comparison. To provide a wider perspective, we plotted GT patterns for the pseudo-influenza syndrome topic, not only in these 5 countries, in which asthma hospitalizations were also assessed, but also in 11 additional countries.

The assessed time frame was selected considering both GT and asthma hospitalization data. On the one hand, for periods longer than 5 years, GT data are presented on a monthly level rather than on a weekly level (with monthly intervals being insufficiently sensitive for assessing variations in asthma hospitalizations). On the other hand, a complete period of 5 years was not assessed (with the last 2 weeks of December 2016 not being assessed) on account of available asthma hospitalization data (see the subsection Asthma Hospitalization Data Sources).

For each country, we tested two different GT queries: (1) one consisting of the pseudo-influenza syndrome topic, and (2) another being a combination of search terms consisting of words for common cold (selected on discussion with native speakers).
of each language). The search term combinations were as follows:

- Portugal: constipação + resfriado
- Spain: resfriado + resfrío + catarro + constipado + refredar + constipate + arrefriado + hotzeri
- Finland: flansa + ruha + vilustiminen
- Norway: forkjølelse + forkjøring + snue + krimsjuke
- Brazil: resfriado

Quotation marks were not used because each keyword consisted of a single word. Misspellings or nonaccentuated forms were not included in the search term combinations. In Portugal, the words without diacritical marks (ie, constipacao or constipao) have a much lower relative volume of searches (with many zero-value observations) than the correct word constipação, with identical relative search volumes being observed whenever misspelled words are or are not included in search term combinations. In Spain, identical relative search volumes are also observed, whether or not the misspelled word resfrío is included in search term combinations. In Norway, the misspelled variants forkjølelse and forkjøring generate negligible results (ie, all observations with a relative search volume of zero).

State-level analyses were also performed in Spain and Brazil. For Spain, we performed separate analyses for the three most populous autonomous communities (Andalusia, Catalonia, and Madrid). For Brazil, we separately analyzed data from the most populous state in three of the five Brazilian geographical regions (as defined by the Brazilian Institute of Geography and Statistics): São Paulo (Southeast), Rio Grande do Sul (South), and Bahia (Northeast). For the two other geographical regions (North and Central-West), the most populous states had low-quality GT data (with many weeks recorded as 0).

GT was accessed via its web interface. Categories and subcategories were not selected in our searches. GT data sources, other than web searches, have not been used. Searches and data extraction were performed on January 13, 2020, with a single data extraction for each country.

**Asthma Hospitalization Data Sources**

In the 5 studied countries, we assessed all hospitalizations with asthma as the main diagnosis (ie, International Classification of Diseases, Ninth Revision, Clinical Modification code 493.x or International Classification of Diseases, Tenth Revision, code J45) occurring in public hospitals from January 1, 2012, to December 17, 2016 (the last 2 weeks of 2016 were not included, as we did not have any information on 2017 Portuguese and Brazilian discharges, and many patients admitted at the end of 2016 were discharged in 2017). Hospitalization data were retrieved from (1) the Hospital Morbidity database (provided by the Portuguese Central Administration of the Healthcare System) for Portugal, (2) the Hospital Morbidity Survey databases (Encuesta de morbilidad hospitalaria, Instituto Nacional de Estadistica) for Spain, (3) the National Hospital Discharge Register (Hilmo) for Finland, (4) the Norwegian Patient Registry (Norsk Pasientregister) for Norway, and (5) DATASUS data from the Single Health System (Sistema Único de Saúde) for Brazil.

**Statistical Analysis**

In brief, we performed two major types of analyses. First, we assessed the correlations between GT data and asthma hospitalizations in each country after applying time series analysis methods. Subsequently, we built models forecasting asthma hospitalizations for a period of 1 year based on GT and hospitalization data from the previous 3 years. To test for the predictive ability of the models, forecasted and observed asthma admissions were compared. Both GT and hospitalization data were presented weekly. The performance of analysis on a weekly basis allowed for the detection of short-term variations without the large random fluctuations that can be observed when data are analyzed on a daily basis.

In detail, we calculated Pearson correlation coefficients to assess the correlation between GT data and asthma hospitalizations in each country. In addition, we performed cross-correlation analysis because (1) for GT data, a relevant trend is expected, mirroring an increase in Google searches with the passing of years, and (2) GT results are expressed as relative search values (ie, percentages in relation to the maximum observed value of the whole period), whereas hospitalizations are expressed as absolute values. The time series can be decomposed into three components: trend, seasonal effects, and random errors. We removed the trend component for both GT and hospitalization data and then estimated cross-correlation coefficients between GT and hospitalization data of the same week and with different week lags (namely, with 1, 2, 3, and 4 weeks of difference between GT data and hospitalization data, to assess whether search volumes displayed better correlation with asthma hospitalizations occurring in subsequent weeks than with those occurring in the same week).

We built seasonal autoregressive integrated moving average (ARIMA) models to forecast variations in asthma hospitalizations over a period of 1 year. We started in the Northern Hemisphere Summer of 2015 (week of June 21, 2015) and based our models on the trend component of asthma hospitalizations and on GT data from the 3 previous years (weeks of July 1, 2012-June 14, 2015). Seasonal ARIMA models are defined by the parameters \( (p, d, q)(P, D, Q)s \), where \( p \) corresponds to the order of autoregression, \( d \) is the degree of difference, \( q \) is the order of the moving average part, \( P \) is the seasonal order of autoregression, \( D \) is the seasonal integration, \( Q \) is the seasonal moving average, and \( s \) is the length of the seasonal period [11,15]. We applied seasonal ARIMA \((3,0,2)(0,1,1)_{32}\) models. Such models were chosen, among others with \( p=3 \) or \( p=4 \) (as suggested by the time series autocorrelation function plots) and with other parameters, on account of their lower corrected Akaike information criteria and nondetection of correlated residuals (both as assessed by the Ljung-Box test and by the autocorrelation function plots, with no significant spikes being observed). Asthma hospitalizations and GT data from July 2012 to June 2015 were used as a training set, with hospitalizations between the weeks of June 21, 2015, and June 19, 2016 being forecasted based on observed GT for that period. The predictive ability of the models was assessed by calculating (1) the correlation coefficients between the predicted variation in hospitalizations and the observed trend in hospitalizations.
for that period, (2) the correlation coefficients between the predicted variation in hospitalizations and the actual number of asthma hospitalizations (ie, without time series decomposition) for that period, (3) the average weekly difference between the numbers of predicted and observed hospitalizations, and (4) the number of weeks whose number of observed asthma hospitalizations fell outside the 95% CI for predicted admissions.

Normality was assessed from the skewness and kurtosis of each distribution (with values lower than −1 or higher than 1 indicating deviation from normality). The 95% CIs of the correlation coefficients were computed to assess their precision and determine whether they were significantly different from 0. All analyses were performed using the R software, version 4.0.0 (R Foundation for Statistical Computing).

Results

Overview

Assessing data from several countries, we observed that common cold was listed as pseudo-influenza syndrome topic, although with variable correlation between GT on the pseudo-influenza syndrome topic and common cold words (Figure 1). A relatively low correlation coefficient was observed for the United Kingdom, as we compared the pseudo-influenza syndrome topic with the search expression common cold, which may not be frequently used, particularly when compared with the term cold. However, we did not query the latter term because of its double meaning.

Between 2012 and 2016, GT data for pseudo-influenza syndrome presented similar patterns across 16 countries for which GT data were plotted, with peaks in the winter and valleys in the summer (Figure 2). In the 5 main assessed countries, correlations between untransformed GT on the pseudo-influenza syndrome topic and asthma hospitalizations varied between 0.10 (in the Brazilian state of Bahia) and 0.69 (in Spain; Table 1). Similar values were observed when analyzing the correlations between GT and words for the common cold.

Figure 1. Google Trends data on the pseudo-influenza syndrome topic and on common cold search terms in each country’s respective language or languages (r: Pearson correlation coefficient). For the United Kingdom, r=0.769 when GT data on pseudo-influenza syndrome and on common cold search terms are retrieved separately. GT: Google Trends.
Figure 2. Google Trends data on *pseudo-influenza syndrome* for 16 countries in Europe (blue), North America (green), and the Southern Hemisphere (red) for a period of 5 years (2012-2016). GT: Google Trends; RSV: relative search volume.
Correlation and cross-correlation coefficients between common cold Google Trends data (ie, Google Trends data on the pseudo-influenza syndrome topic and on common cold search terms) and asthma hospitalizations for the period 2012-2016.

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Pseudo-influenza syndrome topic</th>
<th>Common cold search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>0.54 (0.42 to 0.66)</td>
<td>0.53 (0.41 to 0.65)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.69 (0.57 to 0.81)</td>
<td>0.69 (0.57 to 0.82)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.54 (0.42 to 0.66)</td>
<td>0.55 (0.43 to 0.67)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.65 (0.53 to 0.78)</td>
<td>0.67 (0.54 to 0.79)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.63 (0.51 to 0.75)</td>
<td>0.67 (0.53 to 0.78)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.16 (0.04 to 0.29)</td>
<td>0.15 (0.03 to 0.27)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.15 (0.03 to 0.27)</td>
<td>0.15 (0.03 to 0.27)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.26 (0.14 to 0.39)</td>
<td>0.27 (0.14 to 0.37)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.45 (0.33 to 0.57)</td>
<td>0.45 (0.33 to 0.57)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.54 (0.42 to 0.66)</td>
<td>0.54 (0.42 to 0.66)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.10 (−0.02 to 0.22)</td>
<td>0.10 (−0.02 to 0.22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Percentile (95% CI) (based on ob-erved data)</th>
<th>Percentile (95% CI) (after removal of the trend component)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>0.68 (0.54 to 0.81)</td>
<td>0.66 (0.52 to 0.76)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.83 (0.69 to 0.97)</td>
<td>0.69 (0.55 to 0.82)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.63 (0.50 to 0.77)</td>
<td>0.68 (0.56 to 0.79)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.80 (0.66 to 0.93)</td>
<td>0.79 (0.65 to 0.93)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.67 (0.53 to 0.80)</td>
<td>0.65 (0.52 to 0.79)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.44 (0.30 to 0.58)</td>
<td>0.42 (0.29 to 0.56)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.32 (0.18 to 0.49)</td>
<td>0.18 (0.05 to 0.32)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.83 (0.69 to 0.97)</td>
<td>0.62 (0.49 to 0.76)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.58 (0.45 to 0.72)</td>
<td>0.33 (0.19 to 0.47)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.64 (0.50 to 0.77)</td>
<td>0.57 (0.44 to 0.72)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.49 (0.36 to 0.63)</td>
<td>0.47 (0.33 to 0.61)</td>
</tr>
</tbody>
</table>

Time Series Results

In time series analyses, GT on the pseudo-influenza syndrome topic correlated more strongly with asthma hospitalizations occurring in the subsequent week than with those occurring in the same week in Portugal ($\rho=0.73$ vs $\rho=0.68$), Spain ($\rho=0.84$ vs $\rho=0.83$), and Norway ($\rho=0.35$ vs $\rho=0.32$) but not in Finland ($\rho=0.44$ in both cases) or Brazil ($\rho=0.77$ vs $\rho=0.83$; Table 1; Figure 3). Similar results were observed with GT on common cold search terms (Portugal: $\rho=0.68$ vs $\rho=0.63$; Spain: $\rho=0.84$ vs $\rho=0.82$; Finland: $\rho=0.47$ vs $\rho=0.46$; Norway: $\rho=0.32$ vs $\rho=0.35$; Brazil: $\rho=0.77$ vs $\rho=0.82$). Relevant regional differences were observed in Spain and Brazil. In Spain, stronger correlations were observed in Catalonia than in Madrid or Andalusia. In Brazil, stronger correlations were observed in Rio Grande do Sul and São Paulo than in Bahia.

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Percentile (95% CI) (based on ob-erved data)</th>
<th>Percentile (95% CI) (after removal of the trend component)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>0.67 (0.53 to 0.80)</td>
<td>0.65 (0.52 to 0.79)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.69 (0.55 to 0.82)</td>
<td>0.66 (0.52 to 0.79)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.77 (0.64 to 0.91)</td>
<td>0.70 (0.57 to 0.84)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.78 (0.65 to 0.92)</td>
<td>0.76 (0.62 to 0.90)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.64 (0.50 to 0.78)</td>
<td>0.62 (0.48 to 0.76)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.46 (0.32 to 0.59)</td>
<td>0.40 (0.26 to 0.54)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.27 (0.12 to 0.35)</td>
<td>0.15 (0.02 to 0.29)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.77 (0.63 to 0.91)</td>
<td>0.69 (0.55 to 0.82)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.60 (0.47 to 0.74)</td>
<td>0.46 (0.33 to 0.60)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.57 (0.43 to 0.70)</td>
<td>0.53 (0.40 to 0.67)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.43 (0.30 to 0.57)</td>
<td>0.40 (0.26 to 0.54)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Percentile (95% CI) (based on ob-erved data)</th>
<th>Percentile (95% CI) (after removal of the trend component)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>0.66 (0.52 to 0.80)</td>
<td>0.64 (0.50 to 0.78)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.71 (0.58 to 0.85)</td>
<td>0.64 (0.50 to 0.78)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.65 (0.52 to 0.79)</td>
<td>0.62 (0.48 to 0.76)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.59 (0.45 to 0.72)</td>
<td>0.57 (0.44 to 0.72)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.64 (0.50 to 0.78)</td>
<td>0.62 (0.48 to 0.76)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.46 (0.33 to 0.50)</td>
<td>0.46 (0.33 to 0.50)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.65 (0.52 to 0.79)</td>
<td>0.65 (0.52 to 0.79)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.70 (0.57 to 0.84)</td>
<td>0.62 (0.49 to 0.76)</td>
</tr>
<tr>
<td>Sáo Paulo</td>
<td>0.57 (0.43 to 0.70)</td>
<td>0.53 (0.40 to 0.67)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.54 (0.42 to 0.66)</td>
<td>0.54 (0.42 to 0.66)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.50 (0.37 to 0.64)</td>
<td>0.50 (0.37 to 0.64)</td>
</tr>
</tbody>
</table>

*Week lag corresponds to the week difference between Google Trends and hospitalization data (eg, a week lag of 1 implies that Google Trends data of a certain week will be correlated with hospitalization data of the following week).

Forecasts for 1-year (June 2015 to June 2016) variations in asthma hospitalizations obtained through seasonal ARIMA models strongly correlated with actual observed asthma hospitalizations for the same period in Spain (ρ=0.88-0.91), Brazil (ρ=0.87-0.94), and Portugal (ρ=0.69-0.79; Table 2). Such correlations were moderate for Finland (ρ=0.49-0.55) and Norway (ρ=0.37-0.45). In Spain, the strongest correlations were observed for Catalonia (ρ=0.86-0.87), whereas in Brazil, they were observed for Rio Grande do Sul (ρ=0.89-0.91).

From June 2015 to June 2016, we also forecasted the number of asthma hospitalizations occurring each week and compared it with the number of observed asthma hospitalizations (Table 3; Figures 4 and 5). The weekly number of predicted hospitalizations showed, on average, a 12% difference compared with the number of observed asthma hospitalizations in Spain.
This difference was 23% in Portugal, 16%-17% in Finland, 32%-33% in Norway, and 21%-23% in Brazil. In 1 year, the number of weeks in which the absolute frequency of observed asthma hospitalizations did not fall within the predicted 95% CI ranged between 0 (Rio Grande do Sul) and 8 (Brazil as a whole).

**Figure 3.** Google Trends data on pseudo-influenza syndrome and asthma hospitalizations (2012-2016) in Portugal, Spain, Finland, Norway, and Brazil. The trend component of time series has been plotted after removal of the seasonal effects and random error components. GT: Google Trends.
Table 2. Results of forecasts for 1-year variations in asthma hospitalizations: correlation coefficients between predicted variations in asthma hospitalizations and actually observed asthma hospitalizations over 1 year (June 2015 to June 2016).

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Transformed observed hospitalizations, correlation coefficient (95% CI)</th>
<th>Untransformed observed hospitalizations, correlation coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pseudo-influenza syndrome topic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>0.79 (0.67-0.88)</td>
<td>0.74 (0.60-0.84)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.90 (0.82-0.95)</td>
<td>0.88 (0.79-0.93)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.75 (0.61-0.85)</td>
<td>0.75 (0.60-0.85)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.87 (0.77-0.93)</td>
<td>0.86 (0.77-0.92)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.83 (0.72-0.90)</td>
<td>0.82 (0.70-0.89)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.54 (0.26-0.73)</td>
<td>0.49 (0.19-0.71)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.37 (0.09-0.60)</td>
<td>0.41 (0.15-0.64)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.93 (0.89-0.96)</td>
<td>0.87 (0.80-0.92)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.68 (0.45-0.84)</td>
<td>0.67 (0.51-0.79)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.89 (0.83-0.94)</td>
<td>0.91 (0.86-0.95)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.85 (0.74-0.92)</td>
<td>0.81 (0.72-0.89)</td>
</tr>
<tr>
<td><strong>Common cold search terms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>0.76 (0.63-0.85)</td>
<td>0.69 (0.58-0.79)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.91 (0.85-0.95)</td>
<td>0.88 (0.77-0.95)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.79 (0.67-0.87)</td>
<td>0.78 (0.64-0.88)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.87 (0.81-0.93)</td>
<td>0.86 (0.79-0.92)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.84 (0.74-0.91)</td>
<td>0.83 (0.72-0.90)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.55 (0.26-0.75)</td>
<td>0.49 (0.18-0.72)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.39 (0.16-0.58)</td>
<td>0.45 (0.19-0.63)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.94 (0.90-0.96)</td>
<td>0.88 (0.82-0.92)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.73 (0.50-0.88)</td>
<td>0.72 (0.59-0.81)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.89 (0.82-0.94)</td>
<td>0.90 (0.84-0.95)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.85 (0.77-0.92)</td>
<td>0.81 (0.71-0.89)</td>
</tr>
</tbody>
</table>

*aCorrelation coefficients between predicted weekly asthma hospitalization trends and actual observed hospitalizations after applying time series analysis methods (ie, after removing the trend component).*

*bCorrelation coefficients between predicted weekly hospitalization trends and actual observed raw numbers of weekly asthma hospitalizations.*
Table 3. Results of 1-year (June 2015-June 2016) forecasts for the number of asthma hospitalizations based on autoregressive integrated moving average models including common cold–related Google Trends data and asthma hospitalizations of the previous 3 years.

<table>
<thead>
<tr>
<th>Country or region</th>
<th>Pseudo-influenza syndrome topic</th>
<th>Average difference in the absolute numbers of predicted and observed weekly hospitalizations, N (average % difference)</th>
<th>Weeks with observed hospitalizations outside predicted 95% CIs, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>0.79 (0.68-0.87)</td>
<td>5 (23.3)</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Spain</td>
<td>0.92 (0.85-0.96)</td>
<td>54 (11.6)</td>
<td>4 (7.5)</td>
</tr>
<tr>
<td>Andalusia</td>
<td>0.76 (0.62-0.85)</td>
<td>9 (21.5)</td>
<td>5 (9.4)</td>
</tr>
<tr>
<td>Catalonia</td>
<td>0.88 (0.80-0.92)</td>
<td>13 (16.3)</td>
<td>5 (9.4)</td>
</tr>
<tr>
<td>Madrid</td>
<td>0.80 (0.67-0.88)</td>
<td>15 (21.1)</td>
<td>6 (11.3)</td>
</tr>
<tr>
<td>Finland</td>
<td>0.45 (0.16-0.69)</td>
<td>10 (16.7)</td>
<td>4 (7.5)</td>
</tr>
<tr>
<td>Norway</td>
<td>0.40 (0.17-0.59)</td>
<td>14 (31.8)</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.88 (0.80-0.92)</td>
<td>328 (20.6)</td>
<td>7 (13.2)</td>
</tr>
<tr>
<td>São Paulo</td>
<td>0.63 (0.40-0.80)</td>
<td>52 (32.3)</td>
<td>3 (5.7)</td>
</tr>
<tr>
<td>Rio Grande do Sul</td>
<td>0.88 (0.82-0.93)</td>
<td>22 (22.8)</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Bahia</td>
<td>0.79 (0.67-0.87)</td>
<td>63 (24.4)</td>
<td>5 (9.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Common cold search terms</th>
<th>Portugal</th>
<th>0.77 (0.65-0.86)</th>
<th>6 (22.5)</th>
<th>1 (1.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spain</td>
<td>0.90 (0.85-0.96)</td>
<td>54 (11.6)</td>
<td>4 (7.5)</td>
</tr>
<tr>
<td></td>
<td>Andalusia</td>
<td>0.78 (0.66-0.88)</td>
<td>9 (23.5)</td>
<td>6 (11.3)</td>
</tr>
<tr>
<td></td>
<td>Catalonia</td>
<td>0.86 (0.75-0.92)</td>
<td>13 (16.1)</td>
<td>6 (11.3)</td>
</tr>
<tr>
<td></td>
<td>Madrid</td>
<td>0.81 (0.68-0.90)</td>
<td>15 (21.4)</td>
<td>7 (13.2)</td>
</tr>
<tr>
<td></td>
<td>Finland</td>
<td>0.47 (0.24-0.65)</td>
<td>9 (15.8)</td>
<td>3 (5.7)</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>0.40 (0.14-0.59)</td>
<td>15 (32.8)</td>
<td>3 (5.7)</td>
</tr>
<tr>
<td></td>
<td>Brazil</td>
<td>0.94 (0.90-0.96)</td>
<td>359 (22.6)</td>
<td>8 (15.1)</td>
</tr>
<tr>
<td></td>
<td>São Paulo</td>
<td>0.68 (0.42-0.83)</td>
<td>48 (30)</td>
<td>2 (3.8)</td>
</tr>
<tr>
<td></td>
<td>Rio Grande do Sul</td>
<td>0.89 (0.84-0.94)</td>
<td>19 (20)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>Bahia</td>
<td>0.85 (0.77-0.92)</td>
<td>63 (24.3)</td>
<td>5 (9.4)</td>
</tr>
</tbody>
</table>
Figure 4. Predicted and observed number of asthma hospitalizations for 1 year in Portugal, Spain, Finland, Norway, and Brazil. Predicted hospitalizations were estimated based on previous hospitalizations and on Google Trends data for the pseudo-influenza syndrome topic.
Discussion

Principal Findings

In this study, we observed moderate-to-strong correlations between rhinovirus-related GT and asthma hospitalization data in 5 different countries (Portugal, Spain, Finland, Norway, and Brazil). In addition, based on previous admission patterns and rhinovirus GT, we built seasonal ARIMA models with good capacity to forecast asthma hospitalizations.

Although the overall observed correlations were moderate to strong, and the forecast models showed good performance, between-country differences should be highlighted. Overall, lower correlations between rhinovirus-related GT and hospitalization data were observed in Finland and Norway. In these 2 countries, the analysis of our data indicates that asthma hospitalizations have markedly decreased throughout the years. Such a decrease may be partly explained by a focus on the early detection and prevention of exacerbations. Such goals are indeed stated in the Finnish Asthma Programme 1994-2004 and in the Finnish Allergy Programme 2008-2018, which have both promoted guided self-management (ie, patients’ identification of causes and proactive prevention of exacerbations) as the primary form of treatment [16,17]. This better overall asthma control (with a more effective prevention of respiratory infection–related exacerbations) may in part be explained by the lower correlations between common cold–related GT and asthma hospitalizations. On the other hand, differences between Finland and Norway may be explained by the more frequent fluctuations in Norwegian asthma hospitalizations (even within the same season), which can be explained by geographic or climatic reasons: Norway has a long coast along several seas in the Atlantic and Arctic with more than five Köppen climate zones, whereas Finland only lies in the Baltic Sea with three Köppen climate zones. In fact, for Norway, a stronger cross-correlation (0.46) was observed when performing analyses based on 15-day average values instead of weekly values. These frequent fluctuations also explain why, despite the moderate correlations, the observed number of Norwegian hospitalizations fell within the forecasted 95% CIs in 49-51 out of 52 weeks (June 2015-June 2016).

On the other hand, within-country differences should also be considered. For example, in Spain, the strongest correlations between observed and predicted asthma hospitalizations were related to the autonomous community of Catalonia. The fact that correlations were weaker in other areas may be partly explained by the seasonal asthma hospitalization peaks observed
in Madrid and Andalusia, which had no correspondence with rhinovirus-related GT data. In fact, such peaks correlate with olive pollen peaks, and olive pollen concentrations are much higher in Madrid and Andalusia than in Catalonia [18]. Differences in pollen exposure may also partly explain the worse results observed in Portugal (when compared with Spain), where olive trees are abundant throughout all inland regions. In Brazil, the best results were consistently observed for Rio Grande do Sul, a state with only two Köppen climate zones, compared with seven in São Paulo and nine in Bahia. Therefore, although rhinovirus-related GT, along with previous hospitalization patterns, may help to forecast trends in asthma hospitalizations, improved accuracy is to be expected if other variables are also taken into account. Such variables may include pollen exposure, pollution levels, and even meteorological variables. This is in line with the multifactorial nature of asthma exacerbations, in which viral infections play a major role along with other environmental factors.

**Strengths and Limitations**

This study had several important limitations. First, GT provides information on users’ search behaviors, which reflect not only the true epidemiological situation of a disease or condition but also other factors, such as media coverage or users’ interest or curiosity [6]. Such factors are particularly evident when assessing anomalous peaks in pseudo-influenza GT data over the last 5 years (2015-2020). For example, in all regions of Spain (Figure 6; red arrows), but not in other countries, there was a 1-day peak at the end of June 2017. This peak was probably related to the TV cartoon episode *Qué catarro*, which was aired at that time across Spain [19,20] (*catarro* is a Spanish or Castilian word for common cold). In another example, a larger anomalous pseudo-influenza GT data peak was found in several countries during the COVID-19 outbreak in 2020 (Figure 6; green arrows). Previous studies have shown that GT can be highly influenced by media attention. For example, for several countries in Europe and America, search peaks on anosmia or ageusia had a better correlation with media coverage than with the epidemiological situation of COVID-19 [21]. Media coverage also appears to have played a decisive role in driving search peaks for asthma during the COVID-19 pandemic [11]. Although, at first sight, we could believe that media coverage does not particularly bias GT data in this study (as the common cold is a frequent and mild condition that does not drive media attention), the previously discussed Spanish anomalous data peak suggests that this factor should not be discarded.

**Figure 6. Pseudo-influenza syndrome** Google Trends data for the period 2015-2020, with anomalous peaks evidenced (anomalous peaks associated with COVID-19: green arrows; peaks associated with transmission of the cartoon *Qué catarro* on Spanish television in June 2017: red arrows). GT: Google Trends; RSV: relative search volume.
gathered the most attention). In states or regions with a low volume of searches, the quality of the data provided by GT is not sufficient for analysis. As a result, we were not able to assess all Brazilian states (not even the most populous Brazilian state in every region) nor all Spanish autonomous communities. Nevertheless, we assessed the most populous Brazilian state in three of the five official geographical regions, as well as the three most populous Spanish autonomous communities. Another limitation concerns the secular increase in the use of the internet (and therefore of Google searching) between 2012 and 2016, particularly with the generalization of smartphone use. The share of searches using Google may also vary during this period. In Brazil, Google was responsible for 85% of the searches performed in 2013, but this percentage increased to over 95% in 2015 [22,23]. To control these secular trends, we applied time series analysis methods, removing the estimated trend components for both GT and hospitalization data.

Finally, in this study, we solely considered asthma hospitalizations, even though only a minority of exacerbations resulted in hospitalization. Although trends in hospitalizations probably mirror those in exacerbations, an assessment of both hospitalizations and emergency department visits (whose data were not currently available for analysis) would probably more accurately reflect trends in exacerbations. Furthermore, the generalizability of our forecast models is limited, as such models require previous hospitalization data, which may not be easily available in all countries.

This study had several strengths. In particular, we assessed 5 different countries (4 in Europe and 1 in South America) using nationwide data for a period of 5 years. For 2 of these countries, we considered regional differences to assess state-level data. In addition, rhinovirus-related GT data were retrieved by two different strategies—GT data on the pseudo-influenza syndrome topic and on search terms regarding the common cold—which obtained comparable results. Finally, for data analysis, we applied methods to remove secular trends of GT data and hospitalizations and built seasonal ARIMA models with predictions of hospitalization trends and frequencies that had similar results.

Conclusions

In this study, we found that rhinovirus-related GT data correlated well with asthma hospitalizations in Portugal, Spain, and Brazil (with moderate correlations observed for Finland and Norway). In addition, such GT data, along with previous admission patterns, were able to reasonably forecast asthma hospitalizations in the examined countries. Although these results suggest that rhinovirus-related GT data may be helpful when building models to predict asthma hospitalizations, future studies should explore the design of more complex models, taking environmental variables into account and possibly assessing exacerbations or other outcome variables.
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Abstract

Background: Individuals frequently turning to social media to discuss medical conditions and medication, sharing their experiences and information and asking questions among themselves. These online discussions can provide valuable insights into individual perceptions of medical treatment, and increasingly, studies are focusing on the potential use of this information to improve health care management.

Objective: The objective of this infodemiology study was to identify social media posts mentioning paracetamol-containing products to develop a better understanding of patients’ opinions and perceptions of the drug.

Methods: Posts between January 2003 and March 2019 containing at least one mention of paracetamol were extracted from 18 French forums in May 2019 with the use of the Detec’t (Kap Code) web crawler. Posts were then analyzed using the automated Detec’t tool, which uses machine learning and text mining methods to inspect social media posts and extract relevant content. Posts were classified into groups: Paracetamol Only, Paracetamol and Opioids, Paracetamol and Others, and the Aggregate group.

Results: Overall, 44,283 posts were analyzed from 20,883 different users. Post volume over the study period showed a peak in activity between 2009 and 2012, as well as a spike in 2017 in the Aggregate group. The number of posts tended to be higher during winter each year. Posts were made predominantly by women (14,897/20,883, 71.34%), with 12.00% (2507/20,883) made by men and 16.67% (3479/20,883) by individuals of unknown gender. The mean age of web users was 39 (SD 19) years. In the Aggregate group, pain was the most common medical concept discussed (22,257/37,863, 58.78%), and paracetamol risk was the most common discussion topic, addressed in 20.36% (8902/43,725) of posts. Doliprane was the most common medication mentioned (14,058/44,283, 31.74%) within the Aggregate group, and tramadol was the most commonly mentioned drug in combination with paracetamol in the Aggregate group (1038/19,587, 5.30%). The most common unapproved indication mentioned within the Paracetamol Only group was fatigue (190/616, with 16.32% positive for an unapproved indication), with reference to dependence made by 1.61% (136/8470) of the web users, accounting for 1.33% (171/12,843) of the posts in the Paracetamol Only group. Dependence mentions in the Paracetamol and Opioids group were provided by 6.94% (248/3576) of web users, accounting for 5.44% (342/6281) of total posts. Reference to overdose was made by 245 web users across 291 posts within the Paracetamol Only group. The most common potential adverse event detected was nausea (306/12843, 2.38%) within the Paracetamol Only group.

Conclusions: The use of social media mining with the Detec’t tool provided valuable information on the perceptions and understanding of the web users, highlighting areas where providing more information for the general public on paracetamol, as well as other medications, may be of benefit.

(J Med Internet Res 2021;23(7):e25049) doi:10.2196/25049
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Introduction

Background
Over-the-counter (OTC) medications are generally effective and associated with a well-documented safety profile when used as directed, making them convenient for managing ailments such as mild pain when medical consultation is not required [1]. The responsibility for the proper use of these medications falls on the individual using them, who may be guided by a pharmacist. While some information is available about an individual’s decision-making process when selecting medication, including demographic and social factors [2], more remains to be learned about issues that may affect an individual’s approach to taking OTC medications and whether additional information and guidance can further improve the safety and effectiveness of OTC medications. Areas of interest include symptom recognition (Do individuals understand their conditions?), self-selection (Why do they seek relief for their symptoms on their own?), active ingredients (Are the active ingredients known?), dosing (Do individuals distinguish between prescription regimens and use-as-needed instructions?), concomitant use warnings (Do individuals know the ingredients they need to heed because of warnings?), and when to stop the medication (Do individuals heed the maximum daily dose or duration of use warnings?).

Paracetamol is a well-established medication for pain management with a good safety profile when used as recommended, but increasingly, reports of inadequate use, including medication errors and misuse of the drug, have arisen [1,2]. In a study of OTC products containing paracetamol, 24% of adults confirmed they would take more than the recommended maximum dose within a 24-hour period; more than 20% of self-treating people struggled with dosing timing, such as taking another dose too soon; and 46% used more than one product with the same active ingredients [3]. Another study found many individuals do not routinely examine product label information for OTC pain relief, and more than 50% are unaware of the active ingredient [4]. The French National Agency for Medicines and Health Products Safety (ANSM) has therefore launched a campaign to raise awareness of the toxicity risks associated with the misuse of paracetamol [5].

Over the last decade, people have been increasingly using social media, including health forums, to communicate about and further understand all aspects of disease and treatment [6,7]. Compared with traditional medical data, social media can offer valuable insights into hundreds of thousands of individuals’ treatment management, including their opinions and concerns [8-10]. Topic mining in social media can document all the above aspects related to an individual’s experience with paracetamol and may also provide an adjunct to pharmacovigilance activities [11]. Different methods of social media data mining and topic modeling have been under investigation for use in pharmacovigilance studies to assist with postmarketing surveillance of drugs [12,13], and both the US Food and Drug Administration (FDA) and European Medicines Agency (EMA) are investigating the possibility of social media as a new data source to strengthen their activities regarding drug safety [14,15]. Detec’t (Kap Code, Paris, France) is an automated tool that uses artificial intelligence and text mining methods to analyze social media posts and extract relevant content. The Detec’t tool has previously been used to mine patient narratives from popular French forums for details such as potential adverse events (PAEs) and noncompliance, with a high level of specificity [11,13,16,17].

Objective
Using the Detec’t tool, this infodemiology study investigated the opinions expressed by individuals on social media by identifying posts mentioning paracetamol-containing products.

Methods

Data Extraction
This was a retrospective infodemiology study assessing the contents of posts in social media about paracetamol products. A search was conducted in May 2019 to identify all posts made between January 2003 and March 2019, posts containing at least one keyword relating to paracetamol products were extracted from 18 general and specialized French social media channels (Multimedia Appendix 1) using the Detec’t web crawler as previously described [11,16]. Web scraping of the messages was performed depending on the HTML structure of each forum. Posts containing at least one keyword (Multimedia Appendix 2) were automatically retrieved with all the associated metadata, deidentified, and cleaned (signature and quote withdrawal).

End Points
The primary end point was to identify the most frequent discussion themes in social media channels that mention paracetamol. The secondary end point was to identify PAEs for aggregated data analysis, including mentions of incorrect drug use.

Preprocessing
The analysis corpus was cleaned after the removal of unrelated messages and posts in languages other than French. The posts were classified into Paracetamol Only, Paracetamol and Opioids, Paracetamol and Others, and Aggregate groups. The Paracetamol Only group included any post with only the predetermined 20 words associated with paracetamol; Paracetamol and Opioids included any drugs containing paracetamol and an opioid such as codeine or tramadol; Paracetamol and Others included drugs containing paracetamol and another nonopioid molecule, such as vitamin C; and the Aggregate group encompassed all 3 categories and contained all posts mentioned. Duplicate posts were removed; however, posts could be incorporated into more than one group if keywords relevant to multiple groups were identified.

Processing and Statistical Analysis

Monitoring Algorithm
Postactivity volume information was identified with the use of a Markov chain–based algorithm, which clustered the data according to the time of posting [18,19]. The posts were separated into weak, moderate, or high activity; categories were
defined not only regarding post volumes but also temporal dynamics, as permitted by Markov models. This allowed for the identification of unusual activity periods; for example, a marked increase in posts could correspond with a release of new safety-related information. A time series was created for the volume of posts per month, and data were corrected for periodic seasonality using locally estimated scatterplot smoothing (LOESS) regression on each seasonal subseries [20]. Estimation of the Hidden Markov Model (HMM) was performed using the expectation-maximization algorithm. The initial number of centroids was arbitrarily set to 3 in order to provide a simple categorization of posts’ volume observations. Observations were then clustered using a K-means clustering on the series trend and values, as well as the output of the HMM. Finally, smoothing of the clustering output was performed to obtain sequences of activity types.

**Age and Gender**

The gender of users was determined with the identification of specific expressions within the message (gendered past participles, adjectives, and names), as well as the application of a support vector machine (SVM) separating posts into female, male, or unknown. The model for gender identification was a linear SVM with a cost of 1. Age categories were also determined based on the use of specific expressions within the message.

**Medical Concepts**

The corpus of paracetamol posts that contained medical concepts was identified with the use of the Medical Dictionary for Regulatory Activities (MedDRA) version 15.0 and enriched with a web user vocabulary, as described elsewhere [16].

**Discussion Topics**

A topic model was applied to identify the themes addressed within the messages. These models are based on the hypothesis that each document in the corpus corresponds to a distribution of several topics. The modeled topics are probability distributions over the tokens (words or sequences of several adjacent words) found within the corpus. No prior assumption was made about the nature of topics present in the corpus. These models have been used previously to analyze health-related topics within web forums [21,22].

For this study, the correlated topic model based on the latent Dirichlet allocation was used [23]. The modeling of the studied corpus went through different preprocessing and cleaning steps so that the topic model could be applied. The model was estimated using a variational expectation-maximization algorithm. Topics, being probability distributions over tokens of the corpus of study, could be characterized by the highest per-topic probability tokens. Evaluating these probabilities through term-frequency inverse document frequency (TF-IDF) weighting allows the allocation of a higher importance to the topic specific tokens. In this case, the per-topic probability of a token was weighted by the inverse of the probabilities of this token in other topics. For each topic, tokens were ranked from highest- to lowest-weighted probabilities as per the TF-IDF value of their probability in this topic [24]. The first 15 tokens were designated as the set of characteristic tokens and used to name the topic. The analysis was performed using the structural topic model package [25] with R environment (version 3.5.2, R Foundation for Statistical Computing).

**Top 10 Treatments**

The top 10 treatments include the first 10 paracetamol-containing brands discussed most within the messages. The products mentioned were identified, and the occurrence of the medications in the posts was counted.

**Drug-Intake Algorithm**

A drug intake algorithm was used to determine whether each drug identified in the post had been taken by the web user. The messages were separated into individual sentences before specific variables were applied. Three distinct variables were used: lexical features (eg, intake and nonintake lexical fields), stylistic features (eg, proportion of exclamation marks, proportion of used pronouns), and syntactic structure features (eg, length of sentences, drug position). Analyzed content was scaled to avoid bias in the direction of the user who posted richer content (eg, number of posts or diversity of content). A random forest algorithm was applied to predict whether drug intake was expressed or not at the sentence level. Each sentence prediction was aggregated per post in order to have a global intake prediction per message.

**Simultaneous Drug Consumption**

Simultaneous drug consumption data were identified by assessing, per web user, the consumption of a paracetamol product (as per the list of predefined paracetamol-associated keywords) at the same time as another drug, detected with the use of the Detec’t medical product list (which contains approximately 2500 molecules and drugs). The drug intake algorithm was applied only to posts that mentioned paracetamol consumption, and the named-entity recognition technique allowed for the identification and labeling of the other drugs mentioned within the message.

**Potential Adverse Events**

Messages that included mention of drug intake were identified and then assessed for medical concepts (as determined with MedDRA). An SVM classifier, with a weighted radial SVM with cost 100 and gamma parameter 0.1, trained on an annotated gold standard [16], was then used to assess the messages to determine whether the post mentioning a paracetamol-containing product included a PAE. A machine learning model was used to train the SVM classifier; this used several clustering parameters, including the distance between the concept and the closest drug mention, the length of the message, and the number of times this concept was identified within the message. This clustering method is described elsewhere [16]. A manual review was performed by experts on one-third of the posts related to PAEs.

**Unapproved Indications, Dependence, and Overdose**

The analysis on incorrect use encompassed unapproved indications, dependence, and overdose. In order to assess incorrect drug use within adults only, data from use in children (aged younger than 15 years) were eliminated.
Unapproved Indications

Within each post expressing drug intake and medical concepts, stated drug use was assessed, manually filtered, and compared with the approved indications found within the product Summary of Product Characteristics (SmPC). These SmPC terms (from MedDRA) were used for each category of drug. Unapproved indications were defined as situations where a medical product was intentionally used for a purpose not in accordance with the terms of the marketing authorization. Posts containing medical concepts that were approved indications were excluded from the analysis corpus. The remainder were reviewed manually and for each unapproved indication selected by categories; 10% of messages were randomly sampled and annotated manually. The percentage shown represents the percentage of posts detected for the unapproved indication that were confirmed manually to have an unapproved indication.

Dependence

Dependence was determined by calculating a score through the BM25 [26] algorithm comparing a message and a reference pattern. The reference pattern was composed from a dependency lexical field, obtained from a sample of messages. The dependency lexical field contained words and expressions linked to drug dependency, which were manually reviewed by a group of experts.

All messages were divided into sentences containing the drug name and at least one of the words from the dependency lexical field. Each sentence within a message was then compared to the pattern reference using the BM25 score. The general score for each message was calculated by summation of each message. Higher scores revealed a similarity between the reference pattern and the message (eg, the higher the score, the more the sentence expressed dependency on a drug). To classify a message as discussing dependency, a similarity score threshold was chosen. Within this study, if a message had a similarity score equal to or greater than 40, it was identified as a message expressing dependency.

Overdose

The paracetamol overdose algorithm was based on linguistic rules used to construct an algorithm based on pattern matching. The algorithm highlighted overdose expressions by matching expressions constructed on linguistic and syntactic rules as “[PRONOUN] take [VERB] 10[DIGIT]gr [DOSAGE EXPRESSION]” or lexical field related to an overdose as “overdose,” “addicted to paracetamol.” These expressions were obtained from manual reviews provided by a group of experts. The paracetamol dose contained in each unit of drugs (eg, pill or sachet) was reviewed manually and the quantity converted into units or grams. In the event of a discrepancy over the amount, a higher dose was assumed.

The paracetamol dose identified in the post was converted to a per-day dose by the algorithm and compared with the paracetamol daily dose threshold [27]. If the dosage expressed in a post was greater than the daily recommended dose of paracetamol, or if the post contained an expression from the lexical field of overdose, the post was classified as expressing an overdose. The overdose was calculated as a percent above the daily dose of the product in question. The algorithm was also able to detect lexical field words related to overdose. The number of users expressing a drug overdose was calculated by adding the number of users detected with the digits and dosage expressions above the daily dose, as well as the number of users detected with overdose lexical field expressions. Each user was counted once.

Ethical Considerations

Data collection and treatment followed the European Union General Data Protection Regulation. A privacy-by-design approach was adopted as retrieved posts were anonymized before being stored in the analysis corpus. Furthermore, all presented results were aggregated.

Results

In May 2019, a search was conducted across 18 French forums (Multimedia Appendix 1) for posts made between January 2003 and March 2019. Figure 1 shows the distribution of posts associated with each category.

The Aggregate group contained 44,283 posts from 20,883 different users. Comparatively, the Paracetamol Only group had 33,196 messages (74.96% of total corpus) from 17,070 users (81.74% of total users); the Paracetamol and Opioids group had 14,733 (33.27%) messages, accounting for 6838 users (33.27%); and the Paracetamol and Others group had 1224 messages (2.76%) from 828 users (3.69%).

Figure 2 shows the variable activity seen in the post volume over the study period for the Aggregate group. A peak in postvolume activity was seen between 2009 and 2012, with a spike in activity seen in the middle of 2017. The number of posts tended to be higher during the winter and lower during the summer. Post activity for the individual groups is presented in Multimedia Appendices 3-5. The sociodemographic characteristics analysis shows that the posts were predominantly from women and the mean age of web users was 39 (SD 19) years (Table 1).

For the primary end point, pain was the most common medical concept discussed within the Paracetamol Only group with 15,310 posts (57.20%), as well as the Paracetamol and Opioids group with 6710 posts (65.41%; Table 2). Within the Paracetamol and Others group, nasopharyngitis was listed as the most common medical concept with 251 posts (30.0%), followed by pain (237 posts; 28.3%). Table 3 shows discussion topics identified across all 4 main groups, providing more specific information on the common threads web users were discussing. Paracetamol risk was the most common topic for the Aggregate group, addressed in 8902 posts (20.36%), followed by depression and suicide attempts found in 8063 posts (18.44%). Drug intake in everyday life, however, was the most common discussion topic for both the Paracetamol Only group (10,949 posts, 33.37%) and the Paracetamol and Opioids group (4235 posts, 29.10%). For the Paracetamol and Others group, cold medicine was the most common discussion point, addressed in 404 posts (34.38%).
**Figure 1.** Categorization of posts containing paracetamol-related content. MedDRA: Medical Dictionary for Regulatory Activities; PAE: potential adverse event.

**Figure 2.** Volume of posts containing mention of paracetamol over time for the Aggregate group.
### Table 1. Sociodemographic characteristics of web users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Paracetamol only (n=17,070), n (%)</th>
<th>Paracetamol and opioids (n=6838), n (%)</th>
<th>Paracetamol and others (n=828), n (%)</th>
<th>Aggregate(^a) (n=20,883), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>11,999 (70.29)</td>
<td>4985 (72.90)</td>
<td>563 (68.00)</td>
<td>14,897 (71.34)</td>
</tr>
<tr>
<td>Men</td>
<td>1962 (11.49)</td>
<td>821 (12.01)</td>
<td>105 (13.04)</td>
<td>2507 (12.00)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3109 (18.21)</td>
<td>1032 (15.09)</td>
<td>160 (19.32)</td>
<td>3479 (16.66)</td>
</tr>
<tr>
<td>Total</td>
<td>17,070 (100.00)</td>
<td>6838 (100.00)</td>
<td>828 (100.00)</td>
<td>20,883 (100.00)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>1767 (10.35)</td>
<td>593 (8.67)</td>
<td>74 (8.93)</td>
<td>2104 (10.08)</td>
</tr>
<tr>
<td>21-30</td>
<td>4565 (26.74)</td>
<td>1596 (23.34)</td>
<td>242 (29.23)</td>
<td>5454 (26.12)</td>
</tr>
<tr>
<td>31-40</td>
<td>4590 (26.89)</td>
<td>1795 (26.25)</td>
<td>234 (28.26)</td>
<td>5609 (26.86)</td>
</tr>
<tr>
<td>41-50</td>
<td>1874 (10.98)</td>
<td>936 (13.69)</td>
<td>81 (9.78)</td>
<td>2409 (11.54)</td>
</tr>
<tr>
<td>51-60</td>
<td>926 (5.42)</td>
<td>479 (7.00)</td>
<td>49 (5.91)</td>
<td>1226 (5.87)</td>
</tr>
<tr>
<td>60+</td>
<td>1982 (11.61)</td>
<td>1050 (15.36)</td>
<td>62 (7.49)</td>
<td>2611 (12.50)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1366 (8.00)</td>
<td>389 (5.69)</td>
<td>86 (10.39)</td>
<td>1470 (7.04)</td>
</tr>
<tr>
<td>Total</td>
<td>17,070 (100.00)</td>
<td>6838 (100.00)</td>
<td>828 (100.00)</td>
<td>20,883 (100.00)</td>
</tr>
</tbody>
</table>

\(^a\) Aggregate users are the number of distinct users, and as such this column is not the sum of previous columns as a user may have posted in more than one other category.

### Table 2. Top 10 medical concepts detected within the posts for each group.

<table>
<thead>
<tr>
<th>Medical concept</th>
<th>Aggregate (n=37,863), n (%)</th>
<th>Paracetamol only (n=26,768), n (%)</th>
<th>Paracetamol and opioids (n=10,258), n (%)</th>
<th>Paracetamol and others (n=837), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>22,257 (58.78)</td>
<td>15,310 (57.20)</td>
<td>6710 (65.41)</td>
<td>237 (28.32)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>4279 (11.30)</td>
<td>2962 (11.07)</td>
<td>1244 (12.13)</td>
<td>73 (8.72)</td>
</tr>
<tr>
<td>Pyrexia</td>
<td>3564 (9.41)</td>
<td>3358 (12.54)</td>
<td>___(^a)</td>
<td>61 (7.29)</td>
</tr>
<tr>
<td>Analgesic drug level</td>
<td>3193 (8.43)</td>
<td>1786 (6.67)</td>
<td>1295 (12.62)</td>
<td>112 (13.38)</td>
</tr>
<tr>
<td>Dependence</td>
<td>3177 (8.39)</td>
<td>1535 (5.73)</td>
<td>1586 (15.46)</td>
<td>56 (6.70)</td>
</tr>
<tr>
<td>Migraine</td>
<td>2840 (7.50)</td>
<td>1733 (6.47)</td>
<td>1032 (10.06)</td>
<td>75 (8.96)</td>
</tr>
<tr>
<td>Headache</td>
<td>2831 (7.48)</td>
<td>2091 (7.81)</td>
<td>672 (6.55)</td>
<td>68 (8.12)</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>2322 (6.13)</td>
<td>1876 (7.01)</td>
<td>___</td>
<td>86 (10.27)</td>
</tr>
<tr>
<td>Adverse event</td>
<td>2022 (5.34)</td>
<td>___</td>
<td>733 (7.15)</td>
<td>___</td>
</tr>
<tr>
<td>Nausea</td>
<td>1898 (5.01)</td>
<td>1296 (4.84)</td>
<td>566 (5.51)</td>
<td>___</td>
</tr>
<tr>
<td>Vomiting</td>
<td>___</td>
<td>1335 (4.99)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Nasopharyngitis</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>251 (29.99)</td>
</tr>
<tr>
<td>Somnolence</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>55 (6.57)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>___</td>
<td>___</td>
<td>559 (5.45)</td>
<td>___</td>
</tr>
<tr>
<td>Emotional distress</td>
<td>___</td>
<td>___</td>
<td>516 (5.03)</td>
<td>___</td>
</tr>
</tbody>
</table>

\(^a\) Only the top 10 medical concepts are presented for each group. Instances where an entry is not listed does not mean that these medical concepts were not detected within the group.
Table 3. Most common discussion topics identified within the posts.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Posts, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aggregate (n=43,725)</strong></td>
<td></td>
</tr>
<tr>
<td>Paracetamol risk</td>
<td>8902 (20.36)</td>
</tr>
<tr>
<td>Depression and suicide attempt</td>
<td>8063 (18.44)</td>
</tr>
<tr>
<td>Drug intake in everyday life</td>
<td>7342 (16.79)</td>
</tr>
<tr>
<td>Children’s prescriptions</td>
<td>7320 (16.74)</td>
</tr>
<tr>
<td>Addiction</td>
<td>6554 (14.99)</td>
</tr>
<tr>
<td>Neuropathic pain</td>
<td>5604 (12.82)</td>
</tr>
<tr>
<td>Drug use during pregnancy</td>
<td>5481 (12.54)</td>
</tr>
<tr>
<td>Postsurgery pains</td>
<td>5456 (12.48)</td>
</tr>
<tr>
<td>Switch of medications</td>
<td>5357 (12.25)</td>
</tr>
<tr>
<td>Gynecology and paracetamol</td>
<td>5057 (11.57)</td>
</tr>
<tr>
<td>Posology and composition</td>
<td>4373 (10.00)</td>
</tr>
<tr>
<td>Migraine relief</td>
<td>3238 (7.41)</td>
</tr>
<tr>
<td>Alternative therapies</td>
<td>3021 (6.91)</td>
</tr>
<tr>
<td><strong>Paracetamol only (n=32,807)</strong></td>
<td></td>
</tr>
<tr>
<td>Drug intake in everyday life</td>
<td>10,949 (33.37)</td>
</tr>
<tr>
<td>Gynecology and paracetamol</td>
<td>7085 (21.60)</td>
</tr>
<tr>
<td>Neuropathic pain</td>
<td>7025 (21.41)</td>
</tr>
<tr>
<td>Sharing information</td>
<td>5770 (17.59)</td>
</tr>
<tr>
<td>Addiction</td>
<td>5276 (16.08)</td>
</tr>
<tr>
<td>Children’s prescriptions</td>
<td>4947 (15.08)</td>
</tr>
<tr>
<td>Sleep disorders</td>
<td>4675 (14.25)</td>
</tr>
<tr>
<td>Postsurgery pains</td>
<td>4284 (13.06)</td>
</tr>
<tr>
<td>Advice for pain relief</td>
<td>3612 (11.01)</td>
</tr>
<tr>
<td>Migraine relief</td>
<td>3590 (10.94)</td>
</tr>
<tr>
<td>Care pathway</td>
<td>3534 (10.77)</td>
</tr>
<tr>
<td><strong>Paracetamol and opioids (n=14,617)</strong></td>
<td></td>
</tr>
<tr>
<td>Drug intake in everyday life</td>
<td>4253 (29.10)</td>
</tr>
<tr>
<td>Addiction</td>
<td>3427 (23.45)</td>
</tr>
<tr>
<td>Incorrect opioid use</td>
<td>3416 (23.37)</td>
</tr>
<tr>
<td>Migraine relief</td>
<td>3195 (21.86)</td>
</tr>
<tr>
<td>Neuropathic pain</td>
<td>3048 (20.85)</td>
</tr>
<tr>
<td>Depression and suicide attempt</td>
<td>3022 (20.67)</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>2530 (17.31)</td>
</tr>
<tr>
<td>Postsurgery pain</td>
<td>2480 (16.97)</td>
</tr>
<tr>
<td>Acute pain treatment (gynecologic, toothaches)</td>
<td>2457 (16.81)</td>
</tr>
<tr>
<td>Posology and composition</td>
<td>282 (1.93)</td>
</tr>
<tr>
<td><strong>Paracetamol and others (n=1175)</strong></td>
<td></td>
</tr>
<tr>
<td>Cold medicines</td>
<td>404 (34.38)</td>
</tr>
<tr>
<td>Ear, nose, and throat problems</td>
<td>371 (31.57)</td>
</tr>
<tr>
<td>Drug use during pregnancy</td>
<td>331 (28.17)</td>
</tr>
<tr>
<td>Adverse events</td>
<td>211 (17.96)</td>
</tr>
<tr>
<td>Topic</td>
<td>Posts, n (%)</td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Migraine relief</td>
<td>180 (15.32)</td>
</tr>
<tr>
<td>Dizziness sensations</td>
<td>138 (11.74)</td>
</tr>
<tr>
<td>Self-prescriptions</td>
<td>127 (10.81)</td>
</tr>
<tr>
<td>Therapeutic options</td>
<td>126 (10.72)</td>
</tr>
<tr>
<td>Posology and composition</td>
<td>71 (6.04)</td>
</tr>
<tr>
<td>Drugs during breastfeeding</td>
<td>26 (2.21)</td>
</tr>
</tbody>
</table>

The analysis displaying the top 10 treatments mentioned in the posts identified Doliprane as the most common medication with 14,058 posts (31.74%), followed by Dafalgan with 4812 posts (10.86%), and Ixprim with 4344 posts (9.80%). Assessing simultaneous drug consumption, tramadol was the drug most commonly mentioned in combination with paracetamol across all groups except Paracetamol and Others; in the Aggregate group, tramadol accounted for 1038 posts (5.30% of all posts suggesting a paracetamol drug intake), followed by ibuprofen (601 posts, 3.07%). In the Paracetamol and Others group, caffeine was most commonly consumed with paracetamol, accounting for 65 posts (14.04%).

Assessing posts containing possible incorrect use, as per the secondary end points, the algorithm for unapproved indication detection identified 190 posts associated with fatigue, the most common unapproved indication mentioned within the Paracetamol Only group. Following a manual review, 16.32% of these posts were found to be positive for unapproved indications, with the remainder of posts associated with fatigue describing fatigue as a symptom or an effect of the drug intake. Dependence was detected in 148 posts, of which 14.19% were manually validated for an unapproved indication. Within the Paracetamol and Opioids group, dependence was detected in 238 posts, of which 66.81% were manually validated for an unapproved indication. This was followed by fatigue, which was detected in 110 posts and manually validated in 9.10%.

Within the Paracetamol Only group, posts with reference to dependence (as identified with the use of the BM25 algorithm), were made by 1.61% of the web users, accounting for 1.33% of the posts. Comparatively, dependence mentions in the Paracetamol and Opioids group were provided by 6.94% of web users, accounting for 5.44% of total posts.

Reference to overdose was made by 245 web users across 291 posts within the Paracetamol Only group. The most referenced drug was Doliprane, mentioned by 88 web users. For the Paracetamol and Opioids group, reference to overdose was made by 128 web users across 177 posts, and Codoliprane was the most referenced drug, mentioned by 67 web users. Some posts referenced overdoses at up to 500% above the recommended daily dose.

The top 10 PAE trends, which include mention of drug intake, are displayed in Table 4. For the Paracetamol Only group, the most common event detected was nausea, mentioned in 2.38% of posts detected by the SVM classifier, followed by vomiting (2.27%) and hypersensitivity (1.24%). For the Paracetamol and Opioids group, the most common event was dependence (7.93% of posts), followed by somnolence (2.55%).
Table 4. Top 10 potential adverse event trends detected within the posts.

<table>
<thead>
<tr>
<th>Potential adverse event trends</th>
<th>Posts, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paracetamol only (n=12,843)</strong></td>
<td></td>
</tr>
<tr>
<td>Nausea</td>
<td>306 (2.38)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>292 (2.27)</td>
</tr>
<tr>
<td>Hypersensitivity</td>
<td>159 (1.24)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>141 (1.10)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>107 (0.83)</td>
</tr>
<tr>
<td>Feeling abnormal</td>
<td>73 (0.57)</td>
</tr>
<tr>
<td>Malaise</td>
<td>68 (0.53)</td>
</tr>
<tr>
<td>Overdose</td>
<td>64 (0.50)</td>
</tr>
<tr>
<td>Chills</td>
<td>62 (0.48)</td>
</tr>
<tr>
<td>Feeling jittery</td>
<td>59 (0.46)</td>
</tr>
<tr>
<td><strong>Paracetamol and opioids (n=6281)</strong></td>
<td></td>
</tr>
<tr>
<td>Dependence</td>
<td>498 (7.93)</td>
</tr>
<tr>
<td>Somnolence</td>
<td>160 (2.55)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>125 (1.99)</td>
</tr>
<tr>
<td>Insomnia</td>
<td>103 (1.64)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>101 (1.61)</td>
</tr>
<tr>
<td>Substance-induced psychotic disorder</td>
<td>74 (1.18)</td>
</tr>
<tr>
<td>Withdrawal syndrome</td>
<td>71 (1.13)</td>
</tr>
<tr>
<td>Feeling abnormal</td>
<td>56 (0.89)</td>
</tr>
<tr>
<td>Constipation</td>
<td>47 (0.75)</td>
</tr>
<tr>
<td>Euphoric mood</td>
<td>40 (0.64)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage does not represent the frequency of occurrence in treated patients, but rather the percentage of social media posts found within the drug intake and medical concepts cohorts, in which mention of a given potential adverse event was detected with the adverse events detection algorithm.

Discussion

Principal Findings

This study aimed to identify the most frequent themes related to the paracetamol products being discussed within 18 French forums. The data demonstrated that many individuals use social media to converse regarding paracetamol-containing products, discussing drug efficacy, safety, and more. The Detec’t tool captured the information within these discussions and separated it, creating categories to allow for the analysis of particular areas of interest.

The data acquired within this study provide valuable information on web-based discussions involving paracetamol, allowing a better understanding of the needs and concerns of individuals taking or considering taking paracetamol. The demographic analysis within this study appears to concur with previous findings. Of the posts made by people of a known gender, there was more content from women than men, demonstrating a potential bias in the web users. This has been noted within other studies, and it is recognized that women are generally more likely to frequent web forums to discuss health-related information than men [28,29]. The mean age of web users was 39 years, slightly younger than in findings from a US study, which found that the majority of individuals using drug review websites were aged 45 to 64 years [29].

A higher volume of posts was generally seen in colder months than warmer months, possibly linked to cold weather causing an increase or worsening in the prevalence of common illnesses that cause pain or fever [30,31]. The spike in post activity seen within the Paracetamol Only and Paracetamol and Opioids groups between 2009 and 2012 corresponds with the withdrawal of dextropropoxyphene-containing medicines from the market [32,33]. Another spike in post activity seen in 2017 likely corresponds to a change in drug regulations, with all opioid-containing medication requiring a prescription from July 2017 onward [34]. Some of the content within these posts referenced finding alternative products for recreational use, as well as methods for separating paracetamol from opioids in combined medication, supporting the notion that the prescription mandate spike was associated with the discussions around opioid addiction. This is supported by comments discussing addiction and fear of not being able to access the drug, as well as alternative treatments. Given that pain and pyrexia are indications for which paracetamol may be used [27], it was not surprising that pain was the most common medical concept discussed across all posts and pyrexia was the third most...
common. Fatigue, the second most common medical concept, was often mentioned in relation to feeling unwell due to illness or sleep disorders caused by pain or fever.

The simultaneous drug consumption analysis found that taking paracetamol in combination with other medications or molecules was common. A study conducted in France found that approximately 23% of individuals were dispensed paracetamol in combination with another agent [2]. Combinations such as including tramadol with paracetamol are common. The different mechanisms of action of the paracetamol and weak opioids are believed to provide improved analgesic efficacy [35]. As an OTC medication, many individuals may not consider consulting a clinician or pharmacist on the risks of taking different OTC drugs and may be unaware that paracetamol is contained in various OTC drugs. This finding highlights the need for information targeting the general public, addressing the possible consequences of taking paracetamol concomitantly with other medications.

In addition to providing general information on paracetamol use, the Detec’t tool was also able to identify messages that indicated potential incorrect use of paracetamol, including exceeding the maximum daily recommended dose and dependence. This provides an insight into the views of the individuals who take paracetamol and highlights areas where increased consumer awareness of the dangers of incorrect use could be improved. The number of references to incorrect use suggests that further educational efforts may be required. Many individuals may be unaware of the potential toxicity associated with overdose, and the warning message recently added on the boxes in France should increase consumer awareness of this risk [5,36]. As Doliprane is one of the most popular brands of paracetamol mentioned within the top 10 treatments, it was unsurprising that it was the most popular brand mentioned within the analysis on overdose.

Underreporting of adverse drug events in real-world use has previously been documented, and a 2017 study confirmed this finding, demonstrating that for biologics and drugs with a narrow therapeutic index, approximately 20% to 33% of the minimum number of expected serious events were reported [37]. Social media mining has been used in studies to better understand the consumer mindset and may be able to assist with pharmacovigilance. A study conducted on the public opinion of women with inflammatory bowel disease (IBD) found 1818 posts relating to reproductive concerns for women taking medication for IBD. However, while the women had attributed a risk of reproductive problems to the medication, the condition itself can cause reproductive problems. This valuable information can be used to assist health care professionals to preemptively address these concerns in women taking IBD medication [9]. Within another study investigating methylphenidate for treatment of attention-deficit/hyperactivity disorder, within 3443 social media posts published between 2007 and 2016, 61 adverse events (AEs) were detected along with cases of misuse [13]. A study investigating the use of social media for toxicovigilance purposes found that within 6400 Twitter posts, tweets containing abuse signals were significantly higher for the 3 prescription medications—Adderall (22.6%), quietapine (5.1%), and oxycodone (12.3%)—compared with metformin (0.3%), a control medication [38]. The WEB-RADAR (Recognizing Adverse Drug Reactions) project [39] investigated the value of data mining Facebook and Twitter for safety signal and AE detection compared with Vigibase [40]. While these social media platforms did not provide valuable pharmacovigilance information, it was suggested that more specialized social media platforms could enrich traditional signal detection, particularly for areas such as pregnancy and drug abuse/misuse [39].

Data mining of social media conversations regarding medication use allows a better understanding of individuals’ perceptions and knowledge about medications, often uncovering conversations that are not conducted within the health care setting. These findings may be used to improve health care by preemptively addressing areas of concern and also demonstrate that more easily accessible health care information for the general public would be beneficial. Paracetamol risk, depression, and suicide attempt were the most common discussion topics, suggesting that due to ease of availability, paracetamol consumption in toxic doses for suicidal purposes may be an issue, in line with previously published studies [41,42]. Additionally, discussion topics such as drug use during pregnancy and prescriptions for children indicate that targeting information on the safe and effective use of paracetamol to the public may be beneficial in order to forestall the possible spread of misinformation through online forums. Morbidity and mortality related to self-poisoning can be significantly reduced when a limit is imposed on the sale of paracetamol in a single purchase, suggesting that positive initiatives may assist in protecting the public [43].

A public consultation was launched by ANSM in 2018 with the aim of reducing the number of paracetamol-associated overdoses and medication errors [5]. One of the solutions identified by health authorities was to add a warning message to the product label regarding the risk of overdose with paracetamol, a measure implemented after the end of our study. With the additional information provided by the health authorities, it is hoped that individuals who use paracetamol will have a positive shift in behavior with the increased awareness of the drug’s risk [5]. It may be interesting to repeat this study to determine if any changes in how paracetamol is discussed on social media platforms since the introduction of these measures by ANSM can be detected. Such measures should be tailored to the awareness level of the population regarding appropriate use and adverse effects of paracetamol. Whereas a cross-sectional survey conducted in Saudi Arabia showed overall awareness of correct use of paracetamol to be low [44], the advantage of using web-based information collection includes the ability to gather information from individuals who might not otherwise take part in studies [10], as well as the ability to conduct global analyses with real-time collection from a broad sociodemographic range [9,45-47].

Limitations
The statistical algorithms used have been developed for use on large pharmacovigilance databases, opening the possibility of conducting very large pharmacovigilance studies with relative ease. While this method has advantages over traditional approaches, it is important to note that the results are limited to the information available on social media platforms and may not fully capture the range of discussions and concerns that exist within these environments.
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information gathering, there are also limitations, including the fact that this is based on the web user’s declaration. The majority of the posts were made by women, and this potential bias should be considered because women have been shown to display different behavior when searching for information online compared with men and are more likely to consult more sources and value content that is easier to grasp, whereas men tend to prefer a more comprehensive or accurate source [48].

The findings presented are data generated through machine learning predictions. Analyzing the unapproved indications identified within posts containing paracetamol references (eg, the indications) may therefore be viewed as pertaining to paracetamol (ie, linked with paracetamol), or alternatively the data may be unrelated. The style of language used by the web user, including metaphors, slang, or euphemisms, can prove challenging to code as well, although some alternative drug names were included, as shown in Multimedia Appendix 1. Of note, the potential AEs reported are not a reflection of the actual number of AEs; instead, they represent the proportion of posts describing a medical concept that was found to be associated with a potential AE due to drug intake as determined by an algorithm. In addition, some mentions of possible AEs may be confused with drug indications or questions about a possible risk of AE, which would be more likely to be differentiated with additional steps in the analysis, such as human review. Generally, subtleties within the posts may be missed with the use of the machine learning model. Despite these possible sources of bias, the Detec’t web-based information collection system used within this study has been previously validated in studies investigating individuals’ opinions on drugs via social media and has been found to have good specificity when identifying signals of disproportionate reporting within French medical forums instead of the traditional reporting system [11], including being over 95% accurate in removing posts containing nonadverse drug reactions [16]. However, it should be noted that the results we present are specific for this study and search parameters, so it is not possible to guarantee the algorithm was as successful in removing false positives or negatives. Additionally, the results are specific to France and may not be generalizable to other French-speaking countries or regions due to the cultural sensitivity of some topics.

**Conclusion**
The use of social media mining with the Detec’t tool provided valuable information on the perceptions and understanding of the web users, highlighting areas where providing more information for the general public on paracetamol, as well as other medications, may be of benefit.
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Abstract

Background: It is now common to search for health information online. A 2013 Pew Research Center survey found that 77% of online health seekers began their query at a search engine. The widespread use of online health information seeking also applies to women’s reproductive health. Despite online interest in birth control, not much is known about related interests and concerns reflected in the search terms in the United States.

Objective: In this study, we identify the top search terms on Google related to birth control in Louisiana and Mississippi and compare those results to the broader United States, examining how Google searches on birth control have evolved over time and identifying regional variation within states.

Methods: We accessed search data on birth control from 2014-2018 from 2 Google application programming interfaces (APIs), Google Trends and Google Health Trends. We selected Google as it is the most commonly used search engine. We focused our analysis on data from 2017 and compared with 2018 data as appropriate. To assess trends, we analyzed data from 2014 through 2018. To compare the relative search frequencies of the top queries across Louisiana, Mississippi, and the United States, we used the Google Health Trends API. Relative search volume by designated marketing area (DMA) gave us the rankings of search volume for each birth control method in each DMA as compared to one another.

Results: Results showed that when people searched for “birth control” in Louisiana and the broader United States, they were searching for information on a diverse spectrum of methods. This differs from Mississippi, where the data indicated people were mainly searching for information related to birth control pills. Across all locations, searches for birth control pills were significantly higher than any other queries related to birth control in the United States, Louisiana, and Mississippi, and this trend remained constant from 2014 to 2018. Regional level analysis showed variations in search traffic for birth control across each state.

Conclusions: The internet is a growing source of health information for many users, including information on birth control. Understanding popular Google search queries on birth control can inform in-person discussions initiated by family planning practitioners and broader birth control messaging campaigns.

International Registered Report Identifier (IRRID): RR2-10.2196/16543

(J Med Internet Res 2021;23(7):e25923) doi:10.2196/25923
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Introduction

The use of the internet to source health information has become increasingly popular. It is now common to seek information online prior to, or in some cases, instead of meeting with health professionals [1-3]. A 2013 Pew Research Center survey found that 77% of online health seekers began their query at a search engine [4]. The widespread use of online health information seeking also applies to women’s reproductive health [5,6]. One study estimated women’s most prevalent health concerns by examining commonly searched health-related keywords in the Google search engine between 2012 and 2013 in the United States. The authors found contraception among the top 25 monthly searched keywords of all categories, with 27,100 related searches estimated each month [5]. These searches were more common in states with the highest number of abortion restrictions. Similarly, a study found that between 2011 and 2015, the number of Google searches in the United States using terms related to self-abortion increased from 119,000 to 700,000 [7], a period of time when states enacted many anti-abortion measures [8]. A qualitative study on the role of social networks in contraceptive decision making revealed that two-thirds of participants used the internet to find information on contraception, noting the privacy of the internet made it an ideal resource [9].

Despite online interest in birth control, not much is known about related interests and concerns reflected in the search terms of the United States population. Online searches represent a novel source of data for understanding contraception needs among internet users. Additionally, the needs for online information and contraceptive resources may be changing as reproductive health policies increasingly restrict access and funding for birth control services and information [7,8,10,11]. In recent years, legislative and regulatory attacks against sexual and reproductive health have reduced the availability of family planning providers. Title X, the only United States federal program dedicated to providing family planning services for low-income people, has narrowed the network of providers by excluding those that offer abortion [7,10].

We arrived at “birth control” as our preferred search term after implementing a simulation methodology [18] that showed very strong association with birth control methods, compared to weak or no association between “contraception” or “family planning” with birth control methods. The Google Trends API returns the top queries a user searches along with a relative search index ranging from 0 to 100 (with 100 denoting the query with the strongest association to the initial search term and 0 denoting the weakest association). The Google Health Trends API normalizes search data to make comparisons between queries easier. Search results are normalized to the time and location of a query, by dividing each data point by the total searches of the geography and time range it represents to compare relative volume. The resulting numbers are then scaled on a range of 0 to 100 based on a topic’s proportion to all searches on all topics. Google Trends does filter out some types of searches, such as

Methods

We accessed search data on birth control from 2014 to 2018 from 2 Google application programming interfaces (APIs), Google Trends and Google Health Trends. We selected Google as it is the most commonly used search engine [17]. We focused our analysis on data from 2017, and comparisons with 2018 data were made as appropriate. To assess trends, we analyzed data from 2014 through 2018. Figure 1 illustrates the steps in retrieving data from the Google APIs. We followed a methodological framework to retrieve Google data from multiple APIs [18]. Google Trends API allowed us to retrieve search queries linked to the initial search term “birth control” for a given location in 2017.

Figure 1. Steps in retrieving data from custom Google application programming interfaces (APIs).
duplicate searches done by the same person and those made by very few people; Google Trends only shows data for popular terms, so search terms with low volume appear as “0” [19]. Top queries are not displayed when the search volume for a given query falls below what Google considers the threshold of traffic volume (search terms are assigned a value of 0); the search volume often does not meet this threshold in less densely populated areas. We created a master list that included all of the top queries from the United States, Louisiana, and Mississippi and the most strongly associated follow-up terms that derived from the top queries. Directed graphs mapped the initial search term to its top related queries in order of the strength of their association, a number presented in parenthesis in each node (Figure 2, Figure 3, and Figure 4).

To compare the relative search frequencies queries across Louisiana, Mississippi, and the United States, we used the Google Health Trends API. The Google Health Trends API did not give results if there are not enough searches above the privacy threshold matching our parameters. We display the relative search volume of the top queries in each location and year in a bar graph (Figure 5). To establish significant differences in relative search volume searches in years prior to 2017, we estimated 95% confidence intervals of the point estimate of each term. However, these significant differences are reported in the results but not in Figure 5.

**Figure 2.** Directed graph of the top birth control–related search queries in the United States in 2017, with the number value representing the association between the search query and the top topic (birth control), with 100 reflecting a high association.
Figure 3. Directed graph of the top birth control–related search queries in Louisiana in 2017, with the number value representing the association between the search query and the top topic (birth control), with 100 reflecting a high association.

Figure 4. Directive graph of the top birth control–related search queries in Mississippi in 2017, with the number value representing the association between the search query and the top topic (birth control), with 100 reflecting a high association.
To examine regional differences within each state, we focused on designated market areas (DMAs), which are the smallest geolocations for which Google search data are reported. DMAs, which we acquired from Nielsen Company 2017 data, are the geographic areas in the United States in which local television viewing is measured by Nielsen, an American information, data, and measurement firm [20]. DMA data are essential for any marketer, researcher, or organization seeking to utilize standardized geographic areas [21]. Both Louisiana and Mississippi are divided into 7 DMAs; however, for this study, only 5 DMAs in each state met the Google Health Trends API confidentiality threshold for extracting data. Relative search volume by DMA gave us the rankings of search volume for each birth control method in each DMA as compared to one another when sufficient volume of searches was available in the DMA (Figure 6 and Figure 7). These data allowed us to explore how search interest for each contraceptive method varies between different geographical areas in each of the 2 states.
Figure 6. Relative search volume for birth control search queries in Louisiana and in 5 designated marketing areas (DMAs) in Louisiana in 2017. In Louisiana, of the 7 DMAs in total, Alexandria and Lake Charles did not meet the threshold for data extraction and were excluded.

Figure 7. Relative search volume for birth control search queries in Mississippi and in 5 designated marketing areas (DMAs) in Mississippi in 2017. In Mississippi, of the 7 DMAs in total, Greenwood-Greenville and Meridian did not meet the threshold for data extraction and were excluded.

Some of the data presented in this paper were used to test our methodology for retrieving Google data from APIs as published in Journal of Medical Internet Research (JMIR) research protocols (RR1-10.2196/16543) [18]. This paper presents the final analysis and results, although some of the figures might seem similar to those already published alongside the research protocol. The protocol was also applied to abortion searches on Google in Louisiana and Mississippi in a PLOS One publication by Guendeleman et al [22].

Results

Tracking Search Queries on Birth Control

In Figure 2, the directed graph of top queries in the United States as described in the Methods section shows that in 2017, the most popular search query for the term for “birth control” in the United States was birth control pills. The value of 100 for birth control pills denotes that they were most strongly associated with the search term “birth control.” Following birth control pills...
control pills, other popular search queries were for the birth control shot (injectable contraceptive), the implant, male birth control (referring only to vasectomy), and IUD (intrauterine device; referring to copper IUD).

Figure 3, the directed graph of top queries in Louisiana, shows that Louisiana followed a similar pattern to the United States, except that IUD was not a popular search query associated with birth control in 2017. Meanwhile, the birth control patch was among the top queries associated with birth control in Louisiana, but not found in the United States population as a whole. Figure 4, the directed graph of top queries in Mississippi, shows that in contrast to the wide range of contraceptive methods frequently searched for in the United States and Louisiana, the top searches in Mississippi were circumscribed to birth control pills. In 2018, the top queries for birth control remained the same in Louisiana and Mississippi (data not shown). However, in the United States, while the IUD was among the top queries in 2017, it disappeared from the top query list in 2018 (data not shown). Even though the IUD continued to be searched, it was not part of the top query list associated with birth control.

Trends in Birth Control Search Traffic Between 2014 and 2018

Unlike search queries on birth control where only those meeting a threshold appeared in the graphs, we employed the Google Health Trends API to include all birth control–related top queries (first row of Figure 2) in the United States to enable comparisons in relative search volume. Relative search volume gives us the proportion of specific search terms among all queries associated with birth control in a given location and year. Figure 5 shows the trends in relative search volume for the birth control top queries during 2014-2018. In the United States, Louisiana, and Mississippi, birth control pills remained the most searched query from 2014 to 2018. While similar relative search volumes through the observed period were seen in the United States and Mississippi, in Louisiana, birth control pills search volume declined from 2014 to 2016 and was similar in 2017 and 2018.

In the United States, Louisiana, and Mississippi, the birth control shot appeared as the second most searched query but not significantly different throughout the period in any of the geolocations (Figure 5). Implants were the third most searched method in Louisiana and Mississippi, while in the United States, it was the IUD. Relative search volume for implants increased over time in Louisiana and the United States, while it remained stable in Mississippi. Increases in relative search volumes for IUDs and the patch were observed in all 3 geolocations in the last 2 years of the studied period (2017-2018).

State-Level Geographic Differences in Birth Control Search Traffic

The DMA-level analysis showed variations in search traffic for birth control methods across each state. Figure 8 breaks down Louisiana and Mississippi by county and DMA. In Louisiana, searches for birth control pills were relatively higher in Lafayette and Monroe El Dorado compared to other DMAs, and birth control pills were the only query related to birth control (Figure 6). Regarding searches on birth control shot, the second most common query, Shreveport emerged as the DMA with the relative highest volume followed by Baton Rouge (Figure 6). The New Orleans DMA had the most diverse queries, similar to the broader Louisiana search pattern. In Mississippi, the searches for the pill were much higher in Biloxi-Gulfport and Columbus; Jackson and Memphis DMAs had higher relative search volumes for the birth control shot (Figure 7). Memphis DMA had the most diverse queries, whereas Biloxi-Gulfport and Columbus only had queries on birth control pills. Regarding searches for IUDs, Memphis represented the majority of searches in the state for this method.
**Discussion**

**Principal Findings**

The internet is growing as a platform to source health information for many users, including birth control, as found in this study. While we do not know why people are searching for birth control information on Google, we surmise that it follows a similar pattern to other online health-seeking behavior, with the search engine providing a starting point for answering basic questions, understanding options available, and seeking health services [1,2,23]. Limited access to information and services through other channels may also force individuals to rely on the internet more frequently. Currently, neither Louisiana nor Mississippi requires coverage of prescription contraception.
or no-cost contraception coverage [11]. At the same time, while sex education is mandated in Mississippi, the curriculum does not have to be evidence-based or provide information beyond abstinence. In Louisiana, no sex education is mandated, and if provided, it must emphasize abstinence [24]. Lack of access to information and resources has been linked to internet use for information and services. The use of the web may become more important in contraceptive decision making, providing opportunities for individuals to connect with trusted and accurate online resources [9,25]. Experts acknowledge that better-informed choices lead to better reproductive health outcomes [26]. A key factor of preventative health practice is access to information regarding risks to health and promotional measures for improving health status. Meanwhile, the digital age has changed the landscape of health information seeking [27]. A qualitative study to evaluate the process of online health information searching found that participants viewed the internet as a valuable tool for finding health information in order to support their existing health care resources [23]. The authors emphasized knowing what health information people are searching for online can help address knowledge gaps between providers and patients.

We found birth control pills were the most common search query related to birth control across all 3 geolocations. Though we cannot compare searches on birth control to actual use of methods, these findings are supported by a 2017 Guttmacher Institute report assessing state-level estimates of contraceptive use that found that the birth control pill was one of the most commonly used primary methods of contraception among women aged 18-49 years at risk of unintended pregnancy in the United States, ranging from 11% in Alaska to 27% in Massachusetts [28]. In Louisiana and Mississippi, 17.9% and 14.2%, respectively, of women at risk of unintended pregnancy were using birth control pills as their primary method of contraception.

Birth control pills also remained the most popular query throughout the data looking at trends from 2014-2018. Though there have been significant increases in use of long-acting reversible contraception (LARC) in the last decade in the United States [29] and our study showed noticeable increases in searches conducted for LARC over time (2014-2018), actual LARC use in Louisiana and Mississippi is lower than most other states [28]. Louisiana had the lowest use of the IUD at 4.5% of women at risk of unintended pregnancy in the 2017 Guttmacher Institute report. At 7.1% IUD use among women at risk of unintended pregnancy, Mississippi was also on the low end among states; neither Louisiana nor Mississippi had reliable data on implant use. A 2016 study among women of reproductive age in the United States found that 33% of surveyed women were either unaware of LARC (including both IUDs and implants) or had misperceptions about their effectiveness or safety [30]. Another study found there was a sharp increase (21.6%) in the rate of women who chose LARC methods in the 30 days after the 2016 United States presidential election as compared to the 30 days before [31], which corresponded with a spike in social media calling for women to get LARC methods after the election of President Trump given concerns about the future of the Affordable Care Act and contraception coverage [32]. This suggests that Google search patterns may be influenced by mainstream and social media. Additionally, changes to contraceptive care laws and funding, trending news stories, and political events are other factors that might affect online search behaviors.

While we found wide regional variations in search traffic for birth control methods by DMA for both Louisiana and Mississippi, more data collection efforts are needed to identify the factors that are driving differences in search behaviors related to birth control in these localities. However, there were notable differences between DMAs that include larger cities versus the DMAs that were more rural. The New Orleans DMA in Louisiana and the Memphis DMA both contain large cities and also had the most diverse search queries among all DMAs. Though we cannot draw conclusions from these findings, they are important to explore further given both health disparities in rural women [33] and the digital gap between rural and nonrural communities in the United States [34]. Further examination of the regional differences in birth control searches can inform providers and advocates of the birth control interests of the populations in particular geographies. Internet search histories by geography can also be used in combination with service availability and service utilization data to provide a better picture of where the gaps in both services and need for more knowledge exist, including locations to obtain counseling and services.

Limitations

There are several limitations to account for when interpreting the data and methodology. This study focused on the United States, specifically 2 states — Louisiana and Mississippi. Therefore, applicability outside of the United States is limited. Additionally, there is variability in online access and internet usage across different demographic, socioeconomic, and geographic subpopulations within the United States, such that certain groups of users might be over- or underrepresented among internet search data. We do not know the reasons that prompt individuals to search for contraception information, nor the demographic characteristics of the individuals searching for the topics assessed in this analysis. However, previous research has indicated that female-identifying internet users are more likely to seek health information online [4,35]. We also cannot be certain that searching for a topic online reflects intention to use or current use of contraception or how people perceive or use this information. The Google Trends API used for identifying top queries only shows the queries highly associated with the search term “birth control.” Thus, queries that have weaker associations with birth control are not reported. The Google Health Trends API also does not report relative search volume below a certain threshold (unknown to us). Another limitation is related to interpretation of the DMA data. A DMA region is comprised of counties that form an exclusive geographic area in which the home market television stations hold a dominance of total hours viewed, but these counties are not necessarily located in the same state. For example, the Memphis DMA consists of counties in Mississippi, Arkansas, and Tennessee. In Mississippi, 6 counties (George, Green, Pearl River, Hancock, Amite, and Wilkinson) are located in DMAs that are primarily made up of zip codes in other states and therefore were not included in the analysis. In the Louisiana
DMAs, 4 counties were included that are not part of Louisiana. Wilkinson and Amite are located in the Baton Rouge DMA. Pearl River and Hancock are located in the New Orleans DMA. Despite these limitations, the analysis of Google search traffic data presents important insights into the most popular searches related to birth control, information that can be useful for health providers and program implementers in the United States, including those dedicated to providing accurate information about birth control methods.

Conclusions
The convenience, accessibility, and availability of information on the internet have resulted in increasing numbers of individuals searching for health information online, and as shown in our data from the United States, Louisiana, and Mississippi, this includes searching for information on birth control. Understanding popular Google search queries on birth control can inform in-person discussions initiated by family planning practitioners and inform broader birth control messaging campaigns. Further research is needed to understand the quality and quantity of birth control information on the internet and ensure those searching are getting comprehensive and accurate information on birth control.
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Abstract

Background: Today, many cancer patients engage in online health information seeking (OHIS). However, little is known about how patients differ in their OHIS levels. In addition, OHIS might influence patient participation during a consultation with a physician, which might mediate the effects on patient outcomes.

Objective: The aim of this study is twofold: first, to provide insight into which personal characteristics and psychosocial factors affect patients’ OHIS levels and, second, to test the hypothesis that the effects of OHIS on patient outcomes are mediated by patient participation during the consultation.

Methods: Patient participation was operationalized in terms of patients’ absolute word count; the relative contribution of the patient, compared with the health care provider; and the number of questions and assertions expressed during the consultation. The patient outcomes measured were anxiety after the consultation, satisfaction with the consultation, and information recall. Participants in this study were patients recently diagnosed with colorectal cancer recruited from 6 hospitals in the Netherlands (n=90). Data were collected using questionnaires and audio-recorded consultations of patients with health care providers before their surgery.

Results: The results showed that younger patients, higher educated patients, patients with a monitoring coping style, and patients who experienced more cancer-related stress engaged more in OHIS. In turn, OHIS was related to patient participation in terms of the patient’s absolute word count but not to the relative contribution to the consultation or expressing questions and assertions. We did not find a relation between OHIS and anxiety and OHIS and recall mediated by patient participation. However, we found that patients’ absolute word count significantly mediated the positive association between OHIS and patients’ satisfaction with the consultation.

Conclusions: Results indicate positive implications of OHIS for patients’ care experience and, therefore, the importance of helping patients engage in OHIS. However, the results also suggest that OHIS is only successful in increasing a single aspect of patient participation, which might explain the absence of relations with anxiety and recall. The results suggest that more beneficial effects on patient outcomes may be achieved when health care providers support patients in OHIS.
Introduction

Background

Today, the internet hosts a growing body of easily accessible cancer-related information [1]. In line with this, cancer patients increasingly engage in online health information seeking (OHIS) [2,3] about their illness and treatment [4]. OHIS about one’s health or medical condition can contribute to feeling informed, which has been positively associated with patient outcomes [5]. For instance, better informed patients score higher on affective outcomes, for example, they are more satisfied with their treatment [6-9] and feel less anxious [5,10,11]. Moreover, OHIS can positively influence cognitive outcomes, such as better information recall [12,13].

Although patients generally seek web-based health information [14-16], it can be argued that the extent to which they engage in OHIS is associated with individual differences based on demographics or psychosocial characteristics [17,18]. For instance, experiencing feelings of anxiety or stress regarding a medical diagnosis can result in more information needs [19] and information seeking to cope with them [20].

Previous research did not look at the whole path from individual differences to OHIS and, in turn, patient outcomes but mainly focused on either predictors of OHIS in terms of demographics and psychosocial factors [21-24] or outcomes of OHIS [5,25-27]. More specifically, research that looked into the effects of OHIS did not take into account what happens between OHIS and patient outcomes in terms of consultations with health care providers [5,25]. This is a noteworthy omission because patients often engage in OHIS in preparation for consultations [15,16,28], which can result in a better informed and more empowered patient who feels comfortable in taking on an active role in consultations with health care providers [9,27,29]. In turn, this may lead to more active patient participation during consultations [9,30], for example, by patients expressing more concerns and asking more questions [31].

Subsequently, patient participation can positively influence factors related to the quality of care, such as satisfaction with the consultation and understanding of health information provided [32]. In addition, researchers found that patient participation is related to lower anxiety [33], increased satisfaction [34-36], and improved information recall [13,37]. However, knowledge about whether and how the effects of OHIS on these outcomes are mediated by patient participation during consultation is lacking. Therefore, the aim of this study is to examine the demographic and psychosocial factors that can predict OHIS and how OHIS, in turn, influences patient outcomes via patient participation during consultations.

Predictors of OHIS

Cancer patients vary in the extent to which they seek online health information. The Comprehensive Model of Information Seeking is one of the most widely adopted models to discuss factors that could influence health information seeking [22]. In this model, demographics and psychosocial factors are seen as important determinants of how much an individual is inclined to search for health information.

Demographics

In general, studies show that demographics such as age, education level, and gender correlate with OHIS [16]. However, results are ambiguous. For example, some have shown that younger individuals seek more online health information than older individuals [16,38-40], whereas others find that older adults tend to seek more information online than their younger counterparts [41] or find no correlations with OHIS at all [42]. Frailty, or “the risk for adverse outcomes due to losses in different domains of functioning” [43], is found to be related to a decline in patients’ self-management abilities, more so than chronological aging. Therefore, the level of frailty, also called biological age, might better predict a patient’s ability to engage in OHIS than chronological age. In addition, several studies have shown that females seek online health information more frequently than males [16,38,40,44], whereas other studies show no associations between OHIS and gender [41,42]. With respect to education level, there is some evidence that higher educated individuals seek more online health information than lower educated individuals [44]; however, other studies show no such associations [20,42,45]. Finally, the tendency to search for health information online can also differ according to one’s degree of health literacy or “the ability to perform basic reading and numerical tasks required to function in the health care environment” [46]. As described in a review study, some studies show limited evidence that people with low health literacy search less frequently for health information online, compared with people with high health literacy, whereas other studies show no differences in OHIS based on health literacy [47].

Psychosocial Factors

In addition to demographics, OHIS can also be explained by patients’ psychosocial characteristics such as their degree of stress or anxiety and strategies to cope with such feelings. Higher levels of fear and anxiety in cancer patients have both been associated with the tendency to avoid cancer-related information [28,48] and with increased information needs [49]. Seeking relevant health information online might help patients to deal with the feelings of anxiety, and some patients feel relieved or comforted by the information they find online [45,50]. However, cancer patients differ in their need for cancer-related information [48], based on how they cope with a health threat. Some patients prefer only a very limited amount of information (blunting coping style), whereas others prefer as much information as possible (monitoring coping style) [51-56]. As the results are inconsistent, more research is needed, resulting in research question (RQ) 1:

- RQ 1: Are cancer patients’ demographic characteristics (ie, age, gender, education level, frailty, and health literacy) and psychosocial characteristics (ie, anxiety, cancer-related
stress, and information-seeking coping style) related to OHIS?

**Direct Relation of OHIS and Patient Participation**

**Patient Participation**

OHIS may potentially better equip patients to participate in consultations with health care providers [57-59]. Actively participating in such consultations reflects patients’ ability and willingness to express their needs, concerns, preferences, and expectations [32]. According to the linguistic model of patient participation in care, patients need a certain repertoire of informational resources to actively communicate during medical consultations [32]. Patients with sufficient knowledge about a topic or terminology related to the topic will discuss health issues more easily with their providers [60]. Therefore, the knowledge a patient possesses, which might be gained because of OHIS, influences a patient’s ability to actively communicate and is an important factor in patient participation [29,32,61].

In addition, providing patients with an opportunity to gather information and seeking online health information can empower patients by giving them the feeling that they are better prepared for their consultations, thereby making them confident enough to actively participate during consultations [9,29]. A recent review showed that gathering online health information before a consultation resulted in patients feeling more self-assured and empowered during consultations [9].

In conclusion, seeking health information online can prepare patients for interactions with health care providers by increasing knowledge and feelings of empowerment and might, therefore, be a crucial predictor of patient participation. Therefore, we argue that more OHIS leads to greater patient participation during a consultation with a health care provider, resulting in hypothesis 1 (H1):

- **H1:** OHIS is positively related to cancer patients’ participation during a medical consultation.

**Indirect Relation of OHIS and Patient Outcomes: The Mediating Role of Patient Participation**

Both OHIS and patient participation are believed to be important independent factors that influence affective and cognitive patient outcomes [6,62]. OHIS most likely influences these outcomes via patient participation because it can increase patients’ illness-related knowledge and feelings of empowerment, leading to more patient participation [32]. Active patient participation can, in turn, positively affect factors that indicate quality of care [32]. Indeed, studies have found that patient participation results in less anxiety [6,33], more satisfaction [34-36], and better information recall [13,37].

**Anxiety**

OHIS can positively influence emotional well-being in general, for example, by making the patient feel less stressed [5] and less anxious [10-12]. OHIS can also help patients gain knowledge about their illness [30], making them feel more empowered to discuss certain topics during consultations [9], which, in turn, can lower their stress and feelings of anxiety. If patients experience feelings of anxiety beforehand, or because of OHIS, actively participating during the consultation gives them a chance to discuss their issues with the health care provider, which might help decrease their anxiety.

On the other hand, in some cases, OHIS can increase feelings of worry and anxiety [27,63]. Patients can experience confusion because of seeking health information [27,30], which can result in feeling less comfortable to participate and act more reserved during consultations. If a patient already feels anxious because of seeking online health information and does not actively participate during consultations, the health care provider may not be able to adequately address the patient’s anxiety. As a result, their anxiety may remain or increase even further. In line with this, we argue that the effect of OHIS on anxiety is mediated by patient participation during medical consultations (Figure 1), resulting in hypothesis 2a (H2a):

- **H2a:** Patient participation mediates the effect of OHIS on anxiety and stress after consultation.

**Figure 1.** Theoretical model. H1: hypothesis 1; H2: hypothesis 2; RQ1: research question 1.
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Satisfaction

Generally, better informed patients are more satisfied with their health care processes [6,7,12,64]. Russ et al [8] found that patients who sought online health information were more satisfied with the information provided by the provider during a consultation when compared with patients who did not seek online health information.

A reason for this increase in satisfaction can be that seeking online health information before a consultation gives the patient a feeling of being prepared for the consultation [9]. Online information can help patients anticipate the discussion of certain topics during consultations or to consider possible treatments that will be proposed [65]. Knowing what to expect during the consultation can result in more active participation, including the expression of questions or expectations. These can subsequently be addressed by the health care provider, resulting in greater satisfaction with the consultation. In line with this, patients are more satisfied when providers are supportive of their search for online health information [66,67]. Therefore, it can be argued that OHIS leads to more satisfied patients through increased patient participation.

However, as discussed before, OHIS can also cause confusion, thereby inhibiting active patient participation. As a result, issues relevant to a patient may not be addressed, in which case the patient can feel disappointed and less satisfied with the consultation. Accordingly, research has shown that when the online findings do not match with the information discussed during consultation, for example, regarding diagnosis or treatment options, this can result in a less satisfied patient [68]. Therefore, we argue that the effect of OHIS on satisfaction with a consultation is mediated by patient participation (Figure 1), resulting in hypothesis 2b (H2b):

- H2b: Patient participation mediates the effect of OHIS on satisfaction with a consultation.

Recall

When patients engage in OHIS before a consultation and this leads to more participation during the consultation, this is likely to improve the recall of the information discussed [13,37,69-71]. One reason for the positive association between OHIS, participation, and recall is that repetition of the same information can improve information recall [72,73]. When patients search for online health information before the consultation and discuss the same information during the consultation by actively participating, this leads to a repetition in exposure to that information. In addition, exposure to a first piece of information can prime the interest for a second similar piece of information [74]. As this double exposure to the same kind of information stimulates deeper information processing, it is expected to positively influence information recall [75,76].

It can also be argued that patients who participate more actively during the consultation by asking more questions and expressing more concerns will receive more information from health care providers and are also more likely to understand the rationale and recommendations of the provider [32]. Moreover, actively participating patients are more involved and, therefore, process the information they receive during the consultations in an active manner. This active, deeper processing of information can result in better information recall [77]. Thus, we argue that the effect of OHIS on recall of the information provided during the consultation is mediated by patient participation (Figure 1), leading to hypothesis 2c (H2c):

- H2c: Patient participation mediates the effect of OHIS on information recall.

Methods

Design

A study was conducted in 6 Dutch hospitals among newly diagnosed colorectal cancer patients. All patients received the standard procedure of care provided by the hospitals without any alterations. All newly diagnosed patients who planned to undergo surgery were approached to participate in the study. Health care providers (surgeons and specialized nurses) and patients signed an informed consent form. Study participants received a consultation with a surgeon or specialized nurse in preparation for their surgery. This consultation was audio-recorded, transcribed, and content coded. Data were collected using questionnaires before and after the consultation.

This study was registered with TrialRegister.nl (NTR5919) and was approved by the Review Board of the Amsterdam School of Communication Research (2017-PC-7979) and the medical ethical review boards of the hospitals that participated in the study (METC-nr: 13-061). The data collected to answer the RQs and hypotheses for this study were part of a larger investigation including multiple measurement moments.

Procedure and Participants

Participants included newly diagnosed colorectal cancer patients; those who had planned to undergo surgery, possibly in combination with other treatment and had sufficient command of the Dutch language, were able to read, and had no cognitive impairment according to their medical record (eg, dementia); and those who had provided written informed consent.

Once the consultation with the surgeon was scheduled, a specialized nurse or medical secretary asked the patients if they wanted to receive study information. Patients who agreed to being contacted about this study were approached, approximately 3 days before the consultation, by the study coordinator via phone to explain what study participation would entail. Consentng patients received additional information and the first online questionnaire at time point 1 (T1) via email. Patients were asked to complete the first questionnaire 1 day before the consultation.

The scheduled consultation was recorded at time point 2a (T2a), and 2 days thereafter at time point 2b (T2b), the patients received the second questionnaire partly via email, including standard questions that were the same for all patients. Patients were also contacted via telephone 2 to 3 days after the consultation at time point 2c (T2c) by the research assistant or researcher to assess recall using recall questions that were tailored to the consultation.

The final sample consisted of 90 patients, as seen by 23 health care providers (surgeons and specialized nurses) in 6 Dutch hospitals.
hospitals. During the study, 346 patients were reported to be suitable for participation by the specialized nurses or medical secretaries of the hospitals. A total of 285 patients were successfully approached to participate in the study. The other 61 patients either did not meet the inclusion criteria or could not be reached because of organizational or technical difficulties. Of the 285 patients who were successfully approached, 119 consented to participate in the study. As 29 of the consenting patients did not fill out the first questionnaire before the consultation, a total of 90 patients were included in the final analyses. Between the first and the following questionnaires, a number of patients dropped out, resulting in 72 consultation recordings, 67 responses on T2b, and 63 responses on T2c. More details about the dropout process are shown in Figure 2.

**Figure 2.** Flowchart of inclusion and dropout. T1: time point 1; T2a: time point 2a; T2b: time point 2b.

### Measures T1

**Demographics**
Sociodemographic information was obtained in the first questionnaire with questions regarding age, gender, education level, living situation, and internet use. A total of 3 categories were formed for education level (low, middle, and high). In addition, hospital records were used to obtain medical information about diagnoses and treatments of patients.

**Frailty**
Frailty was measured using the Groningen Frailty Indicator [43]. This scale contains 15 items about physical functioning (mobility, multiple health problems, fatigue, and vision or hearing problems), cognitive functioning, social functioning, and psychological functioning (feelings of depression or anxiety). The total score could range from 0 to 15; however, in this study, patients scored from 0 to 11 (mean 2.80, SD 2.45), with a higher score indicating more frailty [43].

**Health Literacy**
A 3-item questionnaire was used to measure health literacy [46]. The items addressed one’s ability to obtain and read medical information and to fill out medical forms on a 5-point scale ($\alpha=.62$). The total score ranged from 1 to 5, with a higher score indicating higher health literacy (mean 4.26, SD 0.71).

### Anxiety (Preconsultations)
Anxiety was measured at T1 using the short Dutch version of the State Trait Anxiety Inventory [10,78]. Patients rated the degree to which they were currently experiencing anxiety on a 4-point scale ranging from 1 (not at all) to 4 (very much). Higher scores on the scale indicate higher levels of anxiety. Patients scored on average 1.95 (SD 0.55), with scores ranging from 1 to 3.67. Cronbach alpha was good ($\alpha=.82$).

### Cancer-Related Stress
Cancer-related stress was measured at T1, with a subscale of the Dutch version of the Impact of Events Scale [79,80], comprising 7 items ($\alpha=.84$). Participants rated the items on a 4-point Likert scale (1=not at all, 2=rarely, 3=sometimes, 4=often), with a higher score indicating higher levels of cancer-related stress. Scores ranged from 1 to 3.71, and patients scored an average of 2.03 (SD 0.70).

### Coping Style
Coping style was measured using the adapted shortened version of the Threatening Medical Situation Inventory at T1 [81,82]. The scale consists of 3 items measuring monitoring intentions regarding the patients’ medical situation. Items addressed intentions to (1) look for information within the threatening situation, (2) go deeply into the situation by reading about it, and (3) get information from the health care provider ($\alpha=.82$). Participants responded to the statements with answer options ranging from 1 (not at all applicable to me) to 5 (very much
applicable to me) and scored an average of 3.46 (SD 1.07), with a higher score indicating higher monitoring intentions.

**OHIS**

On the basis of previous research [20], patients were asked to indicate on a 5-point Likert scale how often they had used the internet to seek information about their illness or treatment options before the consultation (T1). The answer options were 1 (did not use), 2 (used very little), 3 (used sometimes), 4 (used regularly), and 5 (used often). Patients on average scored 2.23 (SD 1.32).

**Measures T2a**

**Patient Participation**

The audiotaped consultations were transcribed and manually coded by a research assistant using 3 measures to represent patient participation. This operationalization is in line with the methods used in previous research [83-86]. First, the absolute contribution of the patient to the consultation was measured using the patient’s absolute word count. Second, the relative contribution of the patient was measured by calculating the ratio of the number of words used by the patients compared with the number of words used by the health care provider. For these 2 measures, the coding process involved counting all the words used by the patient and the health care provider [83,84]. Third, the number of questions and assertions expressed by the patient during the consultation was coded using a codebook developed based on the method described by Street and Millay [32] (the complete codebook is given in Multimedia Appendix 1). A total of 10% (9/90) of the data set was double-coded by a second independent coder, resulting in acceptable intercoder reliability ($\kappa=0.764; P<.001$).

**Measures T2b**

**Anxiety (Postconsultation)**

Anxiety was measured postconsultation (T2b) in the same manner as in the preconsultation (T1). Patients on average scored 1.80 (SD 0.66). Cronbach alpha was good ($\alpha=0.86$).

**Satisfaction With the Consultation**

To measure patient satisfaction with the consultation (T2b), the 5-item Patient Satisfaction Questionnaire was used [87]. Items addressed the following: the extent to which the patient was satisfied in terms of needs that were met by the surgeon, if the patient felt actively involved during the consultation, the information received during the consultation, the emotional support received during the consultation, and the interaction during the consultation in general ($\alpha=0.80$) [84]. All the answer options ranged from 1 (not satisfied at all) to 5 (completely satisfied), and patients scored an average of 4.39 (SD 0.58).

**Measures T2c**

**Information Recall**

To measure information recall, the Netherlands Patient Information Recall Questionnaire (NPIRQ) [88] was used to compose the questions. The correct answers to the questions were (parts of) statements provided by the surgeon during the consultation. Therefore, the answers were literally derived from the transcribed consultations. Answers provided by the patients were scored as 0 (not recalled), 1 (partially recalled), and 2 (completely recalled). If the patient did not recall the information, there were 2 other answer option: “this information was not discussed” and “this information was discussed, but I can’t remember the details,” both resulting in a score of 0 [88]. In line with the NPIRQ guidelines, a sum score was constructed by calculating the percentage of the obtained recall score (range 6%-100%) relative to the maximum achievable score (2-26 points), with higher scores indicating better recall. Patients scored an average of 60% (SD 0.19). A total of 10% of the cases (7/63) were double-coded by 2 independent coders to check intercoder reliability ($\kappa=0.71; P<0.001$) [89].

**Statistical Analyses**

The analyses are based on a 2-step process. First, the correlations between demographic and psychosocial variables and outcome variables were tested. The variables that significantly correlated with the outcome measures at a significance level of .10 were selected for follow-up analyses as control variables. Second, multivariate regression analyses were carried out to test whether demographic variables (age, gender, and education level) and psychosocial factors (frailty, coping style, stress, and anxiety before the consultation) were related to OHIS (RQ1) and if OHIS was related to patient participation (number of words used by the patient during the consultation, relative contribution a patient had in the consultation in terms of the word count ratio, and number of questions and assertions expressed; H1). For the mediation effects in H2a, H2b, and H2c, regression analyses using an SPSS macro allowing for mediation, (PROCESS model 4) [90] were conducted. In addition, to determine whether the relation between OHIS and the outcome variables differed depending on clustering within health care providers, multilevel analyses were carried out if the dependent variable correlated with health care providers [91].

**Results**

**Sample**

The age of patients included in the final analyses ranged from 39 to 88 years (mean 69.93, SD 9.93), and about two-thirds of the patients were male (59/90, 66%). Half of the patients (45/90, 50%) had a medium level of education. Patients’ health literacy was relatively high (mean 4.25, SD 0.71), and they were not frail on average (mean 2.80, SD 2.45). Almost half of the patients (41/90, 46%) indicated that they did not use the internet, 12% (11/90) used the internet very little, 21% (19/90) used the internet sometimes, 16% (14/90) used the internet regularly, and 6% (5/90) used the internet often before the consultation. Nonresponse analyses revealed that participants did not differ compared with nonparticipants regarding gender ($F_{1,299}=2.92; P=0.09$) but were on average significantly younger (mean 69.75, SD 9.93) than patients who did not wish to participate (mean 73.15, SD 10.30; $F_{1,297}=7.24; P=0.008$). The background information of the participants is presented in Table 1.
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Demographic information (n=90), mean (SD)</th>
<th>Patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>69.93 (9.93)</td>
</tr>
<tr>
<td>Gender (n=90), n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>59 (66)</td>
</tr>
<tr>
<td>Female</td>
<td>31 (34)</td>
</tr>
<tr>
<td>Education level (n=88), n (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24 (27)</td>
</tr>
<tr>
<td>Medium</td>
<td>45 (51)</td>
</tr>
<tr>
<td>High</td>
<td>19 (22)</td>
</tr>
<tr>
<td>Health background information (n=90), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Health literacy b</td>
<td>4.25 (0.71)</td>
</tr>
<tr>
<td>Frailty c</td>
<td>2.80 (2.45)</td>
</tr>
<tr>
<td>Psychosocial information (n=90), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Coping style d</td>
<td>3.46 (1.07)</td>
</tr>
<tr>
<td>Online health information seeking behavior (n=90), n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>41 (46)</td>
</tr>
<tr>
<td>Very little</td>
<td>11 (12)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>19 (21)</td>
</tr>
<tr>
<td>Regularly</td>
<td>14 (16)</td>
</tr>
<tr>
<td>Often</td>
<td>5 (6)</td>
</tr>
</tbody>
</table>

a All cells add up to 100% owing to missing data.

b A higher score indicates higher levels of health literacy (maximum range 1-5; reported range 1-5).

c A higher score indicates higher frailty (maximum range 0-15; reported range 0-11).

d A higher score indicates a higher information-monitoring coping style (maximum range 1-5; reported range 1-5).

Patient Participation

Recorded consultations (n=72) lasted between 4 minutes 26 seconds and 46 minutes 40 seconds, with an average duration of 20 minutes 19 seconds (SD 7.47 minutes). The number of words spoken during these consultations ranged from 488 to 6824 words (mean 2657, SD 1307.89). Patients spoke a minimum of 29 words and a maximum of 1347 words (mean 472.57, SD 295.46), whereas health care providers spoke at least 386 words and at the most 5124 words (mean 1998.83, SD 991.93). Patients scored a relative contribution to the consultation of 19.12% (472.57/2471.4) on average, ranging from 3.4% to 43.5% (SD 8.20); therefore, the ratio of health care providers ranged from 56.5% to 96.6%, with an average of 80.8% (SD 8.20).

A total of 69 patients asked at least one question, and 55 patients expressed at least one assertion. The number of questions ranged from 1 to 35 per consultation (mean 6.44, SD 6.36), and the number of assertions ranged from 1 to 10 per consultation (mean 2.30, SD 1.92). This resulted in a total number of questions and assertions ranging from 1 to 37 (mean 7.96, SD 7.03).

Predictors of OHIS

Demographics

Correlation analyses showed that age was negatively related to OHIS ($r=-0.29; P=.005$), suggesting that an increase in age was associated with less OHIS. Education level and OHIS were positively correlated ($r=0.37; P<.001$), suggesting that higher educated patients engage more in OHIS. No significant correlations were found between OHIS and gender ($r=0.01; P=.91$), frailty ($r=-0.10; P=.35$), and health literacy ($r=0.15; P=.14$; Table 2).
Table 2. Correlation matrix.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
<th>9.</th>
<th>10.</th>
<th>11.</th>
<th>12.</th>
<th>13.</th>
<th>14.</th>
<th>15.</th>
<th>16.</th>
<th>( \Phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Gender(^b)</td>
<td>0.021</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Education level(^c)</td>
<td>-0.057</td>
<td>0.038</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Health literacy</td>
<td>0.039</td>
<td>0.074</td>
<td>0.220*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Frailty</td>
<td>-0.157</td>
<td>-0.002</td>
<td>-0.183</td>
<td>-0.285**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Anxiety (preconsultation)</td>
<td>-0.086*</td>
<td>-0.016</td>
<td>-0.113</td>
<td>-0.041</td>
<td>0.461**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Cancer-related stress</td>
<td>-0.204**</td>
<td>-0.156</td>
<td>-0.02</td>
<td>-0.045</td>
<td>0.203</td>
<td>0.054</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Coping style</td>
<td>-0.206*</td>
<td>-0.099</td>
<td>0.231*</td>
<td>0.112</td>
<td>-0.115</td>
<td>0.013</td>
<td>0.198</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Health care provider</td>
<td>0.096</td>
<td>-0.172</td>
<td>-0.275**</td>
<td>-0.097</td>
<td>-0.162</td>
<td>0.119</td>
<td>0.109</td>
<td>-0.061</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Consultation time</td>
<td>-0.043</td>
<td>0.079</td>
<td>-0.056</td>
<td>-0.076</td>
<td>-0.250*</td>
<td>0.088</td>
<td>0.06</td>
<td>0.127</td>
<td>0.090**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Online health information seeking</td>
<td>-0.029*</td>
<td>0.012</td>
<td>0.369**</td>
<td>0.151</td>
<td>-0.096</td>
<td>0.183</td>
<td>0.061</td>
<td>0.059</td>
<td>-0.1</td>
<td>0.143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Patient participation word count</td>
<td>-0.061</td>
<td>-0.229*</td>
<td>0.099</td>
<td>0.02</td>
<td>-0.131</td>
<td>0.142</td>
<td>0.082</td>
<td>0.036**</td>
<td>0.092**</td>
<td>0.052**</td>
<td>0.036**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Patient participation relative contribution</td>
<td>-0.074</td>
<td>-0.103</td>
<td>0.086</td>
<td>0.077</td>
<td>0.111</td>
<td>0.039</td>
<td>-0.008</td>
<td>0.168</td>
<td>-0.062</td>
<td>-0.156</td>
<td>0.22</td>
<td>0.574**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Patient participation questions and utterances</td>
<td>0.065</td>
<td>-0.258*</td>
<td>0.147</td>
<td>-0.076</td>
<td>-0.034</td>
<td>0.147</td>
<td>0.114</td>
<td>0.223</td>
<td>0.285*</td>
<td>0.038</td>
<td>0.176</td>
<td>0.063**</td>
<td>0.095**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. Anxiety (postconsultation)</td>
<td>-0.067</td>
<td>-0.231*</td>
<td>-0.144</td>
<td>-0.124</td>
<td>0.435**</td>
<td>0.001**</td>
<td>0.051**</td>
<td>0.152</td>
<td>0.085</td>
<td>-0.001</td>
<td>0.238*</td>
<td>0.187</td>
<td>0.166</td>
<td>0.278*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. Satisfaction</td>
<td>0.134</td>
<td>-0.200</td>
<td>-0.174</td>
<td>-0.044</td>
<td>-0.151</td>
<td>-0.019</td>
<td>-0.021</td>
<td>-0.027</td>
<td>0.227</td>
<td>0.141</td>
<td>-0.101</td>
<td>0.086</td>
<td>-0.078</td>
<td>0.005</td>
<td>-0.360**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17. Recall</td>
<td>-0.105</td>
<td>0.021</td>
<td>0.080</td>
<td>-0.126</td>
<td>0.073</td>
<td>0.150</td>
<td>0.161</td>
<td>-0.176</td>
<td>0.081</td>
<td>0.061</td>
<td>0.016</td>
<td>0.208</td>
<td>0.139</td>
<td>0.040</td>
<td>-0.018</td>
<td>0.035**</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.

\(^b\)Gender was dummy coded into 1=female and 2=male.

\(^c\)Education was dummy coded into 1=low, 2=medium, and 3=high.

\(^*\)P<.05, \(^**\)P<.01, \(^***\)P<.001.

Psychosocial Factors

In addition, correlation analyses showed that cancer-related stress was positively correlated with OHIS \((r=0.36; P<.001)\), implying that higher stress levels can result in more OHIS. There was a marginally significant positive correlation between anxiety before the consultation and OHIS \((r=0.18; P=.08)\), suggesting that patients who report higher anxiety levels might engage more in OHIS. Regarding coping style, a positive correlation was found \((r=0.45; P<.001)\), meaning patients with higher levels of monitoring coping style engaged more in OHIS (Table 2).

Regression Analyses

To test whether these variables predict OHIS, a regression analysis was conducted, including all possible predictors that significantly correlated with OHIS (age, education level, cancer-related stress, anxiety before the consultation, and coping style). The results showed that education level \((B=0.54; P=.002)\), cancer-related stress \((B=0.48; P=.02)\), and coping style \((B=0.41; P<.001)\)
patients who engaged more in OHIS used more words during the consultation and had a larger relative contribution to the conversation but did not express more questions and assertions. Regarding H1, we can conclude that OHIS is associated with some, albeit not all, indicators of patient participation during consultations.

**Relation Between OHIS and Anxiety, Satisfaction, and Recall, Mediated by Patient Participation**

The correlation analyses (n=90) showed that gender \((r=-0.23; P=0.05)\), frailty \((r=-0.44; P<0.001)\), anxiety before the consultation \((r=-0.60; P<0.001)\), and cancer-related stress \((r=-0.51; P<0.001)\) were significantly related to anxiety after the consultation. Gender was also significantly related to the number of words used by the patient \((r=-0.26; P=0.003)\), whereas coping style was also positively related to the number of words used by the patient \((r=0.37; P=0.004)\); Table 2). These variables were included as control variables in the regression analyses regarding anxiety after the consultation. Health care provider was only significantly related to satisfaction with the information \((r=-0.23; P=0.005)\). However, multilevel analyses showed the relation between OHIS and satisfaction was not dependent on health care provider \((F_{1,40}=0.04; P=0.35)\). There were no significant correlations between the other variables and satisfaction with the information or information recall. Therefore, no control variables were included in the regression analyses regarding satisfaction and recall.

**Anxiety (n=64)**

When controlling for gender, frailty, anxiety before the consultation, and cancer-related stress, OHIS was not related to anxiety after the consultation \((B=0.07; P=0.17)\). Regarding patient participation, the number of words used by the patient \((B=-0.01 P=0.44)\), the relative contribution of the patient in terms of the word count ratio \((B=0.01; P=0.14)\), and the number of questions and assertions expressed by the patient \((B=0.01; P=0.66)\) were also not related to anxiety after the consultation. There was no significant mediation of OHIS on anxiety after the consultation via the number of words used by the patient, relative contribution of the patient to the consultation, or the number of questions and assertions (Table 3); thus, H2a must be rejected.
### Table 3. Mediation analyses.

<table>
<thead>
<tr>
<th>Relations</th>
<th>$B^a$</th>
<th>SE</th>
<th>95% CI values</th>
<th>$t$ test ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct effect of OHIS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On word count</td>
<td>68.9740</td>
<td>27.8861</td>
<td>13.1535 to 124.7945</td>
<td>2.4734 (5.58)</td>
<td>.02</td>
</tr>
<tr>
<td>On word count ratio</td>
<td>1.9918</td>
<td>0.8473</td>
<td>0.2958 to 3.6879</td>
<td>2.3508 (5.58)</td>
<td>.02</td>
</tr>
<tr>
<td>On questions and assertions</td>
<td>0.7349</td>
<td>0.6469</td>
<td>−0.5601 to 2.099</td>
<td>1.1360 (5.58)</td>
<td>.26</td>
</tr>
<tr>
<td>On anxiety</td>
<td>0.0666</td>
<td>0.0517</td>
<td>−0.0369 to 0.1701</td>
<td>1.2890 (8.55)</td>
<td>.20</td>
</tr>
<tr>
<td>On satisfaction</td>
<td>−0.1029</td>
<td>0.0560</td>
<td>−0.2149 to 0.0091</td>
<td>−0.1837 (4.59)</td>
<td>.07</td>
</tr>
<tr>
<td>On recall</td>
<td>−0.0203</td>
<td>0.0189</td>
<td>−0.0581 to 0.0175</td>
<td>−1.0747 (4.58)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Direct effects on anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of word count</td>
<td>−0.0003</td>
<td>0.0003</td>
<td>−0.0009 to 0.0004</td>
<td>−0.7810 (8.55)</td>
<td>.44</td>
</tr>
<tr>
<td>Of word count ratio</td>
<td>0.0141</td>
<td>0.0096</td>
<td>−0.0051 to 0.0333</td>
<td>1.4679 (8.55)</td>
<td>.15</td>
</tr>
<tr>
<td>Of questions and assertions</td>
<td>0.0051</td>
<td>0.0117</td>
<td>−0.0184 to 0.0286</td>
<td>0.4365 (8.55)</td>
<td>.66</td>
</tr>
<tr>
<td><strong>Indirect effects of OHIS on anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediated by word count</td>
<td>−0.0174</td>
<td>0.0231</td>
<td>−0.0385 to 0.0549</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by word count ratio</td>
<td>0.0280</td>
<td>0.0219</td>
<td>−0.0196 to 0.0694</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by questions and assertions</td>
<td>0.0038</td>
<td>0.0162</td>
<td>−0.0470 to 0.0225</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Direct effects on satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of word count</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0001 to 0.0015</td>
<td>2.2207 (4.59)</td>
<td>.03</td>
</tr>
<tr>
<td>Of word count ratio</td>
<td>−0.0223</td>
<td>0.0109</td>
<td>−0.0442 to 0.0005</td>
<td>−2.0487 (4.59)</td>
<td>.04</td>
</tr>
<tr>
<td>Of questions and assertions</td>
<td>−0.0087</td>
<td>0.0139</td>
<td>−0.0365 to 0.0191</td>
<td>−0.6246 (4.59)</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Indirect effects of OHIS on satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediated by word count</td>
<td>0.0529</td>
<td>0.0283</td>
<td>0.0053 to 0.1158</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by word count ratio</td>
<td>−0.0319</td>
<td>0.0254</td>
<td>−0.0925 to 0.0068</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by questions and assertions</td>
<td>−0.0068</td>
<td>0.0162</td>
<td>−0.0268 to 0.0416</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Direct effects on recall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of word count</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000 to 0.0004</td>
<td>1.6737 (4.58)</td>
<td>.10</td>
</tr>
<tr>
<td>Of word count ratio</td>
<td>0.0004</td>
<td>0.0036</td>
<td>−0.0068 to 0.0076</td>
<td>0.1033 (4.58)</td>
<td>.92</td>
</tr>
<tr>
<td>Of questions and assertions</td>
<td>−0.0025</td>
<td>0.0047</td>
<td>−0.0119 to 0.0069</td>
<td>−0.5359 (4.58)</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Indirect effects of OHIS on recall</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediated by word count</td>
<td>−0.0131</td>
<td>0.0091</td>
<td>−0.0029 to 0.0333</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by word count ratio</td>
<td>−0.0004</td>
<td>0.0051</td>
<td>−0.0092 to 0.0127</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
<tr>
<td>Mediated by questions and assertions</td>
<td>−0.0015</td>
<td>0.0043</td>
<td>−0.0084 to 0.0101</td>
<td>N/A f</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$\text{aB: Standardized } \beta.$  
$\text{bOHIS: online health information seeking.}$  
$\text{cNumber of words used by the patient.}$  
$\text{dRelative contribution of the patient in terms of words used by the patient compared with words used by the health care provider.}$  
$\text{eNumber of questions and assertions expressed by the patient.}$  
$\text{fN/A: not applicable.}$

**Satisfaction (n=64)**

OHIS was marginally negatively related to satisfaction with the consultation directly ($B=-0.10; P=.07$), suggesting that the more a patient engaged in OHIS, the less satisfied the patient was with the consultation. The number of words used by the patient was positively related to satisfaction ($B=0.0008; P=.03$), meaning the more words a patient used, the more satisfied a patient was. The relative contribution of the patient to the consultation in terms of the word count ratio was negatively related to satisfaction ($B=-0.02; P=.05$), suggesting that the higher the relative contribution of the patients (and
therefore automatically the lower the contribution of the health care provider), the less satisfied the patient was. There was no significant relation between the number of questions and assertions expressed by the patient and satisfaction ($B=-0.01; P=.54$). The indirect relation between OHIS and satisfaction, based on the number of words used by the patient, was also significant ($B=0.05; 95\% CI 0.0053-0.1158$). This means that patients who engaged in OHIS used more words during the consultations, which, in turn, was positively related to more satisfaction with the consultation. Therefore, H2b is partly supported.

**Recall**

The analyses showed no significant correlation between OHIS and information recall ($B=-0.02; P=.28$). In addition, there was no significant relation between the number of words used by the patient ($B=0.00; P=.10$), the relative contribution of the patient to the consultation ($B=0.01; P=.92$), the number of questions and assertions expressed ($r=-0.01; P=.59$), and information recall. In addition, there was no significant mediation of OHIS on information recall via 1 of the patient participation measures (Table 3). This implies that H2c must be rejected.

**Discussion**

**Review of Findings**

The aim of this study is twofold. First, this study examined which demographic and psychosocial factors could predict OHIS of newly diagnosed cancer patients. Second, we investigated how OHIS subsequently relates to patient participation during consultations and how this, in turn, affects patients’ anxiety, satisfaction, and information recall. Regarding demographic factors, the results showed that patients with higher levels of education were more inclined to engage in OHIS. With respect to psychosocial factors, higher levels of cancer-related stress are associated with more OHIS, and patients with a monitoring coping style also engage more in OHIS. In turn, OHIS was positively related to patient participation in terms of the number of words used by the patient during the consultation and the relative contribution of the patient in the consultation but not to the number of questions and assertions expressed.

The negative direct relation between OHIS and satisfaction shows that more OHIS leads to lower patient satisfaction. In addition, the number of words used by the patient was related to higher levels of satisfaction with the consultation, whereas the relative contribution of the patient in the consultation was related to lower levels of satisfaction. The results also showed a positive indirect relation between OHIS and satisfaction via the number of words used by the patient, meaning that patients who engaged more in OHIS used more words during the consultation, which, in turn, was positively related to satisfaction with the consultation. On the basis of these results, it can be concluded that OHIS can lead to both more and less satisfaction with the consultation, depending on the mediation of the number of words used by the patient.

Our results indicate that not all patients engage in OHIS. In particular, lower educated patients search less for health information online. This is in line with previous research in which education has been shown to positively influence OHIS [92]. Therefore, concerns raised almost 20 years ago by Lenhart et al [31,93] regarding the digital divide still appear to be valid. As our findings suggest that OHIS is related to patient participation and satisfaction with the consultation, it can be seen as problematic that a group of patients still does not engage in OHIS.

Our results show different relations between the different measures of patient participation and OHIS. First, our results seem to suggest that patients who engage in OHIS are inclined to use more words during the consultation, which, in turn, results in greater satisfaction with the consultation. This mediation may occur regardless of the reaction of the health care providers. However, satisfaction with the consultation might also be influenced by the interplay between the patient and health care provider. For example, patient participation can elicit a response in the health care provider, for example, discussing more information during consultations [94-96]. On the other hand, the health care provider may disregard the patient’s input, which is more in line with studies that have shown health care providers to insufficiently meet the patient’s needs [93-95]. If the relative contribution of the patient is higher, it could mean that even though the patient uses more words, the health care provider does not respond to the patient’s input. This could explain why an increase in the relative contribution of the patient to the consultation is related to a decrease in satisfaction with the consultation.

Second, the undemonstrated relation between OHIS and the expression of questions and assertions contradicts previous research, suggesting that OHIS facilitates patients to express their needs and concerns [97-99]. One reason for this could be that online health content is often incorrect, incomplete, and biased [97] and is usually experienced by patients as difficult to comprehend [97-99]. If patients engage in OHIS but find information that confuses them, this might inhibit their expression of questions or assertions. In particular, if patients do not feel empowered and confident during the consultation, they might ask fewer questions and express less assertions. It might also be possible that patients did not find the right information to support them in asking questions or expressing assertions or that OHIS fulfilled patients’ information needs and already answered questions patients had. This could have resulted in patients asking fewer questions during consultations. On the other hand, finding ambiguous information online could also lead to confusion resulting in patients asking more questions during the consultation. We swiftly examined the content of the transcripts to obtain a better understanding of the differences in relations between OHIS and the separate indicators of patient participation. The transcripts showed that patients who used more words but did not express more questions and assertions mostly engaged in small talk and discussed side issues unrelated to their ongoing situation. This implies that patients who are more active in OHIS are also more active during consultations in terms of using more words; however, the information they found online did not seem to empower them enough to express treatment-related questions or assertions.
We expected that OHIS would result in less anxiety after the consultation (H2a), via more patient participation, but our results did not support this. The fact that OHIS did not influence the expression of questions and assertions might explain why we also did not find an indirect relation between OHIS and anxiety via patient participation, as feelings of anxiety could not be partly dismantled by discussing them with the health care provider.

The aforementioned line of reasoning may also explain why OHIS did not lead to better information recall, indirectly via patient participation. By not expressing questions or assertions, but just talking more about other subjects, more information was added to the consultation. The amount of information this added to the consultation could have overshadowed the most important information about the diagnosis and treatment. Previous research has shown that the amount of information discussed during a consultation can negatively influence recall of the information discussed [88].

**Strengths**

This study is, to the best of our knowledge, the first to show a significant mediation of OHIS on satisfaction with the consultation via patient participation. Established models regarding the influence of OHIS on patient participation mainly focused on the ways in which patient participation can be increased by OHIS, for example, by increasing knowledge and feelings of empowerment [62], or how patient participation can influence patient outcomes [31,84,93]. Our findings help to connect and extend these models by linking these 2 processes together, considering both the influence of OHIS on patient participation and the relation between patient participation and patient outcomes.

A distinguishing feature of this study was the participants. Including newly diagnosed cancer patients is challenging because of the emotional burden the patients face. Therefore, another strength of this study is that we succeeded in collecting these data in a vulnerable population. The fact that this is a multicenter study, with participating patients being treated in 1 of 6 Dutch hospitals, made inclusion of the patients even harder. Differences occurred in the recruitment process between the hospitals and inclusion was more troubles in some hospitals. Although this is beneficial for the external validity of the study, differences occurred in the recruitment process between the hospitals and inclusion was more troubled in some hospitals than in others, resulting in varying inclusion rates between hospitals.

**Limitations and Future Research**

First, patient participation was operationalized using only quantitative measures. Therefore, we could only draw conclusions based on the quantity of patient participation and not on the quality of patient participation. Future research should also qualitatively address patient participation during consultations to gain more insight into the content of patient participation. In addition, only the utterances of the patients were analyzed. The utterances of health care providers were only included in terms of relative contribution to the consultation but not in terms of content. As it seems plausible that patients’ communication is dependent on the interplay between the partakers in that consultation [31,84,92], it is advisable to analyze the behavior of all part taking part in the consultation in future research. In addition, only behavioral measures were used in this study to measure patient participation. Adding measures of perceived participation would be a valuable addition and is, therefore, recommended for future research.

A limitation that could have influenced the relations with information recall is that in this study, the number of recall questions was based on the amount of information the patient received from the health care provider during the consultation. This means that the more information was provided, the more recall questions the patient had to answer. The amount of information is known to be negatively related to the ability to correctly recall this information [100,101], and a higher number of questions can mean a higher chance of making mistakes. The researchers of this study deliberately chose to tailor the recall questions to the consultations of each separate patient because asking a fixed set of recall questions meant asking questions about topics that were not discussed with the patient, which was seen as unethical. Researchers can decide on asking a maximum number of questions per topic in the case of long consultations.

Finally, as our results show that OHIS does not lead to expressing questions or utterances, we encourage researchers to further investigate the effects of other types of online health information, such as online tools specifically developed and offered to patients. Previous research has shown that online health information developed and offered to a specific patient population, including preparatory tools such as question prompt lists or information tailored to a patient’s situation, can be effective in increasing patient participation [99,100].

Practically, as we see a relation between some measures of patient participation and satisfaction, but not all, this study shows the importance of providing patients with the right tools to search for online health information that stimulates participation by means of expressing questions and utterances during consultations. In particular, because OHIS can also increase worry and confusion [27,30,63], health care providers are advised to guide patients with clear instructions on how to search for information online. For example, hospitals could provide patients with flyers, including information about which websites are reliable and which websites are not.

**Conclusions**

This study showed that younger patients, higher educated patients, patients who experience more cancer-related stress, and patients with a monitoring coping style are more likely to engage in OHIS. OHIS is positively related to the patient’s absolute contribution during a consultation, which, in turn, results in the patient being more satisfied with the consultation. The results are an important addition to established models regarding the influence of OHIS.
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Abstract

Background: The experiences of patients change throughout their illness trajectory and differ according to their medical history, but digital support tools are often designed for one specific moment in time and do not change with the patient as their health state changes. This presents a fragmented support pattern where patients have to move from one app to another as they move between health states, and some subpopulations of patients do not have their needs addressed at all.

Objective: This study aims to investigate how patient work evolves over time for those living with type 2 diabetes mellitus and chronic multimorbidity, and explore the implications for digital support system design.

Methods: In total, 26 patients with type 2 diabetes mellitus and chronic multimorbidity were recruited. Each interview was conducted twice, and interviews were transcribed and analyzed according to the Chronic Illness Trajectory Model.

Results: Four unique illness trajectories were identified with different patient work goals and needs: living with stable chronic conditions involves patients seeking to make patient work as routinized and invisible as possible; dealing with cycles of acute or crisis episodes included heavily multimorbid patients who sought support with therapy adherence; responding to unstable changes described patients currently experiencing rapid health changes and increasing patient work intensity; and coming back from crisis focused on patients coping with a loss of normalcy.

Conclusions: Patient work changes over time based on the experiences of the individual, and its timing and trajectory need to be considered when designing digital support interventions.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2018-022163

(J Med Internet Res 2021;23(7):e25992) doi:10.2196/25992
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Introduction

Background and Significance
Patient work is defined as health-related tasks and actions a patient undertakes in their self-management of health conditions [1,2]. Initially proposed by Corbin and Strauss [3], the concept recognizes that patients conduct a variety of such actions, with tasks ranging from physical to cognitive, ranging from visible to invisible, conducted alone, or requiring assistance from others [4]. The Chronic Illness Trajectory Model [5], also created by Corbin and Strauss, describes how the course of illness changes over time. Patients may shift between different illness phases repeatedly over their lifetime, as their conditions fluctuate (Figure 1 [5]). This model has been used to describe patients with conditions such as injury rehabilitation [6], metastatic cancer [7], poststroke recovery [8], and multiple sclerosis [9], with evidence suggesting that patient work needs and goals change as participants move between phases [6-8].

![Figure 1. The Chronic Illness Trajectory Model.](image)

However, current digital technologies for patients with chronic disease struggle to incorporate changing health needs and goals. For example, newly diagnosed patients with type 2 diabetes prefer information on lifestyle alteration and available treatment [10,11], whereas patients with long-term complications, such as established diabetic retinopathy, require strict symptom monitoring [12,13]. Specific subpopulations have significant differences in health care preferences and goals, requiring varied information and recommendations. Studies that assessed targeted subpopulations have revealed that patients at different stages of their health condition have different information preferences [11] and that the use of apps is heavily influenced by contextual factors [14]. As such, patients experience growing out of the apps they took up early in their diagnosis, taking up new apps as they find their health care goals changing over the course of the illness.

Digital systems that are sensitive to the changing needs of their users would be able to help people keep using the same app over time, reducing the need to seek out more appropriate apps and ensuring continued tracking of health care data over time, especially for those who have comorbidities affecting multiple aspects of their health.

Therefore, gaps exist in our understanding of how patient work tasks and patient needs change over the phases of the chronic illness trajectory and how digital health apps can be improved by being designed with such changes in mind. We contribute to solving this issue by identifying the types of tasks patients engage in at different phases of their type 2 diabetes and the types of trajectories patients may experience over time and providing suggestions on how digital interventions could be designed to detect or anticipate changes in illness phases to provide maximum support.

Objective
In this paper, we examine how patient work tasks and goals change over the chronic illness trajectory, focusing on multimorbid patients with type 2 diabetes mellitus self-managing in the community.

Methods
Overview
We undertook interviews of multimorbid community-dwelling patients with type 2 diabetes mellitus, as described in detail in the complete study protocol [15]. Ethics approval was obtained from the Macquarie University Human Research Ethics Committee for Medical Sciences (reference number 5201700718).

Recruitment
Participants were recruited purposively from endocrinology clinics across metropolitan Sydney. Inclusion criteria were fluency in English, diagnosis of type 2 diabetes mellitus with at least one chronic comorbidity, and ability to legally provide consent.

Potential participants were suggested by clinicians, followed by researchers approaching these patients with a telephone call, explaining the purpose of the study and the processes involved. The researchers then sent a study information pamphlet and consent form via email or mail. If the person agreed to participate, the researcher arranged a time and location for the
interviews. The researcher did not disclose their professional backgrounds.

In total, 26 participants were interviewed twice. A total of 52 individuals were approached during the recruitment. From the pool of 52 people, 5 (10%) did not meet the selection criteria and were excluded (2/52, 4% did not have comorbidities and 3/52, 6% did not speak English to the required standard), 6 (12%) agreed to participate but later withdrew, and 15 (29%) declined the invitation or were unable to participate.

Data Collection
Each participant was interviewed on two occasions over 2 consecutive days, with each interview taking approximately 1 hour. Between interviews, participants wore a wearable camera for continuous, unobtrusive observation, as part of a larger study [15].

Interview questions were semistructured and focused on how community-dwelling people with chronic multimorbidity managed health-related tasks and how they modified their daily lives to accommodate their health needs. The interview question guide is provided in Multimedia Appendix 1 and was developed after consultation with the researchers. The interview questions and procedures were pilot tested with 2 participants before participant recruitment.

All participants were interviewed in their homes based on their choice. Many had arranged for family members to be present, with 38% (10/26) of participants having their spouses present, 4% (1/26) having their child present, 4% (1/26) having their mother present, and 4% (1/26) having their grandchild present. Family members often did not get involved and listened to the conversation. However, they were able to provide information when participants themselves were uncertain and asked for help.

All interviews were conducted by 2 researchers, one of whom was always KY (female), JJ (male), or AYSL (female). All interviews were audio recorded. Field notes were made by the interviewers during the interview to record nonverbal cues and observations inside the dwelling, and notes from both interviewers were consolidated within 24 hours of each interview. The second interview for each patient was conducted by the same researcher pair as in the first interview. The field notes were read alongside interview transcriptions, and any extra information was added to the end of the transcriptions.

Qualitative Data Analysis
Audio recordings were transcribed externally and imported into NVivo Plus (QSR International, version 12). A thematic analysis was conducted inductively-deductively on all interview transcripts.

KY and JJ coded all transcripts separately and established codes that emerged from the data, which described either the work conducted to manage health or how the experience of self-management changed over time. These emerged codes were then deductively placed into themes that aligned with the phases and trajectories in the Chronic Illness Trajectory Model [5] and patient work tasks established in our previous scoping review [16]. Codes that did not fit into any existing themes in either of the frameworks were then read and placed into emergent themes over multiple readings. These new themes were presented alongside themes derived from the two frameworks.

Interview data were analyzed immediately after each interview to detect data saturation, and recruitment ceased when data saturation was reached (defined when no new patient work tasks were being described by 2 participants in a row). KY and JJ reviewed the codes and the theme framework over 6 months, and any discrepancies were resolved via consensus, with monthly meetings. KY, JJ, and AYSL then conducted design ideation [17-19], with brainstorming and scanning the available literature to consider the possible design implications of each need.

In this paper, we report our findings on patient work tasks and how they fit into the Chronic Illness Trajectory Model. Contextual factors influencing tasks and trajectories are beyond the scope of this study.

Results
Participant Demographics
The 26 participants of this study resided across metropolitan Sydney and had a variety of cultural backgrounds (Table 1). The median and mean age were both 72 years (range 46-86), with 61% (16/26) being male and 53% (14/26) identifying as Anglo Australian. The median and mean number of years diagnosed with type 2 diabetes were 19.5 (range 3-50) years. Less than two-third (16/26, 61%) of the participants were using insulin at the time of the study, and 69% (18/26) were retirees. The most common comorbidities were cardiovascular diseases, dyslipidemia, and kidney conditions, with a mean number of 3.96 comorbidities (range 1-20) per person.
Table 1. Participant demographics data (N=26).

<table>
<thead>
<tr>
<th>Patient demographics</th>
<th>Participant, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>10 (38)</td>
</tr>
<tr>
<td>Male</td>
<td>16 (62)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Anglo Australian</td>
<td>14 (54)</td>
</tr>
<tr>
<td>Chinese</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Indian</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Italian</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>1 (4)</td>
</tr>
<tr>
<td>UK migrant</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Indonesian</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Sri Lankan</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;60</td>
<td>2 (8)</td>
</tr>
<tr>
<td>60-64</td>
<td>3 (12)</td>
</tr>
<tr>
<td>65-69</td>
<td>3 (12)</td>
</tr>
<tr>
<td>70-74</td>
<td>6 (23)</td>
</tr>
<tr>
<td>75-79</td>
<td>7 (27)</td>
</tr>
<tr>
<td>80-84</td>
<td>2 (8)</td>
</tr>
<tr>
<td>85-89</td>
<td>3 (12)</td>
</tr>
<tr>
<td><strong>Using insulin</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (62)</td>
</tr>
<tr>
<td>No</td>
<td>10 (38)</td>
</tr>
<tr>
<td><strong>Major comorbidity (self-identified)</strong></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular conditions</td>
<td>12 (46)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Kidney conditions</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Ocular conditions</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Thyroid conditions</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Prostate conditions</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Mental health conditions</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Traumatic injury</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Duration of illness (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>3 (12)</td>
</tr>
<tr>
<td>10-14</td>
<td>5 (19)</td>
</tr>
<tr>
<td>15-19</td>
<td>5 (19)</td>
</tr>
<tr>
<td>20-24</td>
<td>5 (19)</td>
</tr>
<tr>
<td>25-29</td>
<td>3 (12)</td>
</tr>
<tr>
<td>&gt;29</td>
<td>5 (19)</td>
</tr>
<tr>
<td><strong>Number of comorbidities</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4 (15)</td>
</tr>
</tbody>
</table>
### Phases in the Chronic Illness Trajectory

Table 2 outlines the nine phases in the Chronic Illness Trajectory Model, their definitions [16], and example quotes from our cohort. Table 3 lists the patient work tasks involved in each phase. From our participants, we identified examples of patient work tasks in the following phases: trajectory onset, stable, unstable, acute, crisis, and comeback. More quotes supporting each of the phases can be found in Multimedia Appendix 2. Details of patient work tasks can be found in our previous review [16], which outlines the different task categories, how the categories were defined and created, and what examples were available for each category.

The pretrajectory phase represents the presymptomatic period before symptom presentation. We did not include this phase in our analysis or reporting.

#### Table 2. Phases within the chronic illness trajectory with definitions and examples.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Definition</th>
<th>Themes</th>
<th>Examples quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretrajectory</td>
<td>Before symptom presentation</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Trajectory onset</td>
<td>Initial symptom presentation and diagnosis</td>
<td>Participants respond to the new diagnosis by contacting health professionals and receiving new information.</td>
<td>“[The endocrinologists] give us a list of what to eat and what not to eat. But sometimes you do it, sometimes you don’t.” [P13, female, age 78 years]</td>
</tr>
<tr>
<td>Stable</td>
<td>Symptoms are under control and life activities continue within the limitations of the symptoms</td>
<td>Participants try to overcome inertia and find a new normal to discover what works for them.</td>
<td>“There’s a group online, about 200 people that have all done low-carb [diet], lost 100 pounds...and got their blood A1Cs right down. It seems to be the answer to me.” [P14, male, age 63 years]</td>
</tr>
<tr>
<td>Unstable</td>
<td>Symptoms start to get out of control and life activities are adjusted to cope with increasing health demands</td>
<td>Participants react to instability, taking up new tasks, new tools, and new information.</td>
<td>“I’m probably on about 14 [medications] at the moment, because I’ve just had to add two tablets too...when I had my bloods done for my endocrinologist, it came back and I’m very low on iron...he’s put me on iron tablets.” [P6, female, age 72 years]</td>
</tr>
<tr>
<td>Acute</td>
<td>Severe exacerbations of symptoms that require normal life activities to be paused</td>
<td>Participants rely on others to maintain basic functionality by prioritizing certain health needs over others.</td>
<td>“When I got told I’m going to be on dialysis, well I had a lot of trouble trying to accept that and kept avoiding it, until I was so sick I had to go on it.” [P11, male, age 76 years]</td>
</tr>
<tr>
<td>Crisis</td>
<td>A critical or life-threatening situation where urgent medical care is required</td>
<td>Participants cannot conduct self-management and can only react to crisis points.</td>
<td>“I was not allowed to eat anything. I was not allowed to even drink water, because there was a possibility for surgery at that time.” [P1, male age 67 years]</td>
</tr>
<tr>
<td>Comeback</td>
<td>Gradually return to an acceptable level of everyday life</td>
<td>Participants adopt to long-lasting changes and deal with mental distress during adjustment to a new normal.</td>
<td>“Just getting you out of bed and walking, just walking up the end of the corridor and back and that used to exhaust me. But once it’s all over and done with you feel fine. Two weeks of rehab.” [P17, male, age 70 years]</td>
</tr>
<tr>
<td>Downward</td>
<td>Consistent decline in health</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Dying</td>
<td>Final days before death</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^{a}N/A: \text{not applicable.}\)
Table 3. Patient work tasks involved in each phase.

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trajectory onset</td>
</tr>
<tr>
<td>Planning</td>
<td>✓✓</td>
</tr>
<tr>
<td>Proactive management of risks</td>
<td>✓✓✓</td>
</tr>
<tr>
<td>Deliberate distraction</td>
<td>✓</td>
</tr>
<tr>
<td>Adapt to social values and expectations</td>
<td>✓</td>
</tr>
<tr>
<td>Creating mental coping strategies</td>
<td>✓✓</td>
</tr>
<tr>
<td>Learning about the disease</td>
<td>✓</td>
</tr>
<tr>
<td>Diet control</td>
<td>✓</td>
</tr>
<tr>
<td>Taking treatment</td>
<td>✓</td>
</tr>
<tr>
<td>Conduct exercise</td>
<td>✓</td>
</tr>
<tr>
<td>Monitor signs and symptoms</td>
<td>✓</td>
</tr>
<tr>
<td>Medication management</td>
<td>✓</td>
</tr>
<tr>
<td>Self-manage comorbidities</td>
<td>✓</td>
</tr>
<tr>
<td>Use and maintain assistive devices</td>
<td>✓</td>
</tr>
<tr>
<td>Do-it-yourself symptom management tools</td>
<td>✓</td>
</tr>
<tr>
<td>Alter the physical environment</td>
<td>✓</td>
</tr>
<tr>
<td>Seek medical help</td>
<td>✓</td>
</tr>
<tr>
<td>Ask for help from family and friends</td>
<td>✓</td>
</tr>
<tr>
<td>Hire professional help</td>
<td>✓</td>
</tr>
<tr>
<td>Consult complementary therapy</td>
<td>✓</td>
</tr>
<tr>
<td>Search for and attend patient support groups</td>
<td>✓</td>
</tr>
<tr>
<td>Teach others about their health</td>
<td>✓</td>
</tr>
</tbody>
</table>

*The patient work task is involved.

The trajectory onset phase represented when participants first became symptomatic and entered the health system. This phase primarily focused on patients with a gradual disease onset in the Chronic Illness Trajectory Model and was associated with tasks such as visiting doctors and trying to understand medical information. In the stable phase, participants spent the longest time and conducted the most patient work, with a large variety of tasks identified according to our previous publication [16] such as diet control, monitoring signs and symptoms, attending patient support groups, and planning for a new routine.

As health conditions worsen, participants may enter and exit the unstable phase repeatedly, with the goal of patient work being returning to the stable phase. Participants responded to changing health demands in the unstable phase, visiting medical professionals more frequently and starting to use support devices such as walking canes.

The acute and crisis phases represented severe and life-threatening illnesses, respectively. The participants were typically hospitalized during this period. They conducted no patient work, and health professionals oversaw their well-being. In the comeback phase, where recovery and rehabilitation occurred, patient work focused on transitioning back to the stable phase, with specific tasks such as rehabilitating exercises or coping with mental trauma. Under most circumstances, participants would not return to their previous levels of health after an acute, a crisis, or a comeback cycle. Some participants may experience this cycle repeatedly in their lives.

The final two stages of the model, the downward phase (an irreversible deterioration in health) and the dying phase (the last few days before death) were not observed in this study.

### Different Types of Chronic Illness Trajectories

#### Overview

Participants experienced different patterns of change in their illnesses. Some remained stable for most of their disease trajectories, whereas others experienced many crisis episodes. We identified four unique trajectories in our cohort (Figure 2). Each trajectory represented a different life experience and required a different style of patient work adaptation. Each trajectory was also associated with unique goals and needs (Table 4). Multimedia Appendix 3 includes quotes supporting each trajectory. As participants are not at the end of the illness trajectory, it is possible that each participant could experience more than one trajectory in their lifetime. However, given that we are only able to capture past data and cannot predict future events, only the trajectory that each participant was experiencing at the time of the interview was reported here.
Table 4. Trajectory types and their characteristics (N=26).

<table>
<thead>
<tr>
<th>Trajectory type</th>
<th>Explanation</th>
<th>Work goals</th>
<th>Participant IDs</th>
<th>Number of comorbidities, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Living with stable chronic conditions</td>
<td>Trajectory onset→stable (participants were diagnosed at a mild stage of the disease where conditions were stable and did not experience disease exacerbations).</td>
<td>Making patient work as routinized and invisible as possible.</td>
<td>7, 9, 10, 14, 15, 19, 20, 22, 23, 25, and 26</td>
<td>3.2 (1.7)</td>
</tr>
<tr>
<td>Dealing with cycles of acute or crisis episodes</td>
<td>Trajectory onset→stable→unstable→acute→crisis→comeback→stable (participants have experienced episodes of disease exacerbation, sometimes repeatedly).</td>
<td>Heavily multimorbid, experiencing polypharmacy, and requiring support with self-management adherence.</td>
<td>2, 3, 4, 8, 11, 12, 13, 17, 18, and 21</td>
<td>3.4 (1.7)</td>
</tr>
<tr>
<td>Responding to unstable changes in their conditions</td>
<td>Trajectory onset→stable→unstable (participants were diagnosed at a mild stage but are currently experiencing a decline in health).</td>
<td>Experiencing increasing intensity and variety of patient work and dealing with rapid changes.</td>
<td>6, 16, and 24</td>
<td>8.7 (9.7)</td>
</tr>
<tr>
<td>Coming back from crisis before stabilizing</td>
<td>Crisis→comeback→stable (participants were diagnosed due to a sudden and severe exacerbation and recovered from that crisis).</td>
<td>Cope with a total loss of normal life and needing holistic support.</td>
<td>1 and 5</td>
<td>1.5 (0.7)</td>
</tr>
</tbody>
</table>
Type 1: Living With Stable Chronic Conditions

The trajectory type most common in our cohort was for those participants who experienced many years of stability with their disease (14/26, 54% of participants). These participants had only experienced the trajectory onset and stable phases (Figure 2) without disease exacerbation. Their work goal was to maximize the integration of patient work into daily life, making patient work as routinized and invisible as possible.

Participants in this trajectory type were diagnosed at a mild stage of the disease. They had sufficient opportunity to experiment with patient work tasks, having tried different food options, exercise routines, medications, or information sources, for example. As this group had spent many years in the stable phase, these participants regarded patient work as an incorporated part of their lives. Some participants reported that their patient work had become so ingrained, they no longer remembered each medication’s purpose or the roles of the health practitioner they were seeing. Participants averaged 3.2 (SD 3.8) comorbidities in this trajectory, indicating a relatively mild stage of health deterioration.

Type 2: Dealing With Cycles of Acute or Crisis Episodes

The second most common trajectory type was observed in participants who experienced at least one incidence of acute or critical exacerbation followed by the comeback phase (7/26, 27% of participants). Apart from the phases experienced by participants in the type 1 trajectory, the type 2 trajectory also included experiences in the unstable, acute, crisis, and comeback phases (Figure 2). The work goal for this group revolved around being heavily multimorbid, experiencing polypharmacy, and requiring support with self-management adherence.

This type of trajectory described participants who had major critical episodes, such as strokes or heart attacks, at least once. Some participants experienced multiple critical episodes and accumulated more medications and diagnoses. Interestingly, due to their complicated medical histories, many participants in this trajectory type had an excellent understanding of medical information. They were aware of the biochemical principles behind their disease and medications but required managerial support to follow their complicated patient work routines. Participants averaged 3.4 (SD 1.7) comorbidities in this trajectory, suggesting a similar level of well-being to the type 1 trajectory group.

Type 3: Responding to Unstable Changes in Their Conditions

The third trajectory type included participants currently in the unstable phase (3/26, 12% of participants). These participants would eventually either proceed onto the acute, crisis, or comeback cycle, or recover enough to return to the stable phase. However, at the time when the interviews were conducted, this group experienced fluctuating health states and had specific work goals and user needs (Figure 2). Their patient work goals showed increasing intensity and variety of patient work and dealing with rapid changes.

Owing to their rapidly changing health, participants in this trajectory were seeing their doctors nonroutinely and frequently, with many changes being made to their treatment regimen in a short timeframe. These participants reported confusion regarding the purpose of their treatment and struggled to keep up with their health, often having to rapidly adopt assistive devices (eg, walking canes) or external helpers (eg, hired cleaners). These patients felt that their health was taking over all other spheres of life and required help with understanding how their health was progressing. Participants averaged 8.7 comorbidities (SD 9.7) in this trajectory, significantly higher than the number of comorbidities experienced by the previous two types and suggesting a worse stage of health.

As these participants are currently experiencing exacerbation in health, it is impossible to determine which phase and trajectory they will end up in. For most participants experiencing this trajectory, it is the first time they experience exacerbation, thus lacking the experience and familiarity that participants from the type 2 trajectory may have derived from previous experiences with worsening health. Therefore, we made a distinction for this group of participants, acknowledging the difficulties and stress associated with responding to unstable changes in their health.

Type 4: Coming Back From Crisis Before Stabilizing

The least common trajectory type in our cohort was the participants who received their diagnosis during a crisis event (2/26, 8% of participants). Unlike the other three trajectories, this group initiated their trajectory during the crisis phase (Figure 2), such as with a heart attack or a traffic accident. Their patient work goals focused on coping with a total loss of normal life and needing holistic support.

During the crisis phase, the participants were hospitalized for prolonged periods with little to no autonomy. As participants slowly recovered in the comeback phase, they reported experiencing great psychological trauma as they came to understand the irreparable changes in their health. Some participants indicated that they were incapable of coping with these changes during the comeback phase and experienced a range of negative emotions such as dread, devastation, powerlessness, or denial. Suicidal ideation, depression, and thoughts about death were explicitly mentioned. Participants averaged 1.5 comorbidities (SD 0.7) in this trajectory, the lowest number of all types, due to their recent diagnosis and being situated at a relatively earlier stage of the journey of illness despite having experienced significant trauma.

This category of participants did not strictly adhere to the chronic illness trajectory, as participants were not diagnosed at a mild stage of the disease. They also differed from the type 2 trajectory as they did not experience living with their condition in a controlled manner before symptoms worsened and began to go out of control. They do not have the knowledge taught to them by clinicians at diagnosis during the trajectory onset phase and had to learn about self-management while coping with trauma and recovery. Therefore, they have been given a distinct category to reflect their lack of familiarity with this newly diagnosed condition and the few resources compared with those of the other three trajectories previously discussed.

https://www.jmir.org/2021/7/e25992
Discussion

Principal Findings

Determining the support needs of multimorbid patients self-managing in the community is an important initial step in designing digital interventions for them. Chronic comorbidities are extremely common in the type 2 diabetes population, with studies indicating that up to 97.5% of patients have one comorbid condition and 88.5% have at least two [20,21]. Our participants were also predominantly affected by comorbidities considered to be concordant with the pathophysiology of type 2 diabetes [22], such as cardiovascular diseases, dyslipidemia, kidney conditions, and ocular conditions. This group represents a population in the community burdened with significant patient work and poses major financial challenges to the health care system if not well-managed. Currently, health apps for chronic patients in the community either target broad populations, such as patients with heart failure, or narrowly defined subgroups, such as patients recently discharged following total knee replacement [23]. Our findings indicate chronic multimorbid patients, such as those with type 2 diabetes, have support needs that evolve over time and are much more complex than those currently supported. As such, a generic app for a certain disease cannot realistically support the differing needs of all patients irrespective of the phase or trajectory type they are in.

Our data revealed four distinct trajectory types over time that produced different self-management goals and work goals, further dissecting chronic multimorbid patients into subgroups based on their previous medical experience. Designing for patient needs from a viewpoint that includes previous medical history and current state is therefore likely to improve user acceptability and appropriateness of digital health apps, enabling such digital tools to provide more timely, suitable, and actionable advice.

Designing for Phase-Specific Needs

Our study indicates that the range and intensity of patient work varies at different phases of the Chronic Illness Trajectory Model. Digital interventions that seek to optimize self-management should therefore be designed according to the specific needs of each phase and acknowledge that different types of support are required for different tasks in each phase.

Studies have begun to address this, moving away from generic all-patient user groups, with recent studies designing specific digital tools for newly diagnosed people with diabetes [24] and for people recovering from trauma [25], for example. Such studies have already uncovered significant differences in the subpopulations [11]. Patients using apps also report that as their self-management behaviors change, they can outgrow the apps that helped them early in their illness trajectory [26], resulting in continuously seeking out new apps. In our data, patients described different tasks and needs at various phases of the chronic illness trajectory. In the trajectory onset phase, patients commonly thought that the medical information provided was too generic, too technical, and did not translate into actionable suggestions in their own lives. This can be supported by giving personally relevant, precise, and clear advice (such as eat less bread and walk up and down the stairs during lunch break instead of eat less carbohydrates or do more exercise). During the unstable phase, patients were compelled to take risk management measures in aspects of life previously taken for granted, such as taping carpets to the floor to prevent slipping or putting rubber bands around stair banisters to feel the stairs at night. Patients in this phase need more information about what is happening to them and what they need to look out for on a daily basis, provided in lay language. The acute and crisis phases produced significant restrictions and burden to patients and their families, with participants describing having to conduct all activities on the mandate of doctors and feeling shattered or having a lot of trouble trying to accept it. Patients in these phases need mental health support and clear and actionable advice to reduce any chance of confusion or mismanagement. The comeback phase was described as a new lifestyle, with major adjustments to life needed to accommodate changes in routines, such as rehabilitation schedules or dialysis. Patients need logistical support at this stage, such as finding out how to obtain a wheelchair or arrange for subsidized transport, to cope with their reduced health state.

Designing for Trajectories

The four types of trajectories identified in this study correspond to four distinctive design patterns. Each design needs to be tailored to the intended user’s needs, digital literacy, environment, and whether the user is the patient or their caregiver. On the basis of the work goals identified in Table 4 and Multimedia Appendix 3, we present the digital needs of the four trajectories in Table 5, together with potential tools that can address their needs. Patients may also shift from one trajectory type to another as their health changes over time, with their need for digital technology changing accordingly.
Designing for Phase Change

Digital tools that aim to be used throughout the duration of a disease’s chronic illness trajectory will need to detect phase changes, such as when the patient’s health worsens from the stable to the unstable phase. Although collaborative, co-design exercises with patients to gain insight into user needs are now common during digital health app development, the circumstances of the patients’ health do not remain immutable after the app’s release. Tools to capture patient-reported experience measure and patient-reported outcome measure [29,30] can collect self-reported data at preset points of the day or immediately after predefined trigger events and can assist with keeping up to date with the patient’s health after the app’s release. Ideally, an app that detects phase changes should alter its functionality accordingly by activating submodules. For example, participants interviewed for an app designed for mental health expressed a desire for the app to send them mood-regulating messages at times when they were about to lose their temper [31]. This can be achieved either through purely automatic detection of worsening biophysical signs (such as constantly elevated blood pressure or lopsided gait) via external sensors, regular self-reporting by the patient, wearable smart household items such as smart mattresses or smart watches or using individual user data as baselines to train algorithms. Although such data can be entered into digital devices by the patient, automated data collection would reduce the health-related burden of self-monitoring. Excessive requirements for self-reported data could make digital interventions burdensome and contribute to disengagement and dropout over time. Other innovative, context-sensitive digital health interventions, such as Smart Pill Bottles that can detect irregularities in medication consumption [32,33], also have the potential to be integrated into a home system that generates external data complementing phone-based apps.

When the interviews took place, each participant’s trajectory described the person’s current state and journey to this point from the onset of their health conditions, with the future states of each person not necessarily known. Should future research discover these phases and trajectory types to be predictable based on medical history, digital tools can be designed to anticipate such changes and variations between different patients. Individualized and customizable apps [34,35] allow for further tailoring to fit specific subpopulations, and designs of self-care tools would need to adapt to the patient’s evolving digital needs to ensure relevance and integration into patient work.

For full realization and evaluation of any of the design implications suggested in this section, co-design sessions would have to be conducted with participants living in the targeted chronic condition, which is beyond the scope of this paper. However, the design implications highlighted here can serve to trigger discussion toward more innovative, holistic, and responsive digital intervention design during co-design sessions, particularly as very few digital interventions currently adapt to changing needs and trajectories.

Limitations

This study was limited in terms of data collection. First, we only recruited participants with a clinical diagnosis who were not severely ill and asked them to recall patient work from the time of diagnosis rather than recruiting individuals at different phases of the chronic illness trajectory. This was done to understand how patient work has evolved for each person. Second, our sample included more males than females because more females declined participation due to family concerns or

<table>
<thead>
<tr>
<th>Trajectory types</th>
<th>User needs</th>
<th>Potential digital tools</th>
</tr>
</thead>
</table>
| Type 1: living with stable chronic conditions | Tools that normalize patient work and remove the burden of having to think about the disease | • Background data collection tools that require no user input (eg, step-counting phone apps) [27]  
• Integrated, predetermined lifestyle changes and health intervention delivered automatically (eg, smart fridges that order specific groceries based on existing algorithms and automated prescription refill and delivery) [28] |
| Type 2: dealing with cycles of acute or crisis episodes | Tools that support self-management adherence and monitors health | • Medication adherence support tools (eg, context-aware digital reminders that cue for medication taking immediately before meals)  
• Crisis prevention technologies (eg, health monitoring tools that use predictive algorithms to observe signs, such as food and medication consumption, and generate alarms based on behavioral changes) |
| Type 3: responding to unstable changes in their conditions | Tools that provide symptom monitoring and give alarms for health deterioration | • Crisis prevention technologies (eg, health monitoring tools that use predictive algorithms to observe signs, such as changes in physical symptoms and emotional states, and generate alarms based on symptom changes)  
• Scheduling and communication assistance (eg, apps that can manage a complicated and changing timetable involving multiple clinicians) |
| Type 4: coming back from crisis before stabilizing | Tools that support coping with a total loss of normal life and guide patients toward appropriate services and support infrastructure to re-establish normalcy | • Guide the patient to seek appropriate social services (eg, direct patients to appropriate social, financial, and legal services)  
• Provide support with mental health and coping (eg, phone-based mental health support apps) |

Table 5. Digital user needs and recommendations for each trajectory type.
obligations. Finally, our recruitment criteria stated that participants must be fluent in English. Consequently, the patient work of people who were not fluent in English was not captured.

Conclusions
This study provides insights into how patient work among multimorbid patients with type 2 diabetes changes over time. There are still gaps in our understanding of how patient health care goals change through different phases of their health, how different patients have different disease trajectories, and how digital health apps can adjust to such changes over time. This study presents data on different types of trajectories, with the perspective of how to use such findings to design better consumer-facing digital health apps. Our findings revealed four different types of trajectories, resulting in different patient work goals. Patients who had never experienced disease exacerbation desired for patient work to be as invisible as possible, whereas those who lived through cycles of crises and recovery needed assistance with self-management adherence. Participants currently experiencing a decline in health needed timely support and crisis prevention technology, and those diagnosed during severe crisis needed guidance to find sources of support and coping. This study highlights opportunities for health informatics and design communities to explore the untapped space of designing for time and trajectory, where future research should incorporate an individual’s evolving health experiences when designing digital technologies for patient work over time.
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Abstract

Background: Arthrogryposis multiplex congenita (AMC) is characterized by joint contractures and muscle weakness, which limit daily activities. Youths with AMC require frequent physical therapeutic follow-ups to limit the recurrence of contractures and maintain range of motion (ROM) and muscle strength; however, access to specialized care may be limited because of geographical distance. Telerehabilitation can offer a potential solution for delivering frequent follow-ups for youth with AMC, but research on the use of telerehabilitation in children with musculoskeletal disorders is scarce.

Objective: The study aims to evaluate the feasibility of delivering a home exercise program (HEP) by using telerehabilitation for youth with AMC. We also aim to explore the effectiveness of the HEP as a secondary aim.

Methods: Youths aged between 8 and 21 years with AMC were recruited at the Shriners Hospitals for Children–Canada. The participants completed baseline and post-HEP questionnaires (the Physical Activity Questionnaire for Adolescents, Pediatrics Outcomes Data Collection Instrument, and Adolescent and Pediatric Pain Tool), and clinicians assessed their active ROM using a virtual goniometer. Clinicians used the Goal Attainment Scale with the participants to identify individualized goals to develop a 12-week HEP and assess the achievement of these goals. Follow-ups were conducted every 3 weeks to adjust the HEP. Data on withdrawal rates and compliance to the HEP and follow-ups were collected to assess the feasibility of this approach. The interrater reliability of using a virtual goniometer was assessed using the intraclass correlation coefficient and associated 95% CI. Nonparametric tests were used to evaluate feasibility and explore the effectiveness of the HEP.

Results: Of the 11 youths who were recruited, 7 (median age: 16.9 years) completed the HEP. Of the 47 appointments scheduled, 5 had to be rescheduled in ≤24 hours. The participants performed their HEP 2.04 times per week (95% CI 1.25-4.08) and reported good satisfaction with the approach. A general intraclass correlation coefficient of 0.985 (95% CI 0.980-0.989) was found for the web-based ROM measurement. Individualized goals were related to pain management; endurance in writing, standing, or walking; sports; and daily activities. In total, 12 of the 15 goals set with the participants were achieved. Statistically significant improvements were observed in the pain and comfort domain of the Pediatrics Outcomes Data Collection Instrument (preintervention: median 71; 95% CI 34-100; postintervention: median 85; 95% CI 49-100; P=.08) and Physical Activity Questionnaire for Adolescents (preintervention: median 1.62; 95% CI 1.00-2.82; postintervention: median 2.32; 95% CI 1.00-3.45; P=.046).
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Conclusions: The remote delivery of an HEP for youth with AMC is feasible. Promising results were found for the effectiveness of the HEP in helping youths with AMC to achieve their goals. The next step will be to assess the effectiveness of this exercise intervention in a randomized controlled trial.
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Introduction

Background

Arthrogryposis multiplex congenita (AMC) is an umbrella term used to describe more than 400 conditions characterized by congenital joint contractures present in at least two body areas and affecting 1 in 4300-5100 live births [1,2]. Amyoplasia and distal arthrogryposis are the most common types of AMC, representing approximately 50%-65% of all AMC diagnoses [3,4]. Amyoplasia is characterized by decreases muscle mass and the typical positioning of the limbs (Figure 1) [5,6]. Distal arthrogryposis is characterized by contractures that mainly affect the distal limbs (ie, feet and hands; Figure 2) [6]. Individuals with AMC may have poor muscle mass in addition to limitations in range of motion (ROM), resulting in difficulties in transfers, mobility, and independent activities of daily living [6-8]. One aspect contributing to the limited ROM in individuals with AMC is the lack of movement of limbs, which may be overcome by physical exercise [6]. Some studies speculated that exercise in youth with AMC may maintain ROM, increase muscle strength, and decrease pain, but the direct effects of an exercise program remain to be tested in this population [3,6,9,10]. A positive association was also reported between knee and hip muscle strength and motor function (eg, rolling, sitting, standing, and climbing) in individuals with AMC, suggesting the importance of preserving sufficient muscle strength for daily activities [11]. Currently, most interventions in individuals with AMC, specifically rehabilitation, occur in early childhood, and the frequency decreases during school-age and adolescent years despite new challenges arising during these transition periods [12,13]. Rehabilitation for school-aged children with AMC focuses mostly on body functions (eg, mobility of joints and muscle endurance) and structure (eg, joint contracture of the elbow or knee), which does not always correspond to the individual’s specific needs such as participating in activities and increasing independence for attending school and employment [14].

Figure 1. Young female with Amyoplasia with typical positioning of the limbs (ie, internal rotation at the shoulders, extension contractures at the elbow, and flexion contractures at the knees).
Rationale

Given the rarity, youths with AMC often require specialized care, but many of these individuals live far from subspecialized health care centers. Therefore, clinicians and researchers face challenges in developing adjunct therapies with frequent follow-ups, such as an exercise program. To overcome such challenges, novel intervention approaches and technologies are needed to increase access to subspecialized care for individuals with AMC living in remote areas. Telerehabilitation, an innovative way to deliver rehabilitation services remotely using telecommunication technologies, may offer a solution for delivering intervention programs with frequent follow-ups [15]. This new approach may contribute to reduced costs and decreased in-person visits to the hospital [16]. Telerehabilitation is not only useful for people with AMC living in remote areas but also useful for those living close by when they need consultations during a pandemic (such as the COVID-19 pandemic) in which social distancing is needed [17]. Despite its benefits, telerehabilitation has been understudied in children with physical disabilities [18]. Therefore, the primary aim of this pilot study is to evaluate the feasibility of using telerehabilitation to provide a home exercise program (HEP) for youth with AMC. As part of the feasibility objective, the Interrater reliability of using a virtual goniometer for ROM measurements is explored. The secondary aim is to explore the effectiveness of this type of intervention.

Methods

Ethics and Recruitment

This prospective interventional single-cohort pilot study was conducted between January 2019 and March 2020 at the Shriners Hospitals for Children (SHC)–Canada. The study was approved by the department of medical research at the SHC (CAN1806) in July 2018, and ethics approval was received from the institutional review board of the McGill University Faculty of Medicine (#A08-B38-18B) in October 2018. Patients were included if they were aged between 8 and 21 years, understood written and spoken English or French, and had multiple congenital contractures as documented in their electronic medical records. Individuals were excluded if they had undergone a recent surgery (ie, 3 months prior for soft tissue and 6 months prior for bony surgery), lived outside Canada, or had cognitive deficits. Potential participants were identified by reviewing onsite medical records, and all eligible youths were approached during their clinic visit or by postal mail or phone if they did not have an upcoming appointment. Recruitment was also sought by posting an advertisement on a Canadian AMC support group on social media. Informed consent forms were filled by all parents and youths aged ≥14 years. Assent was provided for those aged 8-13 years.

Assessment

To establish the 12-week HEP, an initial assessment was conducted by an occupational therapist and a physical therapist using a videoconferencing platform. This assessment included
active ROM measurements of the upper and lower limb joints, an evaluation of overall function (mobility, transfers, and activities of daily living), and a pain assessment using the Adolescent and Pediatric Pain Tool (APPT). For the ROM assessment, the participants were asked to hold different positions, and screen captures were collected for subsequent measurements. The therapists guided the participants and the caregiver, when present, to ensure that the movements were performed properly and in the right plane of the camera (eg, the therapists asked for the camera to be tilted when needed). Based on the assessment and needs of the participants, the therapists and participants determined individualized goals using the Goal Attainment Scale (GAS). The scoring of the goals was defined according to the type of goal set, such as the percentage of perceived strength, a 0-10 satisfaction scale, or walking endurance measured in minutes. The information obtained through this initial assessment was used by the rehabilitation team to develop an individualized 12-week HEP. In addition, the participants were asked to complete web-based questionnaires, including the Physical Activity Questionnaire for Adolescents (PAQ-A) and the Pediatrics Outcomes Data Collection Instrument (PODCI), and to provide baseline disorder and sociodemographic information (ie, type of AMC, location of joint contractures, services care received, schooling, employment, volunteering, and leisure). All telerehabilitation meetings were conducted remotely using Zoom Pro (Zoom Video Communications Inc), a videoconferencing platform that allowed an encrypted connection and synchronous exchange between the participants and therapists. When needed, a parent was present to help position the camera and position or assist the participant or aid in the exercise material setup. In 1 case, the telerehabilitation meetings took place at the participant’s school with the assistance of the school therapist. The methods used for the pilot study are described in detail in Gagnon et al [19].

At the end of the 12-week HEP, the participants underwent a final assessment, with the occupational therapist and physical therapist using the same outcome measures as those used during the initial assessment, and they completed the same web-based questionnaires with the addition of 19 closed-ended and 4 open-ended questions on their satisfaction with the HEP.

**Intervention**

All information gathered during the initial assessment was used to build an individualized HEP for each participant based on their goals and abilities. The therapists used Physiotec (Physiotec Québec Inc), a software program that easily creates an HEP and provides participants with access to detailed instructions and videos of the exercises. Examples of these HEPs can be found in the Multimedia Appendix 1. A week after the initial assessment, a physical rehabilitation therapist (PRT), a professional whose role is to develop treatment plans and provide appropriate intervention in collaboration with a physical therapist, explained the HEP to each participant during a remote session. When needed, the PRT demonstrated the exercises. During this session, the PRT ensured that the participant understood and performed the exercises safely. The participants were asked to perform their HEP 3 times a week for approximately 15 to 30 minutes at a time. Follow-ups were provided every 3 weeks (ie, at weeks 3, 6, and 9) by the PRT to ensure that the exercises were properly performed and to assess the level of difficulty of the HEP. Exercises were adjusted for progression or regression as needed (eg, number of repetitions and type of exercise). When necessary, for optimal loading, materials such as elastic resistance bands or theraputty (a silicone-based exercise material used for hand therapy) were sent to participants by postal mail. To record the compliance to the HEP, the participants were asked to wear a Polar A370 activity monitor (Polar Electro, Inc), which was sent to them by postal mail, to capture their exercise sessions and to complete a data log sheet. The activity monitor was worn on the wrist during the HEP session and was used to capture the number of exercise sessions. The participants were asked to upload their data to the Polar Flow platform through Bluetooth or direct connection. The downloaded data became available to the research team throughout the Polar Flow for Coach web platform. The research assistant (MG) manually scrutinized all recorded sessions on the Polar Flow for Coach web platform to remove those that were too short to be considered exercise sessions (≤15 min) or were recorded as another sport and made a note on the data log sheet (eg, hockey or skiing). Figure 3 shows a summary of the intervention.
Statistical Analysis

Overview
Given that this was a pilot study with a small sample size and a heterogeneous population, nonparametric and descriptive statistics were used. P value corrections for multiple comparisons were not used because of the exploratory purpose of this study. Statistical analyses were performed using IBM SPSS Statistics version 24 for Windows (IBM Corp).

Feasibility
The feasibility was evaluated using different operationalization criteria. These operationalization criteria are listed in Table 1 and defined in detail in the published protocol for this study [19]. Compliance to the HEP and the telerehabilitation meetings were described using summary statistics and compared with pre-established feasibility criteria using a 1-sample Wilcoxon signed-rank test. For the remaining operationalization criteria, a comparison with pre-established criteria was performed using the same method. The technical issues (major technical issues being issues that resulted in the cancellation of the meeting and minor issues being something that could be resolved during the meeting) experienced during the program were also descriptively assessed using summary statistics. As part of evaluating feasibility, this pilot study also aimed to determine the most suitable outcome measures for this type of intervention.

Textbox 1. List of the operationalization criteria for assessing feasibility.

<table>
<thead>
<tr>
<th>Source of recruitment</th>
<th>≥50% of the eligible and reachable youths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment rates</td>
<td>≤20% of the youths who consent</td>
</tr>
<tr>
<td>Withdrawal rates (before the intervention)</td>
<td>≤30% of the youths who start the intervention</td>
</tr>
<tr>
<td>Completion rates</td>
<td>≥50% of the youths who consent</td>
</tr>
<tr>
<td>Compliance to the home exercise program</td>
<td>≥50% of compliance to the home exercise program trainings</td>
</tr>
<tr>
<td>Compliance to the telerehabilitation meetings</td>
<td>≤15% of the meetings missed</td>
</tr>
<tr>
<td>Missing data</td>
<td>≤10% for each outcome</td>
</tr>
<tr>
<td>Technical issues</td>
<td>Echo voices, connection, and image quality</td>
</tr>
</tbody>
</table>

Interrater Reliability
The interrater reliability of using a virtual goniometer to measure active ROM has been shown to be feasible when compared with an in-person assessment with a goniometer on 10 healthy adults [20]. However, its reliability has not been assessed in children and adolescents with a musculoskeletal disorder such as AMC. The interrater reliability was established by having 2 raters (MG and GMM) use a virtual goniometer (Kinovea version 0.8.15) to measure the ROM of 4 participants selected at random. ROM measurements taken in the appropriate plane of movement were included in the analysis. The intraclass correlation coefficient (ICC) and associated 95% CI for each joint and overall were calculated based on a single-measurement, absolute-agreement, two-way random-effects model [21-23].

Effectiveness
Summary statistics, including the median and 95% CI for continuous variables and counts and proportions for categorical variables, were produced for all variables. As this was a pilot study on a rare disorder, statistical comparisons were produced only for exploratory purposes using a significance (α) level set a priori to 10% as has been proposed for research on rare disorders [24].

The effectiveness of the HEP was explored using the GAS. Raw GAS scores were converted to GAS t scores for each participant and the global HEP [25]. Within-participant pre- and postintervention scores of the PODCI, PAQ-A, APPT, and ROM were compared using the related-samples Wilcoxon signed-rank test. Individual changes were also compared to evaluate
clinically important differences as defined by Oeffinger et al [26] in the following domains of the PODCI (changes in points associated with a minimum clinically important difference): upper extremity (4.8 points), transfers and mobility (5.2 points), sports and physical function (10.3 points), pain and comfort (26.3 points), happiness (11.2 points), and global function (8.2 points). Changes in the APPT for the 10-point pain intensity scale were considered clinically meaningful when there was a change of more than two points [27,28].

For the PODCI and PAQ-A questionnaires, a sensitivity analysis was conducted because a participant had an ankle injury, unrelated to the HEP execution, before the final assessment. An imputation technique was used to replace the final results of the participant who was directly affected by the injury by using the median of the group for the PAQ-A and in the following domains of the PODCI: transfer and mobility, sport and physical function, pain and comfort, and global function.

Results

Participant Information

Of the 114 patients with AMC followed at the SHC–Canada, 26 (22.8%) were eligible to participate and were able to be approached for participation. Of these, 10 individuals consented to the study, and an additional participant not actively followed at the SHC was recruited on social media. A total of 7 participants (5 boys) completed the intervention. The participants were recruited at the clinic (n=6) or through postal mail (n=2), phone (n=2), or social media (n=1). Of the 4 participants who withdrew, 2 consented at the clinic but never started the HEP because they could not be reached to schedule the initial assessment, and 2 withdrew after the start of the HEP because of personal reasons and lack of time. Figure 4 shows the participation flow diagram. The participants’ median age was 16.9 years (range 11.3-20.8 years), and they represented 4 Canadian provinces with a median distance from the SHC–Canada of 227 km (range 7-3439 km). A total of 2 participants had Amyoplasia, 4 had distal arthrogryposis, and 1 had an unknown type of AMC. Joint involvement was distributed as follows: shoulders (n=5), elbows (n=6), wrists (n=6), hands (n=4), hips (n=3), knees (n=5), ankles (n=6), and spine (n=1), with a median of 6 joints (95% CI 3-8) involved. For the level of ambulation, 4 participants were classified as community ambulators, 2 were classified as household ambulators, and 1 was classified as nonambulatory.

Feasibility

The recruitment rate among eligible participants followed at the SHC who were reachable was 38% (10/26), which was lower than the target set at ≥50%. The withdrawal rate before the start of the intervention was 18% (2/11) and after the start of the intervention, it was 18% (2/11), which met the established criteria of ≤20% and ≤30%, respectively. The HEP completion rate was 64% (7/11), which corresponded to the criterion of ≥50%. The number of meetings that needed to be rescheduled in ≤24 hours was 11% (5/47), which reached the target set at ≤15%. The median HEP compliance was 2.04 times per week (95% CI 1.25-4.08), which when compared with the 3 weekly sessions set in the HEP, corresponded to 68.1% (95% CI 41.7%-136.1%) and was higher than the target set at ≥50% (P =.046). Different technical issues arose during the telerehabilitation meetings. No major technical problems occurred in 11% (5/47) of meetings. Echo voices were present with 1 participant, and this was resolved with the muting option: when the therapists or the participant spoke, the others muted themselves. The therapist lost the connection in one meeting for a few seconds and had to reconnect. On one occasion, a participant had difficulty with the sound output on their computer and had to join the meeting with their phone as an alternative. Regarding issues with the activity monitor, 5 participants had difficulties syncing the device, and the project coordinator resolved this problem by sharing the screen during the telerehabilitation meetings to review the required steps for setting it up.

All participants completed the pre- and postintervention questionnaires, except for 1 participant who did not return the data log sheet and never synced their activity monitor; therefore, they were excluded from the HEP compliance calculation despite reporting having performed their HEP regularly. For

Figure 4. Participant flowchart. AMC: arthrogryposis multiplex congenita.
the ROM measurements, the missing values for each joint can be found in Multimedia Appendix 2. All 7 participants reported being comfortable communicating through the telerehabilitation platform, and the clarity of the video and audio of the platform was acceptable. The participants felt supported during the 12-week program, reported reduced travel time compared with if they had to visit the SHC in person, and expressed interest in using telerehabilitation in the future. All were satisfied or very satisfied with the remote evaluation, delivery of the HEP, follow-ups, and the overall organization of the 12-week program. The participants suggested increasing the span of the program (n=1), to include an in-person follow-up visit halfway through the program (n=1), and to include outcome measures targeting the adolescent age group (n=1). A summary of the improvements reported by the participants in the open-ended questions can be found in Table 1.

Table 1. Summary of the improvements reported in the open-ended questions (n=7).

<table>
<thead>
<tr>
<th>Improvements reported</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily activities (transfers, descending stairs, walking ability, and greater efficiency propelling a manual wheelchair)</td>
<td>3 (43)</td>
</tr>
<tr>
<td>Strength</td>
<td>3 (43)</td>
</tr>
<tr>
<td>Endurance</td>
<td>2 (29)</td>
</tr>
<tr>
<td>Mobility</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Balance</td>
<td>1 (14)</td>
</tr>
</tbody>
</table>

Interrater Reliability
The interrater reliability varied among different joints, with an ICC of 0.985 (95% CI 0.980-0.989) for all joints combined. The lowest ICC was in forearm pronation with a median ICC of 0.252 (95% CI −0.477 to 0.75), and the highest was in shoulder extension with a median ICC of 0.998 (95% CI 0.983-1.00). The specific ICC for each joint is presented in Table 2.

Table 2. Intraclass correlation coefficient for each joint.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Numbera</th>
<th>Median (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoulder abduction</td>
<td>10</td>
<td>0.668 (0.072 to 0.908)</td>
</tr>
<tr>
<td>Shoulder flexion</td>
<td>4</td>
<td>0.915 (0.158 to 0.994)</td>
</tr>
<tr>
<td>Shoulder extension</td>
<td>5</td>
<td>0.998 (0.983 to 1)</td>
</tr>
<tr>
<td>Elbow flexion</td>
<td>12</td>
<td>0.988 (0.956 to 0.997)</td>
</tr>
<tr>
<td>Elbow extension</td>
<td>12</td>
<td>0.99 (0.965 to 0.997)</td>
</tr>
<tr>
<td>Forearm pronation</td>
<td>10</td>
<td>0.252 (−0.477 to 0.75)</td>
</tr>
<tr>
<td>Forearm supination</td>
<td>10</td>
<td>0.691 (0.069 to 0.917)</td>
</tr>
<tr>
<td>Wrist flexion</td>
<td>12</td>
<td>0.707 (0.277 to 0.904)</td>
</tr>
<tr>
<td>Wrist extension</td>
<td>12</td>
<td>0.858 (0.073 to 0.968)</td>
</tr>
<tr>
<td>Hip flexion</td>
<td>14</td>
<td>0.72 (0.315 to 0.901)</td>
</tr>
<tr>
<td>Hip extension</td>
<td>11</td>
<td>0.833 (0.484 to 0.952)</td>
</tr>
<tr>
<td>Hip internal rotation</td>
<td>11</td>
<td>0.975 (0.914 to 0.993)</td>
</tr>
<tr>
<td>Hip external rotation</td>
<td>12</td>
<td>0.971 (0.901 to 0.991)</td>
</tr>
<tr>
<td>Knee flexion</td>
<td>14</td>
<td>0.992 (0.958 to 0.998)</td>
</tr>
<tr>
<td>Knee extension</td>
<td>16</td>
<td>0.986 (0.961 to 0.995)</td>
</tr>
<tr>
<td>Ankle dorsiflexion</td>
<td>12</td>
<td>0.917 (0.749 to 0.975)</td>
</tr>
<tr>
<td>Ankle plantarflexion</td>
<td>12</td>
<td>0.878 (0.636 to 0.963)</td>
</tr>
</tbody>
</table>

aNumber of data included for analysis, with a possible maximum of 16 (4 participants×2 sides×2 times).

Effectiveness
For the GAS, the objectives varied among the participants and were related to pain management (n=2); endurance in manual labor (n=1), writing (n=1), standing (n=1), or walking (n=2); sports (sledge hockey: n=1; karate: n=1); and daily activities (buttoning up shirt: n=1; transfer ability: n=2; controlling stair descent: n=1; self-propelling a wheelchair: n=1; self-feeding with utensils: n=1). The median number of goals established with the participants was 2 (range 1-3). A total of 15 goals were established, and 12 goals were achieved. The 3 goals that were not achieved included pain management (n=2) and walking endurance (n=1). The overall program t score was 74.85, whereas the median t score among participants was 56.21 (95%
CI 30-72.82); both scores are higher than the threshold of 50 points, meaning that overall, the participants achieved their goals.

The pre- and postintervention results from the different questionnaires are shown in Table 3. A statistically significant change was observed in the pain and comfort domain of the PODCI ($P=0.08$). The number of participants with clinically important changes was as follows: upper extremity (improvement: $n=2$; decrease: $n=1$), transfers and mobility (improvement: $n=3$; decrease: $n=2$), sports and physical function (improvement: $n=1$; decrease: $n=1$), pain and comfort (improvement: $n=1$; decrease: $n=0$), happiness (improvement: $n=2$; decrease: $n=1$), and global function (improvement: $n=2$; decrease: $n=0$). For the PAQ-A, a statistically significant improvement of 14% was observed in the group ($P=0.046$).

Multimedia Appendices 3-4 show the pre- and postintervention results for each participant for the global domain of the PODCI and PAQ-A, respectively. For the APPT, 4 of 7 participants reported pain at baseline. One participant reported clinically meaningful improvement in the APPT at the end of the 12-week HEP; no changes were statistically significant.

For ROM, improvements in shoulder abduction ($P=0.08$), shoulder flexion ($P=0.07$), wrist extension ($P=0.05$), and knee extension ($P=0.04$) were found to be statistically significant. No significant changes were observed in the other joints. The results for ROM for each joint are shown in Table 4.

Table 3. Pre- and postintervention results from the different questionnaires.

<table>
<thead>
<tr>
<th>Questionnaires</th>
<th>Preintervention, median (95% CI)</th>
<th>Postintervention, median (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PODCI</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper extremity</td>
<td>87.50 (12.50 to 100)</td>
<td>95.83 (4.17 to 100)</td>
<td>.79</td>
</tr>
<tr>
<td>Transfer and mobility</td>
<td>93.94 (21.97 to 100)</td>
<td>91.66 (12.12 to 100)</td>
<td>.60</td>
</tr>
<tr>
<td>Sports and physical function</td>
<td>79.86 (11.36 to 86.11)</td>
<td>63.64 (13.64 to 93.18)</td>
<td>.61</td>
</tr>
<tr>
<td>Pain and comfort</td>
<td>71.11 (34.44 to 100)</td>
<td>85.00 (49.44 to 100)</td>
<td>.08$^b$</td>
</tr>
<tr>
<td>Happiness</td>
<td>85.00 (50.00 to 100)</td>
<td>90.00 (35.00 to 100)</td>
<td>.50</td>
</tr>
<tr>
<td>Global function</td>
<td>87.47 (20.07 to 94.86)</td>
<td>82.08 (19.84 to 94.55)</td>
<td>.61</td>
</tr>
<tr>
<td><strong>PAQ-A</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location (number)</td>
<td>1 (0 to 6)</td>
<td>1 (0 to 6)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Scale (cm)</td>
<td>1.55 (0 to 5.50)</td>
<td>1.10 (0 to 6.20)</td>
<td>.72</td>
</tr>
<tr>
<td>Sensory (%)</td>
<td>5.40 (0 to 10.8)</td>
<td>2.70 (0 to 10.8)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Affective (%)</td>
<td>0 (0 to 0)</td>
<td>0 (0 to 0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Evaluative (%)</td>
<td>0 (0 to 25.00)</td>
<td>0 (0 to 37.5)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

$^a$PODCI: Pediatric Outcomes Data Collection Instrument.

$^b$Italicized values indicate a significance level of $P<0.10$.

$^c$PAQ-A: Physical Activity Questionnaire for Adolescents.

$^d$APPT: Adolescent Pediatric Pain Tool.
Table 4. Range of motion.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Data included for analysisa</th>
<th>Preintervention (in degrees), median (95% CI)</th>
<th>Postintervention (in degrees), median (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoulder abduction</td>
<td>12</td>
<td>143 (16 to 159)</td>
<td>151.5 (25 to 163)</td>
<td>.06b</td>
</tr>
<tr>
<td>Shoulder flexion</td>
<td>6</td>
<td>34.5 (0 to 152)</td>
<td>57.5 (0 to 153)</td>
<td>.07</td>
</tr>
<tr>
<td>Shoulder extension</td>
<td>3</td>
<td>66 (66 to 75)</td>
<td>60 (50 to 66)</td>
<td>.11</td>
</tr>
<tr>
<td>Elbow flexion</td>
<td>14</td>
<td>146.5 (86 to 164)</td>
<td>144.5 (92 to 158)</td>
<td>.67</td>
</tr>
<tr>
<td>Elbow extension</td>
<td>11</td>
<td>−9 (−82 to 0)c</td>
<td>−4 (−95 to 9)c</td>
<td>.35</td>
</tr>
<tr>
<td>Forearm pronation</td>
<td>9</td>
<td>82 (65 to 91)</td>
<td>95 (78 to 102)</td>
<td>.12</td>
</tr>
<tr>
<td>Forearm supination</td>
<td>9</td>
<td>71 (44 to 86)</td>
<td>66 (49 to 84)</td>
<td>.48</td>
</tr>
<tr>
<td>Wrist flexion</td>
<td>8</td>
<td>86.5 (29 to 97)</td>
<td>78 (11 to 94)</td>
<td>.11</td>
</tr>
<tr>
<td>Wrist extension</td>
<td>8</td>
<td>20.5 (−20 to 50)</td>
<td>30 (−7 to 57)</td>
<td>.05</td>
</tr>
<tr>
<td>Hip flexion</td>
<td>12</td>
<td>109.5 (95 to 127)</td>
<td>108.5 (94 to 130)</td>
<td>.92</td>
</tr>
<tr>
<td>Hip extension</td>
<td>8</td>
<td>1.5 (−50 to 30)</td>
<td>−1.5 (−45 to 16)c</td>
<td>.25</td>
</tr>
<tr>
<td>Hip internal rotation</td>
<td>3</td>
<td>1 (1 to 27)</td>
<td>12 (10 to 27)</td>
<td>.18</td>
</tr>
<tr>
<td>Hip external rotation</td>
<td>4</td>
<td>30 (4 to 55)</td>
<td>33 (11 to 48)</td>
<td>.72</td>
</tr>
<tr>
<td>Knee flexion</td>
<td>12</td>
<td>105.5 (50 to 130)</td>
<td>115 (93 to 138)</td>
<td>.61</td>
</tr>
<tr>
<td>Knee extension</td>
<td>14</td>
<td>−18 (−63 to −7)c</td>
<td>−14.5 (−62 to −4)c</td>
<td>.04</td>
</tr>
<tr>
<td>Ankle dorsiflexion</td>
<td>12</td>
<td>−21 (−28 to 5)c</td>
<td>−20.5 (−29 to −2)c</td>
<td>.72</td>
</tr>
<tr>
<td>Ankle plantarflexion</td>
<td>12</td>
<td>32 (23 to 40)</td>
<td>29.5 (21 to 41)</td>
<td>.53</td>
</tr>
</tbody>
</table>

aNumber of data included for analysis, with a possible maximum of 14 (7 participants×2 sides).

bItalicized values indicate a significance level of P<.10.

cNegative values represent a lack of range of motion. For example, a negative knee extension signifies an inability to achieve full extension. Range of motion was measured to whole degrees; 0.5° resulted from median calculations of even numbers.

Discussion

Principal Findings

In this study on the use of telerehabilitation to deliver an HEP to youth with AMC, it was found that this approach is feasible and well accepted by participants. The GAS was a feasible measure in this pilot study because it provided the individualization of goals for the youths living with AMC who presented with varying levels of joint involvement. Overall, most of the GAS goals were achieved at the end of the 12-week HEP. In addition, some clinically meaningful improvements were observed in the PODCI and APPT scores, showing promising effects of an HEP. We also explored the reproducibility of using a virtual goniometer in this study and found good-to-excellent agreement overall.

Feasibility

Feasibility was demonstrated with the achievement of all operationalization criteria, except for the recruitment rates. The observed completion rate of 63.6% corresponded to the criteria set at ≥50%. One withdrawal was due to the need for more support from the caregiver to perform the HEP. Support from families or the entourage of the participant was important for most of the participants, specifically for the youngest participants and those with more severe joint involvement. The intervention in this study was semisupervised, with follow-ups provided every 3 weeks. The compliance of 68.1% (2.04/3 times per week) to the HEP measured in this study is closer to the compliance rate of 76% observed in supervised interventions [29] than to that of nonsupervised interventions (11%-37%) [30]. A total of 11% (5/47) of the telerehabilitation meetings were canceled on the same day, which is similar to the 12% (997/8306) observed for in-person appointments in the rehabilitation department at the SHC–Canada (unpublished data, 2019). Extreme weather in Canada often results in cancellation of appointments, but none were canceled for this reason in this study owing to its web-based care delivery. A few technical issues occurred during this study, but all were resolved promptly, and none affected the safety of the participants. Therefore, technical issues should not be a reason to preclude the use of telerehabilitation in future studies or in clinical practice.

Although the reproducibility of using a virtual goniometer varied across joints, this method of measuring ROM was nevertheless useful for setting individualized goals, developing the HEP, and performing the initial and final assessments. Some challenges with web-based ROM measurements included different movement planes for measurement, varying positions in which ROM measurements were taken according to the participants’ contractures (eg, elbow flexion in sitting or standing position), space restrictions in the home, or poor or high luminosity. In future studies using web-based ROM measurements, we recommend the use of guidelines for proper positioning,
therapist training, contrasting clothing for the participants, proper luminosity, and laptop or tablet use to allow adjustment of the camera as needed.

Effectiveness

The results regarding the intervention’s effectiveness are promising. The GAS score, which was the main outcome measure to explore effectiveness, showed significant improvement at the end of the 12-week HEP. Among the 12 goals achieved measured using the GAS, 9 were achieved beyond expectations: endurance in manual labor, standing, and walking; sports (karate); and daily activities (buttoning up shirt, transfer ability, controlling stair descent, self-propelling a wheelchair, and using a fork). These large improvements might be due to the scaling of the goals using the GAS table. As most of the participants did not perform exercises before participating in this project, they may have demonstrated quicker gains. However, 2 participants with chronic pain did not achieve their pain goal, perhaps because of the multifactorial etiology of pain requiring management by an interdisciplinary team [31]. Another participant did not meet their initial goal for walking endurance as per the GAS score because of overestimation of baseline levels as reported by the participant; nonetheless, improvements during the final assessment (quicker walking pace) were noted. As the GAS allows for individualized and varied goals, it proved to be a versatile and sensitive measurement tool, given the high level of variability of joint involvement and physical function. There are benefits to using the GAS, but this tool requires some level of training and experience to develop goals that are SMART (specific, measurable, achievable, realistic and timed) [32]. After determining individualized goals in collaboration with participants, therapists need to scale the goals according to an expected level of change and predict potential improvement within the timeline, which may not always be intuitive.

Although some clinically significant changes were measured with the PODCI, floor and ceiling effects were observed in a few participants. For example, in a participant with severe joint involvement, a floor effect was noted in all but the happiness domains. Large improvements in the transfer ability from wheelchair to exercise table in this participant were noted during the telerehabilitation sessions, yet the PODCI did not detect this change because the focus of the PODCI is mainly on ambulatory activities such as walking and running. The opposite effect occurred in participants who achieved maximum scores at baseline and, therefore, no positive change was detected. For these reasons, we conclude that the PODCI may not be an appropriate measure for our study, which used an exercise intervention for a heterogeneous group of youths. The baseline results from the PAQ-A were very low, yet they increased at the end of the 12-week HEP, with levels approaching those of typically developing adolescents [33]. The level of physical activity among participants with AMC remained lower than that among typically developing adolescents. This was similar to a study of adolescents with cerebral palsy [34]. With regard to ROM, we did not expect any significant changes because no participant selected ROM as their goal. Some statistically significant improvements were found, and they may have been explained by an improvement in muscle strength; however, these changes may not translate into clinically important changes.

Limitations

Most of the outcomes were standardized, although the HEP was based on individualized goals. The assessment provided did not always correspond to the needs of the participants because they did not provide objective information related to the individualized goals (eg, strength or endurance). For example, joint-specific ROM was measured for all participants, but it was only pertinent for 1 participant who had a dressing goal. For the intrarater reliability of ROM measurement with a virtual goniometer, it would be best to compare those values with in-person measurements. However, in the context of this study, it was not possible to do so because the study design entailed remote visits only. Therefore, the ROM results should be interpreted with caution. The selected questionnaires for this study were validated for children aged up to 18 years, which corresponded to most of the participants included in this study (57%, 71%). However, at the SHC–Canada, patients are followed until 21 years of age, and an older participant mentioned that the content of some of the questionnaires was not adapted to their reality. Finding standardized measures devised and validated for both pediatric and young adult populations is a challenge because measures are typically developed for either pediatric or adult populations. As this was a pilot study with the main objective being the assessment of its feasibility, no control group was included. A larger multicenter randomized controlled trial would be needed to ascertain the study power needed to draw conclusions on the effectiveness of an HEP. Initial and final assessments performed in person with follow-ups conducted remotely could also be a good compromise for future studies.

Conclusions

The results of this pilot study suggest that it is feasible to use telerehabilitation to deliver an HEP for youth with AMC having different functional levels, having various goals, and living across different geographical regions. This approach also holds promise regarding the effectiveness of an HEP. Lessons can be learned from the challenges and positive aspects denoted in this study, which could lead to enhanced future protocols.
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Multimedia Appendix 1
An exercise program is provided as an example for each participant.
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Multimedia Appendix 2
This table shows the missing values and their associated reasons for each range of motion measurement.
[DOCX File, 18 KB - jmir_v23i7e27064_app2.docx]

Multimedia Appendix 3
A bar graph that shows the pre- and postintervention global function scores of the Pediatric Outcomes Data Collection Instrument for each participant and the clinically significant difference. *Medium clinically significant difference, **Large clinically significant difference.
[PNG File, 15 KB - jmir_v23i7e27064_app3.png]

Multimedia Appendix 4
A bar graph that shows the pre- and postintervention Physical Activity Questionnaire for Adolescents results for each participant.
*Difference between 10% and 19%; **difference between 20% and 29%; ***difference ≥30%.
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Abstract

Background: Telemedicine that combines information technology and health care augments the operational model of traditional medical services and brings new opportunities to the medical field. China promotes telemedicine with great efforts, and its practices in the deployment of telemedicine platforms and delivery of services have become important references for the research and development in this field.

Objective: Our work described in this paper focuses on a regional telemedicine platform that was built in 2014. We analyzed the system design scheme and remote consultations that were conducted via the system to understand the deployment and service delivery processes of a representative telemedicine platform in China.

Methods: We collected information on remote consultations conducted from 2015 to 2020 via the regional telemedicine platform that employs a centralized architectural system model. We used graphs and statistical methods to describe the changing trends of service volume of remote consultation, geographical and demographic distribution of patients, and waiting time and duration of consultations. The factors that affect consultation duration and patient referral were analyzed by multivariable linear regression models and binary logistic regression models, respectively. The attitudes toward telemedicine of 225 medical practitioners and 225 patients were collected using the snowball sampling method.

Results: The regional telemedicine platform covers all levels of medical institutions and hospitals in all 18 cities of Henan Province as well as some interprovince hospitals. From 2015 to 2020, 103,957 remote medical consultations were conducted via the platform with an annual increasing rate of 0.64%. A total of 86.64% (90,069/103,957) of medical institutions (as clients) that applied for remote consultations were tier 1 or 2 and from less-developed regions; 65.65% (68,243/103,945) of patients who applied for remote consultations were aged over 50 years. The numbers of consultations were high for departments focusing in the treatment of chronic diseases such as neurology, respiratory medicine, and oncology. The invited experts were mainly experienced doctors with senior professional titles. Year of consultation, tier of hospital, consultation department, and necessity of patient referral were the main factors affecting the duration of consultations. In surveys, we found that 60.4% (136/225) of medical practitioners and 53.8% (121/225) of patients had high satisfaction and believed that telemedicine is of vital importance for the treatment of illness.

Conclusions: The development of telemedicine in China shows a growing trend and provides great benefits especially to medical institutions located in less developed regions and senior citizens who have less mobility. Cases of remote consultations are mainly...
for chronic diseases. At present, the importance and necessity of telemedicine are well recognized by both patients and medical practitioners. However, the waiting time needs to be further reduced to improve the efficiency of remote medical services.

(J Med Internet Res 2021;23(7):e28009) doi:10.2196/28009
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telemedicine; regional telemedicine service platform; remote consultation; efficiency; satisfaction degree; telehealth; mobile health; mHealth; remote; China

Introduction
Medical services are of vital importance for the community. In China, the unbalanced distribution of health care resources has become an urgent problem [1-4]. Medical resources between hospitals are not effectively shared. High-quality services are mainly offered in capital cities and developed regions, while patients from less-developed regions (eg, rural areas) may not receive treatments responsive to their needs. In addition, the limited resources provided by less capable hospitals may not fully satisfy the needs of patients with intractable and rare diseases. Some patients may visit large hospitals that provide better services. As a consequence, patients are under more financial pressure [5], and resources from small hospitals may not be properly used. Generally speaking, low-tier hospitals usually do not have the capability to provide high-quality medical services, while large hospitals in developed cities are overloaded with patients.

To address those pain points, in recent years there has been collaboration of Chinese medical services using the internet and information technology [6-8]. Such emerging service models provide solid supports for collaborations between medical institutions. For example, regional telemedicine platforms such as the Golden Health telemedicine network and the People’s Liberation Army telemedicine network [9] have been deployed in many provinces and serve medical institutions at all levels [10,11], which significantly improves the service quality of primary hospitals and eases the pressure of overloading service volume on large hospitals. After the outbreaks of COVID-19, telemedicine platforms have been adopted by a large number of hospitals to conduct remote consultations (ie, teleconsultations), treatments, and ward rounds that reduce contacts between medical practitioners and patients [12-14].

On a global scale, telemedicine connects medical service providers in sparsely populated areas. Large or specialized hospitals offer remote consultations, diagnoses, and treatments to medical institutions and patients in less-developed regions [15]. In the early stage, telemedicine services were often performed using visual telephone, email, or Integrated Services Digital Network [16]. Later, conferencing software such as voice over Internet Protocol or FaceTime was used. In recent years, private medical networks and computing platform technologies gradually became the major enabling channels for telemedicine. In Albania, an open and shared telemedicine collaboration platform that has been widely used in Europe uses open-source technology and establishes connections via the internet [17]. Crespo et al [18] designed a telemedicine platform that provides remote health care services for elderly patients with chronic obstructive pulmonary disease. Beer et al [19] performed effective remote diagnosis and treatment of skin diseases through their telemedicine platform during the outbreak of COVID-19. In 2007, a regional telemedicine center that enables sharing of digital health care records and remote consultations between medical institutions was established in Gansu Province [10]. The West China Hospital has established a medical information platform that serves western China through digital networks and video equipment [11]. Telemedicine platforms achieve effective real-time collaborations between medical institutions from different regions or countries and cover areas including pediatric problems [20,21], skin diseases [22], neurosurgery [23], and diabetes [24]. Therefore, the service volume of telemedicine has increased dramatically. From 2005 to 2012, a state tertiary pediatric hospital in Western Australia provided remote treatments to 1312 children with burns [25]. The University of Rochester has established a telemedicine platform for the treatment of mental illness that conducts about 2000 telepsychiatric consultations per year [26]. In the United States, 15 million people were supported by telemedicine in 2015, an increase of 50% compared with the number in 2013 [27]. In China, the average number of remote consultations from hospitals that provide telemedicine services reached 714 cases per hospital in 2018 [28].

Existing research works mainly focus on the development of telemedicine platforms or analysis of medical techniques (eg, artificial intelligence–assisted diagnosis) toward a certain type of disease. However, to the best of our knowledge, few works analyze the process of telemedicine services to study how to improve the efficiency of services and satisfaction of involved parties (eg, medical practitioners and patients), critical for the optimization of telemedicine applications. In this paper, we described our research and focus on valuable insights obtained from the largest regional telemedicine platform in China, which connects more than 1000 registered medical institutions across the country. First, we introduced the design principle and choices of the platform. Second, we comprehensively analyzed the volume, process, and effectiveness of remote medical services supported by the platform. Our results provide important references for the optimization of service processes, increase in efficiency, and enhancement of service value.

Methods

Design of the Telemedicine Platform
The regional telemedicine platform is designed to be compatible with multiple network access methods. It connects 1037 medical institutions at the provincial, municipal, county, and township levels and provides telemedicine services to medical institutions
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not only in Henan Province but also in other provinces of China (Multimedia Appendix 1). The platform provides services between hospitals (ie, business-to-business); it does not provide connections between medical institutions and patients at home (ie, business-to-consumer). Its capabilities include supporting communications via video terminal devices of diverse types, facilitating data sharing among medical institutions at all levels, and enabling remote medical services such as consultation and diagnosis. The platform is implemented using a centralized system architecture with modular design, where the central module (ie, the core of our system and information exchange) mainly contains the medical information management block and the Session Initiation Protocol service block. For information exchange, the platform uses web services and visualization of databases to achieve real-time sharing of medical data between the telemedicine center and connected hospitals, which makes it convenient for medical practitioners to view health records of patients during a consultation. For resource management, the platform adopts an Internet Protocol–based multimedia system that centrally manages resources of telemedicine networks, patients, medical practitioners, and services so that partner institutes are able to access from networks with heterogeneous types. The consultation and diagnosis systems that operate on the top of the platform are implemented using browser/server architecture, which supports common operating systems such as Windows, MacOS, and Linux. Using web terminals, platform managers can perform regular maintenance of key information including registered hospitals and medical experts. Furthermore, the invited experts can view electronic medical records and communicate with the host doctors via Session Initiation Protocol video conferencing.

Data Collection

We collected data from all medical cases that were consulted through the telemedicine platform from January 2015 to December 2020. Our dataset contains the geolocation of hospitals applied for remote consultations, gender and age information of patients, waiting times, consultation durations, withdrawals of consultation, and advice on patient referrals after teleconsultations. To guarantee the validity and effectiveness of our collected data, qualitative information on patients, medical practitioners, and consultation results is approved by all participants before being formally recorded. Quantitative data such as waiting time and consultation duration are automatically measured by the platform to avoid human error. We note that the waiting time is the period between an application being submitted by a partner hospital and the start time of the consultation. The consultation duration is the effective communication period between all involved parties of a consultation. We performed data cleansing and preprocessing to obtain a structured dataset that facilitates our analysis. In addition, to understand the effectiveness of remote consultations, we collected information on the attitudes toward each consultation from the participating patients and medical practitioners. To be more specific, we selected one representative medical institution in each city that is covered by our platform to conduct our survey. Both patients and medical practitioners were invited through the snowball sampling method. As the final step of their teleconsultation process, all invited participants answered our survey. From patients, we collected their opinions on level of satisfaction toward the consultation process and results, benefits of remote consultation in reducing financial costs, and increased convenience. We collected attitudes from medical practitioners regarding each consultation process and its effectiveness.

Statistical Analysis

During this study we collected data from 103,957 remote consultation cases. Numerical indicators such as quantity, average value, and composition ratio were used in our descriptive analysis. The quantitative data were described by the mean values, while the qualitative data were described by the counts and percentages. We calculated the average annual growth rate of teleconsultation encounters. With the support of Excel (Microsoft Corp) software, we drew line charts to describe the changing trends of consultation cases over time. Using SPSS (version 23.0, IBM Corp) software, we employed multivariable linear regression to analyze the impact of the information of applicant hospitals, patients, and consultations on consultation durations. Binary logistic regression analysis was used to understand the impact of the rank of applicant hospital, geolocation, patient status, consultation departments, and other factors on the referral recommendations. In our statistical tests, the significance levels were set to α=.05. Incorrect and incomplete data were treated as missing values.

Results

Regional Telemedicine Platform

The regional telemedicine platform connects medical institutions at all levels including provincial hospitals, municipal hospitals, county-level medical institutions, township health centers, community service centers, and village-level clinics. Figure 1 shows the overall connectivity scheme of the platform. Communications between each institution are established via virtual private medical networks that enable service collaboration and health data sharing across hospitals. Apart from the provincial center, municipal telemedicine centers are deployed in 18 cities of the Henan Province. Telemedicine centers of both levels (ie, provincial and municipal) have their own dedicated medical data centers, which together form a dual-active data center. Medical data that are used by and generated from each consultation are stored in the provincial data center and copied to the corresponding municipal data center. Medical institutions at various levels select different types of video conferencing equipment according to their needs and available resources. For example, provincial and municipal hospitals mainly use large-scale multiscreen consultation terminals with the highest audio and video quality, county-level institutions usually choose dual-screen separate consultation terminal devices, and township health centers and village-level clinics are likely to use single-screen computers with embedded cameras and microphones as their consultation terminals. The regional telemedicine platform is connected with the regional emergency center and telemedicine platform in other provinces via virtual private medical networks. In addition, mobile ambulances are connected to the platform through 5G networks.
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A registered hospital can initiate a consultation by logging onto the platform to provide information on patients, invite participants, and submit an application. The invited hospital schedules the consultation and informs the corresponding medical practitioners. All participants join in the teleconsultation using terminal devices. Results of each consultation are automatically recorded and maintained by the system for future reference.

**Figure 1.** Overall connectivity of the regional telemedicine platform.

---

**Teleconsultation Service Volume and Characteristics**

From 2015 to 2020, 103,957 remote medical consultations were conducted through the telemedicine platform. There were 12.83% (13,337/103,957), 18.65% (19,391/103,957), 19.96% (20,753/103,957), 18.74% (19,480/103,957), 16.57% (17,225/103,957), and 13.25% (13,771/103,957) teleconsultation encounters in the years 2015, 2016, 2017, 2018, 2019, and 2020, respectively (Multimedia Appendix 2). There was an overall increasing trend with an annual rate of 0.64%. We observed fluctuations in the patterns in different months. The number of teleconsultation encounters was high in November and December and relatively low in January and February (Figure 2). That is, the service volume was large in the winter but smaller during Lunar New Year (i.e., January and February).

**Figure 2.** Changing tendency of service volume from 2015 to 2020.

Considering the characteristics of patients who participated in teleconsultation encounters, 53.55% (55,664/103,945) were male. The majority (68,243/103,945, 65.65%) were aged over 50 years, and patients aged from 65 to 70 years corresponded to the largest group with the total fraction of 11.76% (12,229/103,945; Figure 3). The geolocation of patients was labeled as either intraprovine or interprovince. From 2015 to 2020, 98.70% (102,607/103,957) of teleconsultation encounters were labeled intraprovine, and the average annual increasing rate for this group was 0.41%; 1.30% (1350/103,957) of patients were labeled interprovince.
were interprovince, with an average annual increasing rate of 21.27%. We noted that patients served by the telemedicine platform were mainly within the province (ie, Henan Province), but the service volume for interprovince cases increased significantly. There are 18 cities in Henan Province. When we zoom in on the group of patients within the province, a large proportion of them were from several cities including Nanyang, Pingdingshan, and Zhengzhou.

Figure 3. Distributions of gender and age of patients served.

Hospitals that applied for remote consultations contain all tiers (ie, tier 1, 2, and 3, where tier 3 hospitals have the highest ranks and the best medical resources). While 86.64% (90,069/103,957) of consultations were requested by tier 1 and tier 2 hospitals, only 13.36% (13,888/103,957) of cases were for tier 3 hospitals (Multimedia Appendix 2). Although the majority of applicants were tier 2 hospitals, the number of applications from tier 3 hospitals rapidly increased from 2015 to 2020 with an average annual rate of 47.12%. On the contrary, the changing rate for the group of tier 1 and tier 2 hospitals was –2.87%, which shows a dropping trend. As for the departments that applied for teleconsultation, internal medicine departments requested the majority (66,970/103,597, 64.42%) of cases, and 24.33% (25,295/103,597) of consultations were requested by surgery departments. Other disciplines included gynecology, pediatrics, and otolaryngology; the top three departments were neurology, respiratory medicine, and pediatric internal medicine. Table 1 shows the number of teleconsultations requested by each department and their percentage values for each year. Top 10 departments were mapped to 63.97% (66,276/103,597) of cases. Almost all (102,960/103,957, 99.04%) medical practitioners and experts from invited hospitals had senior professional titles (eg, professor).

Table 1. Top 10 departments applied for teleconsultation.

<table>
<thead>
<tr>
<th>Department</th>
<th>2015, n (%)</th>
<th>2016, n (%)</th>
<th>2017, n (%)</th>
<th>2018, n (%)</th>
<th>2019, n (%)</th>
<th>2020, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neurology</td>
<td>1834 (13.75)</td>
<td>2869 (14.80)</td>
<td>2985 (14.38)</td>
<td>2263 (11.62)</td>
<td>1935 (11.23)</td>
<td>1444 (10.49)</td>
</tr>
<tr>
<td>Respiratory medicine</td>
<td>1283 (9.62)</td>
<td>1898 (9.79)</td>
<td>2499 (12.04)</td>
<td>2643 (13.57)</td>
<td>2368 (13.75)</td>
<td>2122 (15.41)</td>
</tr>
<tr>
<td>Pediatric internal medicine</td>
<td>962 (7.21)</td>
<td>1199 (6.18)</td>
<td>1422 (6.85)</td>
<td>1570 (8.06)</td>
<td>1329 (7.72)</td>
<td>888 (6.45)</td>
</tr>
<tr>
<td>Oncology</td>
<td>764 (5.73)</td>
<td>1117 (5.76)</td>
<td>1291 (6.22)</td>
<td>1273 (6.53)</td>
<td>1083 (6.29)</td>
<td>955 (6.93)</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>792 (5.94)</td>
<td>1206 (6.22)</td>
<td>1197 (5.77)</td>
<td>1064 (5.46)</td>
<td>1015 (6.01)</td>
<td>646 (4.69)</td>
</tr>
<tr>
<td>Cardiovascular medicine</td>
<td>850 (6.37)</td>
<td>885 (4.56)</td>
<td>1058 (5.10)</td>
<td>909 (4.67)</td>
<td>894 (5.19)</td>
<td>696 (5.05)</td>
</tr>
<tr>
<td>Neurosurgery</td>
<td>615 (4.61)</td>
<td>936 (4.83)</td>
<td>868 (4.18)</td>
<td>841 (4.32)</td>
<td>817 (4.74)</td>
<td>660 (4.79)</td>
</tr>
<tr>
<td>Gastroenterology</td>
<td>488 (3.66)</td>
<td>716 (3.69)</td>
<td>680 (3.28)</td>
<td>682 (3.50)</td>
<td>536 (3.11)</td>
<td>439 (3.19)</td>
</tr>
<tr>
<td>Hepatobiliary, pancreatic and liver transplantation</td>
<td>502 (3.76)</td>
<td>704 (3.63)</td>
<td>651 (3.14)</td>
<td>601 (3.09)</td>
<td>536 (3.11)</td>
<td>431 (3.13)</td>
</tr>
<tr>
<td>Gynecology</td>
<td>449 (3.37)</td>
<td>653 (3.37)</td>
<td>628 (3.03)</td>
<td>599 (3.07)</td>
<td>623 (3.62)</td>
<td>393 (2.85)</td>
</tr>
</tbody>
</table>
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Teleconsultation Service Process

The waiting time between an application submitted by the applicant hospital and the start of the teleconsultation care reflects the efficiency of a case. Results from our analysis showed that the median value of waiting time was 24.27 hours, the minimum value was 11.00 minutes, and the maximum value was 7.00 days (Multimedia Appendix 2). From 2015 to 2020, the waiting time in different years appeared to be statistically different (rank sum test \(H=8309.00, P<.001\)). The median value for the year 2015 was 15.92 hours, while the value for the year 2020 was 24.27 hours. We observed an increasing trend in years for the waiting time. While the service capability in provincial hospitals remained almost unchanged, as our platform was promoted, more cases (especially those involving rare and intractable diseases) were diagnosed through teleconsultation encounters. As a consequence, the average waiting time increased.

The consultation duration between the start and end of teleconsultation reflects the quality and complexity of the service process to some extent. From 2015 to 2020, the median value was 17.00 minutes (Multimedia Appendix 2)—18.00 minutes in 2016 and 26.00 minutes in 2020. We noted that the consultation duration also increased among years statistically (\(H=3072.93, P<.001\)). Consultation durations are usually longer when applicant institutes are tier 3 hospitals (\(\beta=1.69, P<.001\)) or patients have been referred (\(\beta=0.69, P=.01\)). Consultation durations for surgical departments are shorter than those for internal medicine departments (\(\beta=-1.00, P<.001\)).

### Table 2. Results of multivariable linear regression analysis for impact factors of consultation durations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>(\beta) (95% CI)</th>
<th>SE</th>
<th>T score</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>21.04 (19.70 to 22.37)</td>
<td>0.68</td>
<td>30.96</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year (ref: 2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>-4.00 (–4.36 to –3.64)</td>
<td>0.18</td>
<td>-21.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2017</td>
<td>0.25 (0.15 to 0.65)</td>
<td>0.21</td>
<td>1.23</td>
<td>.22</td>
</tr>
<tr>
<td>2018</td>
<td>4.31 (3.66 to 4.61)</td>
<td>0.24</td>
<td>17.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2019</td>
<td>3.08 (2.58 to 3.59)</td>
<td>0.26</td>
<td>12.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2020</td>
<td>8.16 (7.60 to 8.73)</td>
<td>0.29</td>
<td>28.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Applicant hospital level (ref: tier 2 and below hospital)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>1.69 (1.29 to 2.09)</td>
<td>0.2</td>
<td>8.31</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Waiting time</td>
<td>0.00 (0.00 to 0.00)</td>
<td>0</td>
<td>1.85</td>
<td>.06</td>
</tr>
<tr>
<td>Transfer treatment (ref: no)</td>
<td>0.69 (0.17 to 1.21)</td>
<td>0.27</td>
<td>2.6</td>
<td>.01</td>
</tr>
<tr>
<td>Consultation department (ref: internal medicine department)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery department</td>
<td>-1.00 (–1.30 to –0.71)</td>
<td>0.15</td>
<td>-6.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Otolaryngology department</td>
<td>0.58 (0.11 to 1.26)</td>
<td>0.35</td>
<td>1.64</td>
<td>.10</td>
</tr>
<tr>
<td>Gynecology &amp; pediatrics departments</td>
<td>-0.92 (–1.47 to –0.36)</td>
<td>0.28</td>
<td>-3.25</td>
<td>.001</td>
</tr>
<tr>
<td>Medical technology department</td>
<td>0.28 (–0.49 to 1.05)</td>
<td>0.39</td>
<td>0.71</td>
<td>.48</td>
</tr>
<tr>
<td>Title of invited consultant (ref: attending doctor)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associate chief physician</td>
<td>-0.78 (–2.09 to 0.54)</td>
<td>0.67</td>
<td>-1.16</td>
<td>.25</td>
</tr>
<tr>
<td>Chief physician</td>
<td>-1.51 (–2.83 to –0.19)</td>
<td>0.67</td>
<td>-2.25</td>
<td>.03</td>
</tr>
</tbody>
</table>

*ref: reference.

Analysis of Withdrawal and Referral Cases

From 2015 to 2020, 5.09% (5270/103,957) of cases were withdrawn before the start of teleconsultation. Major reasons included the patient having been transferred (1209/5270, 22.94%) and the applicant medical practitioner requested a withdraw of consultation (1310/5270, 24.86%). This work investigates the characteristics of referral cases since 2017. After a teleconsultation, the invited medical experts may give referral advice accordingly. A referral decision is made by considering
a collection of factors such as severity of condition, physical distance (ie, within or outside Henan Province), and level of resident hospital. Therefore, we analyzed the impact of different factors on the referral cases. From 2017 to 2020, 15.27% (10,878/71,299) of cases received suggestions for referral from invited medical experts after consultations. We used binary logistic regression analysis to understand relations between those suggestions of referral and factors such as level of applicant hospitals, conditions of patients, and participated departments. From our results, we have reached 3 key observations. First, patients within Henan Province were more likely to receive suggestions of referral compared with those who were in other provinces (OR 2.17, \( P < .001 \)). Second, older patients had a low referral rate (OR 1.00, \( P = .002 \)). Third, compared with consultations hosted by the internal medicine department, those by surgery department, otolaryngology department, and gynecology and pediatrics departments had higher rates of referrals, with \( P < .001 \) and OR values of 2.94, 4.53, 3.51, respectively (Table 3).

### Table 3. Results of binary logistic regression analysis for impact factors of referral cases.

<table>
<thead>
<tr>
<th>Variable</th>
<th>( \beta )</th>
<th>SE</th>
<th>Wald</th>
<th>OR(^a) (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-4.98</td>
<td>0.30</td>
<td>274.24</td>
<td>0.007</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>Region (ref (^b): other provinces)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Henan province</td>
<td>0.77</td>
<td>0.22</td>
<td>12.34</td>
<td>2.17 (1.41-3.33)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>Applicant hospital level (ref: tier 2 and below hospital)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.35</td>
<td>0.06</td>
<td>39.94</td>
<td>1.41 (1.27-1.57)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Age</td>
<td>-0.003</td>
<td>0.001</td>
<td>9.58</td>
<td>1.00 (1.00-1.00)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Consultation department (ref: internal medicine department)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgery department</td>
<td>1.08</td>
<td>0.20</td>
<td>29.88</td>
<td>2.94 (2.00-4.32)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Otolaryngology department</td>
<td>1.51</td>
<td>0.20</td>
<td>58.18</td>
<td>4.53 (3.07-6.67)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Gynecology &amp; pediatrics departments</td>
<td>1.26</td>
<td>0.22</td>
<td>33.22</td>
<td>3.51 (2.29-5.37)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Medical technology department</td>
<td>1.43</td>
<td>0.21</td>
<td>47.45</td>
<td>4.12 (2.79-6.30)</td>
<td>&lt; .001</td>
</tr>
<tr>
<td><strong>Title of invited consultant (ref: attending doctor)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associate chief physician</td>
<td>0.49</td>
<td>0.17</td>
<td>8.34</td>
<td>1.63 (1.17-2.27)</td>
<td>.004</td>
</tr>
<tr>
<td>Chief physician</td>
<td>0.07</td>
<td>0.04</td>
<td>3.25</td>
<td>1.07 (1.00-1.16)</td>
<td>.07</td>
</tr>
<tr>
<td>Consultation time</td>
<td>0.02</td>
<td>0.001</td>
<td>256.81</td>
<td>1.02 (1.02-1.02)</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)ref: reference.

**Attitudes Toward Telemedicine From Medical Practitioners and Patients**

From our investigations into attitudes toward telemedicine from medical practitioners, we have observed that the majority of them held positive views; 68.4% (154/225) of participating experts believed that telemedicine is of great help in increasing the service quality of medical practitioners and 59.1% (133/225) believed that telemedicine is of great help in reducing financial burdens on patients. Considering the level of satisfaction toward consultation processes, 60.4% (136/225) of medical practitioners were very satisfied, and 76.9% (173/225) would recommend telemedicine services for their patients (Table 4). Patients also showed positive attitudes toward the telemedicine services they have received, with 60.0% (135/225) saying telemedicine is helpful for treatment of their disease, and 62.2% (140/225) agreeing that remote consultations provide convenience. In addition, 53.8% (121/225) were very satisfied with telemedicine services, and 59.1% (133/225) would suggest telemedicine to other patients (Table 5).
Table 4. Attitudes toward telemedicine from medical practitioners.

<table>
<thead>
<tr>
<th>Item</th>
<th>Response, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you believe that telemedicine is helpful in improving the service quality of medical practitioners?</td>
<td></td>
</tr>
<tr>
<td>Very helpful</td>
<td>154 (68.4)</td>
</tr>
<tr>
<td>Helpful</td>
<td>70 (31.1)</td>
</tr>
<tr>
<td>Not helpful</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Do you believe that telemedicine can help to reduce the financial burden on patients?</td>
<td></td>
</tr>
<tr>
<td>Very helpful</td>
<td>133 (59.1)</td>
</tr>
<tr>
<td>Helpful</td>
<td>85 (37.8)</td>
</tr>
<tr>
<td>Not helpful</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>What is your level of satisfaction with the service process of telemedicine?</td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>136 (60.4)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>88 (39.1)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Would you like to participate in telemedicine services in the long term?</td>
<td></td>
</tr>
<tr>
<td>Very likely</td>
<td>177 (78.7)</td>
</tr>
<tr>
<td>Likely</td>
<td>45 (20.0)</td>
</tr>
<tr>
<td>Not likely</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>Would you recommend telemedicine services for patients?</td>
<td></td>
</tr>
<tr>
<td>Very likely</td>
<td>173 (76.9)</td>
</tr>
<tr>
<td>Likely</td>
<td>49 (21.8)</td>
</tr>
<tr>
<td>Not likely</td>
<td>3 (1.3)</td>
</tr>
</tbody>
</table>

Table 5. Attitudes toward telemedicine from patients.

<table>
<thead>
<tr>
<th>Item</th>
<th>Response, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you believe that telemedicine is helpful for your treatments?</td>
<td></td>
</tr>
<tr>
<td>Very helpful</td>
<td>135 (60.0)</td>
</tr>
<tr>
<td>Helpful</td>
<td>89 (39.6)</td>
</tr>
<tr>
<td>Not helpful</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Do you believe that telemedicine reduces the financial cost of seeking medical treatment?</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>215 (95.6)</td>
</tr>
<tr>
<td>No</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Not sure</td>
<td>8 (3.6)</td>
</tr>
<tr>
<td>Does telemedicine provide convenience?</td>
<td></td>
</tr>
<tr>
<td>Very convenient</td>
<td>140 (62.2)</td>
</tr>
<tr>
<td>Convenient</td>
<td>83 (36.9)</td>
</tr>
<tr>
<td>Not convenient</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Are you satisfied with the service process of telemedicine?</td>
<td></td>
</tr>
<tr>
<td>Very likely</td>
<td>133 (59.1)</td>
</tr>
<tr>
<td>Likely</td>
<td>91 (40.4)</td>
</tr>
<tr>
<td>Not likely</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In recent years, telemedicine has been promoted rapidly in China. Many governmental policies and documents requesting the promotion of telemedicine to towns and rural areas have been issued. A large scope of services such as teleconsultation, telepathology, tele-electrocardiogram, and telediagnosis of medical images are widely offered with the business-to-business service mode. The current progress in telemedicine has greatly improved the service quality of primary medical institutions and brought convenience to patients. We note that further improvements in consultation efficiency and optimization of the consultation process are yet to be addressed. In this paper, we investigated the first and largest regional and comprehensive telemedicine platform deployed in China that changed legacy medical consultation methods (ie, via telephone and communication software) by realizing telemedicine services through platform technologies. It is a representative milestone toward the promotion of telemedicine in China. The platform that is supported by the largest hospital in Henan Province offers teleconsultation services to medical institutions at all levels within and outside the province. Since 2015, the service volume of this regional platform showed an increasing pattern followed by a slowly decreasing trend. With the adoption of telemedicine services by more medical institutions, municipal and county-level hospitals can host remote consultations for primary medical institutions. Therefore, teleconsultation cases for common diseases are offloaded to municipal or county-level hospitals that are more responsive than large institutions. During the pandemic of COVID-19, the patients with normal (or chronic) conditions preferred to defer their visits to hospitals, and the number of hospitalized patients at all levels of institutions decreased significantly. Thus, we saw a decreasing pattern of service volume for this provincial platform from 2018 to 2020. We note that the frequent connections between medical institutions at adjacent levels is one objective of the hierarchical medical system in China.

From 2015 to 2020, 103,957 teleconsultations were conducted through this platform. The majority of patients were from Henan Province with a much smaller percentage of interprovince patients, which is consistent with the results of existing studies [29]. Patients participating in remote consultations were mostly aged over 50 years, with higher risks in having diseases [30,31]. Applicant institutions were mainly tier 1 or 2 hospitals, defined as primary hospitals with limited medical capability, especially in the treatment of severe, intractable, and rare diseases [32]. Therefore, they need supports from large hospitals through the telemedicine platform. Our study also revealed the popular disciplines involved in teleconsultation encounters, including neurology, respiratory medicine, oncology, and cardiovascular medicine. As we know, the spectrum of human diseases has changed with the development of society. Chronic diseases such as stroke, malignant tumor, chronic obstructive pulmonary disease, heart disease, and circulatory disease have become critical problems for the community [33-35]. As a result, the number of patients with those issues keeps increasing [36], leading to high demands for medical consultations in related disciplines. To guarantee service quality, it is suggested by most provincial governments that the invited experts for medical consultations should have senior professional titles. In our study, we found that 99.04% of invited doctors met the requirements, which is much higher than the percentage of legacy face-to-face consultations. Only 27.5% of doctors in primary medical institutions (eg, township hospitals and village clinics) have proper professional titles, which is one of the reasons that they could not provide high-quality medical services [37,38]. As one motivation for the rapid development of telemedicine, patients of primary hospitals could also receive better diagnoses and treatments from experienced experts with senior titles.

Due to the large population of China, there is a high demand for medical resources. It is quite common for large hospitals that provide high-quality medical services to have an excessive number of patients, long waiting times, and degraded efficiency of medical treatments [39]. However, with the support from the telemedicine platform, the average waiting time after application submitted by applicant hospitals is 1388.00 minutes (ie, 23.13 hours), indicating that the majority of cases could be processed within a day, effectively increasing the efficiency of medical services. Some studies have reported that the average waiting time for the return of remote pathology results exceeds one day [40], and the waiting time for remote pathology consultation results in some countries exceeds 4 days [41]. In contrast, the waiting time for remote consultations supported by our platform is relatively short. The average consultation duration was 17.00 minutes. As discovered by our multivariable analysis, the consultation duration increases with time. The consultation quality increases with the advances of communication and digital conferencing technologies [42], which make it convenient for participants to have a more comprehensive and in-depth discussion. The consultation duration is longer for patients who received referrals as their conditions are rarer and more complicated.

After teleconsultation services, the invited medical experts may make referral suggestions. Compared with intraprovince patients, we found that interprovince patients are more likely to receive referral suggestions. It is mainly because that interprovince referrals are quite inconvenient due to long physical distances, and the government encourages patients to receive medical treatments within their home provinces. Elderly patients with limited mobility, for example, have a low referral rate. Since the quality of surgical operations is usually better in large hospitals, a higher referral rate is observed for cases in surgery departments.

As we found in our study, the majority of medical practitioners believe that telemedicine improves service qualities and they would like to participate in teleconsultation services, consistent with existing research findings [43,44]. The promotion of telemedicine is beneficial for doctors on both sides. Through remote consultations, the invited experts have more opportunities to gain experiences on intractable and rare diseases, while doctors from the applicant hospitals learn from their counterparts at large hospitals. Prior research works have shown that the overall satisfaction of doctors in traditional medical service processes is moderate, and the personal satisfaction of doctors is quite low [45,46]. However, we
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illustrated that 60.4% of medical practitioners experienced a high level of satisfaction with the process of telemedicine services, indicating its popularity among doctors. Most doctors and patients agreed that the deployment of telemedicine could save financial costs, which is consistent with the views of existing research [47]. Some researchers found that telemedicine could help patients save US $1000, on average [48]. Higher level hospitals provide lower level medical institutions with remote consultations so that patients from less capable hospitals also receive advice from experts with senior titles, which is very beneficial for the patients in rural areas. We found that 60.0% of patients believe telemedicine is helpful in the treatment of their medical conditions, and 53.8% are very satisfied with the services they have received.

**Limitations**

The paper analyzes the process of remote consultation and provides an important reference for improving service efficiency. However, the types of telemedicine services are diverse, and research on the other service types such as remote education and remote nursing needs to be further developed. In addition, the data used in this paper were collected from a regional telemedicine platform, which cannot fully represent the development of telemedicine in China, and the overall application of telemedicine services needs further exploration.

**Conclusions**

In this paper, we describe the architecture and functionality of the first regional telemedicine center in China built using platform technologies. We collected and analyzed teleconsultation care services conducted through the platform from 2015 to 2020. Our work reveals the growth trend of service volume, reveals that the majority of applicant institutions are tier 2 hospitals, and shows that middle-aged and elderly patients make up the largest age group. In China, the promotion and deployment of telemedicine services is occurring at a rapid speed, which meets the urgent demand of medical institutions with less capability and the medical need of aged patients with less mobility. The efficiency of telemedicine is increasing with the advances of information technologies. Both medical practitioners and patients have high levels of satisfaction. It is believed that the deployment of a telemedicine platform not only increases the efficiency of medical consultations but also reduces the financial burdens of patients; thus, telemedicine is worthy of further promotion.
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Abstract

Background: Asynchronous telepsychiatry (ATP; delayed-time) consultations are a novel form of psychiatric consultation in primary care settings. Longitudinal studies comparing clinical outcomes for ATP with synchronous telepsychiatry (STP) are lacking.

Objective: This study aims to determine the effectiveness of ATP in improving clinical outcomes in English- and Spanish-speaking primary care patients compared with STP, the telepsychiatry usual care method.

Methods: Overall, 36 primary care physicians from 3 primary care clinics referred a heterogeneous sample of 401 treatment-seeking adult patients with nonurgent psychiatric disorders. A total of 184 (94 ATP and 90 STP) English- and Spanish-speaking participants (36/184, 19.6% Hispanic) were enrolled and randomized, and 160 (80 ATP and 80 STP) of them completed baseline evaluations. Patients were treated by their primary care physicians using a collaborative care model in consultation with the University of California Davis Health telepsychiatrists, who consulted with patients every 6 months for up to 2 years using ATP or STP. Primary outcomes (the clinician-rated Clinical Global Impressions [CGI] scale and the Global Assessment of Functioning [GAF]) and secondary outcomes (patients’ self-reported physical and mental health and depression) outcomes were assessed every 6 months.

Results: For clinician-rated primary outcomes, ATP did not promote greater improvement than STP at 6-month follow-up (ATP vs STP; adjusted difference in follow-up at 6 months vs baseline differences for CGI: 0.2, 95% CI −0.2 to 0.6; P=.28; and GAF: −0.6, 95% CI −3.1 to 1.9; P=.66) or 12-month follow-up (ATP vs STP; adjusted difference in follow-up at 12 months vs baseline differences for CGI: 0.4, 95% CI −0.04 to 0.8; P=.07; and GAF: −0.5, 95% CI −3.3 to 2.2; P=.70), but patients in both arms had statistically and clinically significant improvements in both outcomes. There were no significant differences in improvement from baseline between ATP and STP on any patient self-reported ratings at any follow-up (all P values were between .17 and .96). Dropout rates were higher than predicted but similar between the 2 arms. Of those with baseline visits, 46.8% (75/160) did not have a follow-up at 1 year, and 72.7% (107/147) did not have a follow-up at 2 years. No serious adverse events were associated with the intervention.
Conclusions: This is the first longitudinal study to demonstrate that ATP can improve clinical outcomes in English- and Spanish-speaking primary care patients. Although we did not find evidence that ATP is superior to STP in improving clinical outcomes, it is potentially a key part of stepped mental health interventions available in primary care. ATP presents a possible solution to the workforce shortage of psychiatrists and a strategy for improving existing systems of care.

Trial Registration: ClinicalTrials.gov NCT02084979; https://clinicaltrials.gov/ct2/show/NCT02084979.

(J Med Internet Res 2021;23(7):e24047) doi:10.2196/24047
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Introduction

Background
Telepsychiatry, in the form of videoconferencing, is now an important tool in behavioral health care. For more than 30 years, synchronous telepsychiatry (STP), where consultations are performed in real time and are interactive, has increased access to care, making psychiatric experts available in areas with provider shortages. Research has demonstrated high levels of patient satisfaction and similar clinical outcomes to traditional in-person care for many disorders, including depression and anxiety [1,2]. Telemedicine utilization across all disciplines had already been anticipated to grow exponentially to a 130 billion dollar industry by 2025 [3], before the use of telepsychiatry dramatically increased during the COVID-19 pandemic. Suddenly, telepsychiatry has become a core health care tool [4] for most psychiatrists in the United States. Many clinics rapidly converted to telepsychiatry, with a number of them describing the experience and the changes required including the move to in-home consultations or virtual house calls. For example, the large University of California Davis (UCD) behavioral health outpatient clinic saw a successful conversion from approximately 97% in-person consultations to 100% virtual consultations in 3 days [4]. A survey conducted by the American Psychiatric Association during the COVID-19 pandemic found that by June 2020, 85% of 500 surveyed American psychiatrists were using telepsychiatry with more than 75% of their patients, compared with about 3% before COVID-19 [5]. The latest available national telehealth statistics derived from 60 contributing private insurers to the Fair Health database [6] as of December 2020 showed an increase of 2816% in telehealth consultations in all disciplines compared with December 2019, and these comprised 6.5% of all consultations nationally in their database, with 47% of the patients being seen primarily for mental health reasons [6]. The National Center for Health Statistics [7] reported a total of 883 million outpatient consultations nationally in 2018. Projecting from the insurance statistics [6], we can assume that about 3% of these visits in 2020 were telepsychiatry visits (by video or phone), an approximate total of 26 million such visits. There seems no doubt that STP has now become a major delivery component of mental health services in the United States.

Asynchronous Care
Despite this success, with STP being the current standard telepsychiatry practice [8,9], administrative and technical challenges exist, especially around scheduling of telepsychiatrists and patients [10,11], and STP itself is simply a virtual extension of in-person care that cannot be scaled to enable a physician to see more patients. Asynchronous care makes use of a completely virtual care model with the transmission of clinical information via web applications for review by a specialist at a later time [12,13] and has the potential to scale and enable psychiatrists to be involved in the treatment of more patients than with STP. Asynchronous care can also reduce the impact of poor bandwidth and connectivity issues seen with STP, providing potentially better access to more diverse patient populations. In recent years, asynchronous technologies have become more widespread in health care settings, utilized in patient portal email and messaging, in-app messaging, specialty patient-to-provider mobile apps, and forwarded interview videos [14]. Asynchronous technologies are commonly used in radiology, dermatology, ophthalmology, cardiology, and pathology [12,15-22] and are expanding into mental health care where they may be at least a partial solution to address the psychiatrist workforce shortage and reduce access barriers for patients [14]. Studies indicate that up to 10% of those who reported experiencing mental health difficulties are able to utilize available asynchronous resources [23], which can improve self-management and access. Positive patient outcomes have been demonstrated with e-coaching for depression [24], mobile-based asynchronous text-messaging therapy with a licensed therapist [25], integrated asynchronous virtual care platform [26], and asynchronous telehealth [27]. In addition to improved patient outcomes, such services have been found to increase access and care quality and reduce overutilization and costs of care [26].

Asynchronous telepsychiatry (ATP) is a more data-rich form of the traditional medical or psychiatric curbside consultation. In ATP, a trained interviewer conducts and records a forward interview videos [14]. Asynchronous technologies have become more widespread in health care settings, utilized in patient portal email and messaging, in-app messaging, specialty patient-to-provider mobile apps, and forwarded interview videos [14]. Asynchronous technologies are commonly used in radiology, dermatology, ophthalmology, cardiology, and pathology [12,15-22] and are expanding into mental health care where they may be at least a partial solution to address the psychiatrist workforce shortage and reduce access barriers for patients [14]. Studies indicate that up to 10% of those who reported experiencing mental health difficulties are able to utilize available asynchronous resources [23], which can improve self-management and access. Positive patient outcomes have been demonstrated with e-coaching for depression [24], mobile-based asynchronous text-messaging therapy with a licensed therapist [25], integrated asynchronous virtual care platform [26], and asynchronous telehealth [27]. In addition to improved patient outcomes, such services have been found to increase access and care quality and reduce overutilization and costs of care [26].

Asynchronous telepsychiatry (ATP) is a more data-rich form of the traditional medical or psychiatric curbside consultation. In ATP, a trained interviewer conducts and records a semistructured patient interview, which is combined with other available clinical data, such as electronic medical records (EMRs). This recorded video consult and information from the EMR is made accessible to a telepsychiatrist who reviews it before providing an opinion on the patient’s diagnosis and treatment options. The process, including consultation templates, has been fully described in previous publications [8,28-33]. Early pilot studies provide evidence that ATP has similar diagnostic accuracy to STP in English- and Spanish-speaking patients, that it is a feasible consultation modality in primary care patients and with patients cared for in skilled nursing
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facilities [28-35], and that it may also be less costly to implement.

**Objectives**

This paper describes the first large study conducted to determine the effectiveness of ATP in improving clinical outcomes, as compared with STP, the current gold standard telepsychiatry usual care treatment method. We hypothesized that, compared with participants in the STP arm, participants in the ATP arm would show better clinical trajectories throughout treatment, as measured by greater improvements in clinician and patient self-reported ratings of global functioning, health outcomes, and depression.

**Methods**

**Study Design and Setting**

The study was a randomized controlled clinical trial conducted at 3 community-based primary care clinics in the Sacramento area, with patient recruitment occurring between March 2014 and September 2018. A data and safety monitoring board (DSMB), consisting of 2 independent physicians and 1 statistician, periodically reviewed and evaluated the accumulated study data for participant safety, study conduct, and progress. In a DSMB review in early 2018, it was noted that the dropout rate at 24 months was higher than anticipated. Thus, the DSMB recommended that the primary end point be at 12 months and advised subsequent enrollment be limited to the 12-month follow-up. The 12-month follow-up was the primary analysis of interest, and the institutional review board (IRB) documentation was modified in April 2018. The last 18 patients were enrolled for 1 year.

**Participants**

We recruited 36 primary care physicians (PCPs) as referring providers. We placed an alert in the electronic medical record system to remind the PCPs about the trial. Patients learned about the study through their PCP or from advertisements at the referring clinics. All participants were aged 18 years or older, able to give written informed consent, and were referred by PCPs as having one or more nonurgent mental health diagnoses, mainly mood disorders, anxiety disorders, or substance and alcohol use disorders. Many patients had comorbid conditions and multiple diagnoses. We attempted to overenroll Spanish-speaking patients and included a Federally Qualified Health Center that primarily treats Spanish-speaking patients as one of our referring clinics. The study protocol was approved by the UCD IRB; written informed consent was obtained from both patients and the referring PCPs before participation.

Potential participants completed a multistep screening and enrollment process. This consisted of a semistructured phone interview as well as the Patient Health Questionnaire-9 (PHQ-9) [36] to screen for risk of suicidality, followed by an in-person assessment with the Structured Clinical Interview for the Diagnostic Statistical Manual (SCID) IV Diagnoses in English or Spanish [37]. The SCID established a primary axis I diagnosis, which was used for stratified randomization. Before enrolling the first participant, the study statistician created a stratified block randomization schedule for each study site. Within each site, patients were assigned 1:1 to the 2 intervention arms in random permuted blocks of size 4 generated for each SCID primary axis I categorization to reduce imbalance between arms.

Patients were recruited for 4 study years and were followed up between 1 and 2 years with ATP or STP evaluations every 6 months (up to 5 visits). Four UCD faculty psychiatrists provided consultations for both ATP and STP groups, with a bilingual psychiatrist seeing all the patients who could only speak Spanish or preferred to have their consultations in that language. All psychiatrists were fully trained to deliver both types of consultations. Diagnostic conclusions and treatment recommendations of the consulting psychiatrist for all patients were reported back to the PCP in the psychiatrists’ notes in the EMR. The PCPs then implemented the recommendations at their own discretion and could also communicate further by secure messaging or phone with the psychiatrists if they wished.

**Intervention Arm**

ATP assessments were conducted at 6-month intervals by an ATP-trained clinician who spoke the patient’s primary language, either English or Spanish [38]. This interview was video-recorded using Health Insurance Portability and Accountability Act–compliant secure messaging systems and protocols. For each ATP assessment, the clinician updated a standardized electronic form to capture notes about clinically relevant or important materials observed during the interview. These notes were usually completed the day of the ATP interview so that study psychiatrists had rapid access to the entire interview video, the clinician’s interview notes, and previous medical and sometimes psychiatric assessments of the patient already recorded in their EMR. After each ATP visit, the psychiatrist provided the patient’s PCP with a written assessment and psychiatric treatment plan. The PCP also had continued access to this psychiatrist by phone or email between the study consultations for up to 2 years [8,38].

**Control Arm**

The clinical workflow process for the STP arm was similar to that of the ATP arm, except that ATP-recorded assessments were replaced by live real-time STP assessments conducted by a psychiatrist who spoke the patient’s preferred language, either English or Spanish. After the STP consultation, the psychiatrist provided the patient’s PCP with a written assessment and psychiatric treatment plan. The PCP also had continued access to this psychiatrist by phone or email between the study consultations for up to 2 years [8,38].

A demographic questionnaire was administered at the baseline to collect sociodemographic information. Participants were clinically assessed in both study arms at 6-month intervals (baseline, 6 months, 12 months, 18 months, and 24 months), with the primary outcome measures completed by the treating psychiatrists. All other study questionnaires assessing self-reported outcomes were collected every 6 months by research assistants either by phone or via paper or electronic surveys, depending on participants’ preferences. Participants
were compensated for each assessment visit with a US $25 gift card, an amount considered by the IRB to be noncoercive. The PCPs were not compensated.

Primary Outcomes
The primary outcomes were derived from the psychiatrist’s report and included the Clinical Global Impressions (CGIs) scale [39], which focuses primarily on functional impairment, and the Global Assessment of Functioning (GAF) [40], which mainly measures symptom severity. The CGI is a 3-item, 7-point observer-rated scale that measures illness severity, global improvement or change, and therapeutic response. The GFI is considered a robust measure with established validity in inpatient [41], outpatient [42], and clinical trial settings [42]. The CGI severity of illness and improvement scales are commonly used in nondrug trial settings [39]. We used the CGI severity of illness scale scored from 1 (normal) to 7 (among the most extremely ill). The GAF is a widely used rating scale for assessing impairment among patients with psychiatric disorders. The GAF assesses the level of psychological, social, and occupational functioning on a scale of 1 to 100, with higher levels indicating better functioning [40].

Secondary Outcomes
Secondary outcomes focused on patient self-report and included the 12-Item Short-Form Health Survey Physical Health Summary (PHS-12) and 12-Item Short-Form Health Survey Mental Health Summary (MHS-12) [43] scores (both scored from 0-100, with higher scores indicating better health) and the PHQ-9 [44]. The PHQ-9 is a well-validated depression scale with scores derived as the sum of 9 items (each scored from 0 [not at all] to 3 [nearly every day]; scale range 0-27) based directly on the diagnostic criteria for major depressive disorder in the Diagnostic and Statistical Manual Fourth Edition [37].

Sample Size Calculation
The statistical power to assess the difference in improvement from baseline to the primary end point (12 months) between ATP and STP for the clinician and patient-reported measures was evaluated assuming that 100 patients would be randomized into each arm, an attrition rate of 25%, and that half an SD was the smallest difference that would be clinically meaningful. Assuming a type 1 error α=.05, a two-sided test, measurements for baseline values were conducted to confirm the primary group differences in follow-up compared with baseline differences between ATP and STP. All contrasts were estimated with 95% CIs and tested with two-sided alternatives using P<.05 as a threshold for statistical significance. No adjustments were made for multiple comparisons. Secondary analyses to confirm the longitudinal pattern from the primary analyses were conducted using the data up to 24 months and included all participants with at least 1 follow-up visit. Sensitivity analyses controlling for baseline values were conducted to confirm the primary analysis results. All analyses were performed using PROC MIXED in SAS version 9.4 (SAS Institute Inc) [48].

Results
Overview
Of the 36 consented clinicians, 28 (78%) referred at least one patient. Figure 1 depicts the flow of patients from screening through the primary end point and the 12-month follow-up. Of the 401 patients assessed for eligibility, 184 (45.9%) were enrolled and randomized to the ATP (n=94) or STP (n=90) intervention. Of the 184 randomized participants, 18 (9.8%; 11 ATP and 7 STP) consented to the 12-month follow-up, and 24 (13%; 14 ATP and 10 STP) withdrew before the baseline visit. Reasons for withdrawal were lack of insurance (n=2), loss to follow-up (n=15), and language of the interview. We accounted for clustering of the interview. Models for patient self-reported outcomes were similarly adjusted for a composite variable whose levels captured all possible combinations of study site, treating psychiatrists, and language of the interview. Models for patient self-reported outcomes were similarly adjusted for a composite variable whose levels captured all possible combinations of study site, person conducting the interview (ATP interviewer or STP psychiatrist), and language of the interview. We accounted for clustering using a random effect for the referring physician. The interaction terms allowed us to assess intervention effects, that is, adjusted differences in follow-up compared with baseline differences between ATP and STP. All contrasts were estimated with 95% CIs and tested with two-sided alternatives using P<.05 as a threshold for statistical significance. No adjustments were made for multiple comparisons. Secondary analyses to confirm the longitudinal pattern from the primary analyses were conducted using the data up to 24 months and included all participants with at least 1 follow-up visit. Sensitivity analyses controlling for baseline values were conducted to confirm the primary analysis results. All analyses were performed using PROC MIXED in SAS version 9.4 (SAS Institute Inc) [48].
demographic and clinical characteristics of the 160 participants who completed the baseline visit and the 24 who did not. The 2 groups were similar in terms of sociodemographic characteristics and depression symptoms, but participants who completed the baseline visit were more likely to be receiving current outpatient psychotherapy for a psychiatric condition (65/158, 41.1% vs 5/24, 21%; \( P = .06 \)) and to be using psychotropic medication (130/157, 82.8% vs 12/24, 50%; \( P < .001 \)) than those who did not complete baseline visits. Interestingly, only 1 of these 160 patients who completed a baseline visit was seeing an outpatient psychiatrist, with the rest being treated in primary care.

Figure 1. Participants flow through 12-month follow-up. ATP: asynchronous telepsychiatry; STP: synchronous telepsychiatry.
differences in any of these characteristics, indicating that the randomization was effective. Of the 160 participants, 137 (85.6%) were White and 30 (18.8%) were Hispanic. Most patients (54 ATP, 54 STP, ie, 67% for each arm) had depressive disorders as their primary diagnosis. Of the 160 patients with baseline data, 117 (73.1%) completed follow-up at 6 months or 12 months and had usable primary outcome data (CGI or GAF) for at least 1 follow-up and were included in the primary analyses (Figure 1). Multimedia Appendix 1. Table S2 compares the demographic and clinical characteristics of the participants who completed the baseline visit and were included (n=117) or excluded (n=43) from the primary analyses. Participants excluded from the primary analyses were more likely to have been patients in the Auburn clinic and had lower CGI scores and higher GAF scores at baseline (Multimedia Appendix 1, Table S2).
Table 1. Baseline demographic and clinical characteristics of participants who completed baseline visits\(^a\).

<table>
<thead>
<tr>
<th>Characteristics(^b)</th>
<th>ATP(^c) (n=80)</th>
<th>STP(^d) (n=80)</th>
<th>Total (n=160)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53 (14)</td>
<td>52.2 (14.6)</td>
<td>52.6 (14.3)</td>
</tr>
<tr>
<td>Number of axis I diagnoses, mean (SD)</td>
<td>2.4 (1)</td>
<td>2.4 (1)</td>
<td>2.4 (1)</td>
</tr>
<tr>
<td>Screening PHQ-9(^e) score(^f,g), mean (SD)</td>
<td>13.9 (6.6)</td>
<td>13.1 (5.9)</td>
<td>13.5 (6.3)</td>
</tr>
</tbody>
</table>

**Screening PHQ-9 category\(^g\), n (%)**

- 0-4, nondepressed: 5 (6.3) | 8 (10.3) | 13 (8.3)
- 5-9, mild depression: 18 (22.8) | 16 (20.5) | 34 (21.7)
- 10-14, moderate depression: 21 (26.6) | 23 (29.5) | 44 (28)
- ≥15, moderately severe to severe depression: 35 (44.3) | 31 (39.7) | 66 (42)

**Primary diagnosis, n (%)**

- Mood disorder: 54 (67.5) | 54 (67.5) | 108 (67.5)
- Anxiety disorder: 16 (20) | 16 (20) | 32 (20)
- Substance abuse: 2 (2.5) | 1 (1.3) | 3 (1.9)
- Other: 8 (10) | 9 (11.3) | 17 (10.6)

**Gender, n (%)**

- Female: 30 (18.8) | 15 (18.8) | 15 (18.8)
- Hispanic ethnicity: 58 (72.5) | 53 (66.3) | 111 (69.4)

**Education, n (%)**

- Graduate high school or less: 22 (27.5) | 18 (22.5) | 40 (25)
- Some college or 2-year college: 32 (40) | 40 (50) | 72 (45)
- College or graduate school: 26 (32.5) | 22 (27.5) | 48 (30)

**Marital status\(^i\), n (%)**

- Married or living with someone: 39 (51.3) | 39 (52.7) | 78 (52)
- Other\(^j\): 37 (48.7) | 35 (47.3) | 72 (48)

**Current psychiatric treatment\(^l\), n (%)**

- Current psychotropic medication\(^k\), n (%) | 64 (83.1) | 66 (82.5) | 130 (82.8)

**Language of the interview, n (%)**

- English: 71 (88.8) | 70 (87.5) | 141 (88.1)
- Spanish: 9 (11.3) | 10 (12.5) | 19 (11.9)

**Study clinic, n (%)**

- Auburn: 44 (55) | 43 (53.8) | 87 (54.4)
- J Street (Sacramento): 17 (21.3) | 19 (23.8) | 36 (22.5)
- Communicare: 19 (23.8) | 18 (22.5) | 37 (23.1)

\(^a\)Due to rounding, percentages might not sum to 100.

\(^b\)There were no significant differences between the 2 intervention groups for any characteristic.

\(^c\)ATP: asynchronous telepsychiatry.

\(^d\)STP: synchronous telepsychiatry.

\(^e\)PHQ-9: Patient Health Questionnaire-9.

\(^f\)Range 0-27, higher is more depressed.

\(^g\)Data missing=1 in asynchronous telepsychiatry group and 2 in synchronous telepsychiatry.

\(^h\)Data missing=4 in asynchronous telepsychiatry group and 6 in synchronous telepsychiatry.

\(^i\)Includes widowed, divorced or annulled, separated, and never married.

\(^j\)Data missing=2 in asynchronous telepsychiatry group.

\(^k\)Data missing=3 in asynchronous telepsychiatry group.
Primary Outcomes

Table 2 summarizes the mean trajectories and changes from baseline in the 2 intervention arms for the clinician ratings (CGI and GAF) and the results of mixed-effects models for the primary analysis. For both CGI and GAF, ATP did not promote greater improvement than STP at the 6- (ATP vs STP, adjusted difference in follow-up at 6 months vs baseline differences for CGI: 0.2, 95% CI −0.2 to 0.6; \( P=0.28 \); and GAF: −0.6, 95% CI −3.1 to 1.9; \( P=0.66 \)) or 12-month follow-up (ATP vs STP, adjusted difference in follow-up at 12 months vs baseline differences for CGI: 0.4, 95% CI −0.04 to 0.8; \( P=0.07 \); and GAF: −0.5, 95% CI −3.3 to 2.2; \( P=0.70 \)). However, both the ATP and STP arms improved at 6 and 12 months compared with baseline.

Patients in both arms had about 1 point improvement in CGI at 6-month follow-up (estimated difference from baseline −0.7, 95% CI −1.0 to −0.4; \( P<0.001 \) for ATP; and −0.9, 95% CI −1.2 to −0.6; \( P<0.001 \) for STP), and these improvements were maintained at 12 months (estimated difference from baseline −0.8, 95% CI −1.1 to −0.5; \( P<0.001 \) for ATP; and −1.2, 95% CI −1.5 to −0.9; \( P<0.001 \) for STP). The results for GAF were similar, with both groups improving by about 3 points at 6-month (estimated difference from baseline 2.7, 95% CI 1.1–4.4; \( P=0.002 \) for ATP; and 3.3, 95% CI 1.4–5.1; \( P<0.001 \) for STP) and by about 5 points at 12-month follow-up (estimated difference from baseline 4.7, 95% CI 2.8–6.5; \( P<0.001 \) for ATP; and 5.2, 95% CI 3.2–7.2; \( P<0.001 \) for STP).

Table 2. Primary outcomes: clinician ratings at baseline and 6- and 12-month follow-up for the 117 patients included in the primary analysis.

<table>
<thead>
<tr>
<th></th>
<th>ATP(^d)</th>
<th></th>
<th>STP(^d)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patient, n (%)</td>
<td>CGI(^a), mean (SD)</td>
<td>GAF(^b), mean (SD)</td>
<td>CGI estimate, mean (95% CI)(^c)</td>
<td>GAF estimate, mean (95% CI)(^c)</td>
</tr>
<tr>
<td>Mean trajectory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>63 (100)</td>
<td>3.9 (0.9)</td>
<td>59.7 (10.8)</td>
<td>_(^e)</td>
<td>—</td>
</tr>
<tr>
<td>Follow-up at 6 months</td>
<td>61 (97)</td>
<td>3.2 (1)</td>
<td>62.4 (11.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Follow-up at 12 months</td>
<td>45 (71)</td>
<td>3.1 (1.1)</td>
<td>63.7 (13)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months versus baseline</td>
<td>61 (97)</td>
<td>−0.7 (1)</td>
<td>2.8 (6.3)</td>
<td>−0.7 (−1.0 to −0.4)</td>
<td>2.7 (1.1 to 4.4)</td>
</tr>
<tr>
<td>12 months versus baseline</td>
<td>45 (71)</td>
<td>−0.8 (1.2)</td>
<td>4.4 (8.7)</td>
<td>−0.8 (−1.1 to −0.5)</td>
<td>4.7 (2.8 to 6.5)</td>
</tr>
<tr>
<td>ATP versus STP, difference at baseline</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 6 months</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 12 months</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 6 months versus baseline differences</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 12 months versus baseline differences</td>
<td>—</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\) CGI: Clinical Global Impression scale; severity of illness; range 1-7, higher is more severe.
\(^b\) GAF: Global Assessment of Functioning; range 0-100, higher is better functioning.
\(^c\) From mixed-effects linear regression models adjusted for study site, consulting psychiatrist, and language of the interview, as well as clustering due to patient. The model for the Global Assessment of Functioning was further adjusted for clustering by the referring physician.
\(^d\) ATP: asynchronous telepsychiatry.
\(^e\) Not available.
\(^f\) STP: synchronous telepsychiatry.
Secondary Outcomes

Tables 3 and 4 show the descriptive statistics and the results of mixed-effects models for patient self-reported ratings: PHS-12, MHS-12, and PHQ-9, respectively. The pattern of the self-reported ratings was less consistent throughout the follow-up for both ATP and STP arms, with only the mental health score in STP showing statistically significant improvement at 6 months and the PHQ-9 score showing improvement in the ATP group at both 6 and 12 months. However, there were no statistically significant differences in improvement between the intervention arms at any time point for any patient self-reported ratings.

Table 3. Secondary outcomes: patient self-reported 12-Item Short-Form Health Survey (physical and mental) scores at baseline and 6- and 12-month follow-up for the 117 patients included in the primary analysis.

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Patient, n (%)</th>
<th>PHS-12a, mean (SD)</th>
<th>MHS-12b, mean (SD)</th>
<th>PHS-12; estimate, mean (95% CI)c</th>
<th>MHS-12; estimate, mean (95% CI)c</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ATPd</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean trajectory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>52 (83)</td>
<td>39.6 (11.6)</td>
<td>34.4 (9.6)</td>
<td>_e</td>
<td>_</td>
</tr>
<tr>
<td>Follow-up at 6 months</td>
<td>51 (81)</td>
<td>39.5 (11.5)</td>
<td>36.7 (9.8)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Follow-up at 12 months</td>
<td>42 (67)</td>
<td>38.7 (11.5)</td>
<td>38.2 (9.1)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months versus baseline</td>
<td>43 (68)</td>
<td>-1.4 (8.8)</td>
<td>2 (11.9)</td>
<td>-1.2 (-3.9 to 11.6)</td>
<td>2.5 (-0.7 to 5.7)</td>
</tr>
<tr>
<td>12 months versus baseline</td>
<td>33 (52)</td>
<td>0.3 (9.3)</td>
<td>3.7 (12.5)</td>
<td>0.1 (-3.0 to 3.2)</td>
<td>3.6 (-0.003 to 7.1)</td>
</tr>
<tr>
<td><strong>STPf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean trajectory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>45 (83)</td>
<td>43.4 (10.4)</td>
<td>31.7 (8.9)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Follow-up at 6 months</td>
<td>41 (76)</td>
<td>41.3 (10.5)</td>
<td>36 (11.1)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Follow-up at 12 months</td>
<td>28 (52)</td>
<td>43.9 (9.4)</td>
<td>34.3 (10.4)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months versus baseline</td>
<td>34 (63)</td>
<td>-1.8 (11.4)</td>
<td>5.1 (10.4)</td>
<td>-2.1 (-5 to 0.8)</td>
<td>4.7 (1.4 to 8.1)</td>
</tr>
<tr>
<td>12 months versus baseline</td>
<td>24 (44)</td>
<td>-1.1 (8.9)</td>
<td>5 (9.9)</td>
<td>0.001 (-3.3 to 3.3)</td>
<td>3.7 (-0.2 to 7.5)</td>
</tr>
<tr>
<td>ATP versus STP, difference at baseline</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 6 months</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>-9.5 (-32.5 to 13.6)</td>
<td>-2.7 (-24.1 to 18.8)</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 12 months</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>-8.6 (-31.5 to 14.4)</td>
<td>-4.9 (-26.1 to 16.3)</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 6 months versus baseline differences</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>-9.4 (-32.5 to 13.8)</td>
<td>-2.8 (-24.4 to 18.8)</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 12 months versus baseline differences</td>
<td>_</td>
<td>_</td>
<td>_</td>
<td>0.9 (-3.1 to 4.9)</td>
<td>-2.2 (-6.9 to 2.5)</td>
</tr>
</tbody>
</table>

aPHS-12: 12-Item Short-Form Health Survey Physical Health Summary; range 0-100, higher is better physical health.
bMHS-12: 12-Item Short-Form Health Survey Mental Health Summary; range 0-100, higher is better mental health.
cFrom mixed-effects linear regression models adjusted for study site, consulting psychiatrist, and language of the interview as well as clustering due to patient and primary care physician.
dATP: asynchronous telepsychiatry.
eNot available.
fSTP: synchronous telepsychiatry.
<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>PHQ-9, mean (SD)</th>
<th>PHQ-9; estimate, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean trajectory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>61 (97)</td>
<td>12.4 (7.2)</td>
</tr>
<tr>
<td>Follow-up at 6 months</td>
<td>57 (90)</td>
<td>9.8 (6.7)</td>
</tr>
<tr>
<td>Follow-up at 12 months</td>
<td>45 (71)</td>
<td>10 (6)</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months versus baseline</td>
<td>55 (87)</td>
<td>−2.3 (4.4)</td>
</tr>
<tr>
<td>12 months versus baseline</td>
<td>43 (68)</td>
<td>−2.8 (5.2)</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATP versus STP, difference at baseline</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 6 months</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 12 months</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 6 months versus baseline differences</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 12 months versus baseline differences</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>STP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean trajectory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>53 (98)</td>
<td>12.6 (6.8)</td>
</tr>
<tr>
<td>Follow-up at 6 months</td>
<td>40 (74)</td>
<td>10.8 (6.5)</td>
</tr>
<tr>
<td>Follow-up at 12 months</td>
<td>34 (63)</td>
<td>11.9 (7.1)</td>
</tr>
<tr>
<td>Change from baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 months versus baseline</td>
<td>40 (74)</td>
<td>−0.7 (4.8)</td>
</tr>
<tr>
<td>12 months versus baseline</td>
<td>33 (61)</td>
<td>−0.5 (6.4)</td>
</tr>
<tr>
<td>ATP versus STP, difference at baseline</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 6 months</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference at follow-up at 12 months</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 6 months versus baseline differences</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ATP versus STP, difference in follow-up at 12 months versus baseline differences</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\[aPHQ-9: \text{Patient Health Questionnaire-9; range 0-27, higher is more depressed.} \]
\[b\text{From mixed-effects linear regression models adjusted for study site, consulting psychiatrist, and language of the interview, as well as clustering due to patient and primary care physician.} \]
\[c\text{ATP: asynchronous telepsychiatry.} \]
\[d\text{Not available.} \]
\[e\text{STP: synchronous telepsychiatry.} \]

The results of the secondary analysis (Multimedia Appendix 1, Tables S3-S5) parallel those of the primary analysis, with ATP and STP groups maintaining improvements in both CGI and GAF at 18 and 24 months as compared with baseline and showed no significant interactions between the intervention arm and follow-up times. Sensitivity analyses adjusted for baseline score severity confirmed the results of the primary analyses.

**Treatment Adherence, Data Availability, and Unanticipated Events**

Adverse or unanticipated events during the trial were reported to the IRB and the DSMB and included 2 patient deaths from unrelated medical complications and 2 patients who threatened self-harm. Both patients who threatened self-harm were urgently contacted by study psychiatrists to make clinical decisions on their follow-up care. The DSMB determined that neither event was study related. A total of 2 participants were randomized to ATP but completed the STP procedures after the baseline. One of these patients, who was urgently seen in person because of suicidal ideation, requested to continue seeing a psychiatrist through STP and was switched from ATP to STP. Another patient was misscheduled from ATP to STP and continued the study in the STP group. During the course of the study, for administrative reasons, the study psychiatrists failed to return notes for 10 completed visits (8 ATP and 2 STP).

**Discussion**

**Principal Findings**

This study is the first randomized controlled clinical trial to compare STP with ATP in primary care. It has a number of strengths, including being conducted in primary care practice settings using a collaborative care model (3 sites, including 1 rural site) with a diverse patient sample of English- and
Spanish-speaking patients and a much longer follow-up period than most psychiatric clinical trials. Clinical outcomes were assessed using both clinician and patient self-reported ratings and included both mental health as well as broader measures of health status. A large number of PCPs continued to refer patients to the study for 4 years. The referred patients were typically individuals with mild to moderate anxiety and depression who were mainly treated by PCPs and often did not receive care from a psychiatrist.

At both 12 and 24 months of follow-up, we found that ATP was not superior to STP in improving patient outcomes. However, both ATP and STP patients showed improvements from baseline in 2 separate clinician-rated outcomes at 12-month (of about 1 point for functional impairment on the CGI and 5 points on symptom severity for the GAF) and 24-month follow-up (of about 1 point for CGI and 8 points for GAF). The magnitude of these improvements is similar to those found in recent clinical trials on the effect of nonpharmacological interventions on patient outcomes [45,49,50]. Studies suggest that the minimum clinically meaningful change on the CGI is a 1-point change [49,50], and we have not found similar studies using the CGI outcome for follow-up periods longer than 6 months. A 1-point improvement in our relatively mildly ill population, as we found, is arguably even more clinically significant than in a population that was more severely ill on average at baseline. The findings of an improvement of 8 points on the GAF are similar to long-term therapies in comparable clinical trials [51].

This study was not a noninferiority trial; the sponsor hoped to demonstrate the superiority of ATP. The results did not support the primary hypothesis that ATP promotes more improvement than STP. For clinician ratings, both the ATP and STP arms improved at similar rates throughout the trial, with no significant differences in improvements between the 2 arms. Although not supporting our primary hypothesis, this is still a clinically important result. The standardized implementation of ATP across several primary care settings for a long follow-up period, with improved clinical outcomes at 1 year and 2 years, supports the feasibility of the ATP model of care to treat depression and anxiety using a psychiatric consultation model in patients treated in primary care. This treatment option may be particularly important after the COVID-19 pandemic.

The mental health care system has been significantly affected by the COVID-19 pandemic, with what has been described as a follow-on mental health pandemic [52]. Both the World Health Organization [53] and the Centers for Disease Control [54] have published reports describing greater community levels of depression, anxiety, substance use, domestic violence, sexual abuse and related trauma, and likely suicides. Mental health professionals are required to develop new telepsychiatry protocols and digital systems to help patients who stay at home [55], whereas the number of STP consultations nationwide has dramatically escalated. ATP can provide an innovative solution to treat people in their homes as part of the COVID-19 pandemic response, and the ATP collaborative care model leverages the expertise of psychiatrists to oversee the treatment of larger numbers of patients. In 2020, we continued testing ATP methods to treat patients in their homes and nursing homes. We plan to conduct an ATP homecare trial treating psychiatric disorders in patients who have been severely affected by COVID-19.

The results of this trial have several other implications beyond COVID-19 for broadening access to psychiatric care within underserved populations and across different countries and language groups as well as in reaching new care settings.

First, the results establish that this type of consultation is worth considering as a care option in any collaborative care program. We believe that this large trial of patients treated with ATP for up to 2 years provides evidence that should enable insurers and payers to support payment for ATP consultations. We are already conducting a similar study in skilled nursing facilities, and early engagement and feedback is positive [34]. We see many more opportunities for ATP consultations for assessment and monitoring to occur not only in primary care and remotely in patients’ homes but also in pediatric and geriatric psychiatry and correctional environments and for a range of specific psychiatric assessments, such as before bariatric or transplant surgery.

Second, 19.6% (36/184) of the patients enrolled in this trial were Hispanic. It is evident that ATP with a Spanish-speaking interviewer can improve access to psychiatric care for patients who speak only Spanish. This language-matching option provides an important opportunity to increase the availability of mental health care for patients from many language groups within the United States and around the world. We are developing automated language transcription and translation systems to enable this option.

Third, ATP consultations should improve access to psychiatrists. Psychiatrists are in short supply, especially in the primary care environment, and ATP consultations for monitoring and treating patients is an approach to diminishing the impending shortage of these specialists. The 4 treating psychiatrists in this trial did most of their consultations from their usual office environment and were often able to complete their ATP consultations in downtime when other patients had canceled. The psychiatrists saw this as a major practical advantage of ATP, as it increased their work efficiency while guiding PCPs more quickly than typical in-person or STP consultations. We are currently undertaking an economic evaluation of trial results. Additional data from this trial will be used to evaluate patient and provider satisfaction, cost-effectiveness, and PCP adherence with the psychiatrist’s recommendations and investigate diagnosis-specific clinical outcomes in future publications.

**Limitations**

There were some limitations to this study. We anticipated a 25% dropout rate for the 2-year study. However, of the 160 patients who completed baseline, 67 (41.9%; 31 ATP and 36 STP) withdrew from the study at either 6 or 12 months, and only 47 (29.4%) patients completed the study as enrolled, despite regular communication from the research team. This is not unusual, as dropout rates in long-term randomized trials for depression in primary care range from 25% to 52% at 1 year [56] and higher for longer studies [57]. Although our dropout rate was higher than initially anticipated, it was comparable with or even less than that of other similar longitudinal trials.
In a study, only 43.9% of participants had data collected at 12 months [54], whereas our study retained 58.1% of participants (93/160) at 12 months. In another study, 51% of participants completed their 12-month checkup, and 19.6% dropped out of the intervention group with less than 4 weeks of participation [55]. Of the 41.9% (67/160) of patients who completed baseline interviews and withdrew from our study in the first year, some patients reported that they dropped out because they felt good and needed no further treatment, and others because they saw no improvement. Others dropped out because they moved, whereas cessation of coverage by an insurer midway through the trial forced a number of patients (n=18) to seek care elsewhere. Patients were recruited from primary care in Northern California, primarily experiencing depression or mood disorders. Although this population is very socially and ethnically diverse, with more than 100 languages spoken in the Sacramento region, the generalizability of our findings to other settings and types of patients is unknown. Due to the nature of the intervention, blinding for either patients or clinicians was not feasible. Finally, relatively high dropout rates in both arms may have skewed follow-up outcomes if there is a relationship between the propensity of a data point to be missing and its values, although it is difficult to predict the direction of the bias.

Conclusions
Although this clinical trial with a 2-year follow-up period does not provide evidence for the superiority of ATP in improving clinical outcomes in comparison with STP, there was a significant improvement in primary outcomes in patients treated with either ATP or STP. Both ATP and STP promise to be important components of collaborative care systems that can increase access to psychiatrists; while ATP, because of its scalability, can improve the efficiency of psychiatric care and help alleviate the shortage of psychiatrists. The bilingual utility of ATP also shows its potential to reach non-English-speaking populations in the United States. Further research could examine the effectiveness of ATP with additional populations, settings, and cost considerations.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATP</td>
<td>asynchronous telepsychiatry</td>
</tr>
<tr>
<td>CGI</td>
<td>Clinical Global Impression</td>
</tr>
<tr>
<td>DSMB</td>
<td>data and safety monitoring board</td>
</tr>
<tr>
<td>EMR</td>
<td>electronic medical records</td>
</tr>
<tr>
<td>GAF</td>
<td>Global Assessment of Functioning</td>
</tr>
<tr>
<td>IRB</td>
<td>institutional review board</td>
</tr>
<tr>
<td>MHS-12</td>
<td>12-Item Short-Form Health Survey Mental Health Summary</td>
</tr>
<tr>
<td>PCP</td>
<td>primary care physician</td>
</tr>
<tr>
<td>PHQ-9</td>
<td>Patient Health Questionnaire-9</td>
</tr>
<tr>
<td>PHS-12</td>
<td>12-Item Short-Form Health Survey Physical Health Summary</td>
</tr>
<tr>
<td>SCID</td>
<td>Structured Clinical Interview for the Diagnostic Statistical Manual</td>
</tr>
<tr>
<td>STP</td>
<td>synchronous telepsychiatry</td>
</tr>
<tr>
<td>UCD</td>
<td>University of California Davis</td>
</tr>
</tbody>
</table>
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Abstract

Background: Telemedicine has been deployed by health care systems in response to the COVID-19 pandemic to enable health care workers to provide remote care for both outpatients and inpatients. Although it is reasonable to suspect telemedicine visits limit unnecessary personal contact and thus decrease the risk of infection transmission, the impact of the use of such technology on clinician workflows in the emergency department is unknown.

Objective: This study aimed to use a real-time locating system (RTLS) to evaluate the impact of a new telemedicine platform, which permitted clinicians located outside patient rooms to interact with patients who were under isolation precautions in the emergency department, on in-person interaction between health care workers and patients.

Methods: A pre-post analysis was conducted using a badge-based RTLS platform to collect movement data including entrances and duration of stay within patient rooms of the emergency department for nursing and physician staff. Movement data was captured between March 2, 2020, the date of the first patient screened for COVID-19 in the emergency department, and April 20, 2020. A new telemedicine platform was deployed on March 29, 2020. The number of entrances and duration of in-person interactions per patient encounter, adjusted for patient length of stay, were obtained for pre- and postimplementation phases and compared with t tests to determine statistical significance.

Results: There were 15,741 RTLS events linked to 2662 encounters for patients screened for COVID-19. There was no significant change in the number of in-person interactions between the pre- and postimplementation phases for both nurses (5.7 vs 7.0 entrances per patient, \( P=0.07 \)) and physicians (1.3 vs 1.5 entrances per patient, \( P=0.12 \)). Total duration of in-person interactions did not change (56.4 vs 55.2 minutes per patient, \( P=0.74 \)) despite significant increases in telemedicine videoconference frequency (0.6 vs 1.3 videoconferences per patient, \( P<0.001 \) for change in daily average) and duration (4.3 vs 12.3 minutes per patient, \( P<0.001 \) for change in daily average).

Conclusions: Telemedicine was rapidly adopted with the intent of minimizing pathogen exposure to health care workers during the COVID-19 pandemic, yet RTLS movement data did not reveal significant changes for in-person interactions between staff and patients under investigation for COVID-19 infection. Additional research is needed to better understand how telemedicine technology may be better incorporated into emergency departments to improve workflows for frontline health care clinicians.

(J Med Internet Res 2021;23(7):e29240) doi:10.2196/29240
Introduction

The COVID-19 pandemic acutely raised concerns about the risks of nosocomial transmission of infection within the walls of health care systems. Several health care systems experienced outbreaks [1-3], sometimes with far-reaching consequences [4]. Health care workers can become ill from nosocomial transmission [5], potentially due to patient exposure [6] and physical proximity, which cripples the ability of a health system to continue functioning at needed capacity. Personal protective equipment (PPE) has been instrumental to reduce the risk of transmission of respiratory viral illness [7,8], but given initial concerns about supply, other tools to limit exposure have been evaluated.

Telemedicine was one technology deployed by health care systems with the goal of protecting patients and staff during the COVID-19 pandemic, enabling clinicians to provide care remotely to both patients who are at home for outpatient evaluation and also on premises for acute care [9-11]. While it has been hypothesized that telemedicine would limit unnecessary in-person contact and reduce the need for PPE in health care facilities [12], the clinical and practical impact of this technology has not been validated for this purpose. For example, logs of video telecommunications can report system utilization but do not necessarily relate to risk of exposure and transmission of SARS-CoV-2 given variations in physical workflows among clinicians. Moreover, determining the impact of telemedicine on infection spread to employees is limited, as obtaining occupational health data presents legitimate privacy concerns. Direct observation of staff members after telemedicine implementation also poses safety risks during a pandemic and excludes the possibility for a baseline comparison. Yet validating the hypothesis that on-premises telemedicine reduces pathogen exposure is needed, particularly given widespread investments in these technologies for this purpose [10].

A real-time locating system (RTLS) uses a combination of sensors installed in defined locations and locators carried by staff or installed on equipment to track movement. These data may then be visible on a live monitor or recorded on a database log for further analysis, where it may provide operational or research value. For example, an RTLS can be used to measure and improve health care delivery [13] by helping understand patterns of staff movement [14-18] and monitoring operational efficiency [19,20]. The quantitative information from an RTLS can be analyzed to predict patterns in clinical workflows [21]. Recently, RTLSs have been used as a method for contact tracing during COVID-19 [22,23]. However, each RTLS deployment may have unique limitations based on its practice setting, such as partial functionality or local resistance to adoption (eg, limited staff participation with wearing tracking badges), that make its impact less clear as a broader monitoring tool [24,25].

We recognized an opportunity to evaluate whether an RTLS can quantify the impact of the rapid deployment of telemedicine on health care clinician workflows, measured by changes in movement through patient rooms. We aimed to understand (1) the feasibility of linking multimodal data, including RTLS data, to develop measures that summarize relevant physical workflows in a complex environment, and (2) describe the changes in in-person interactions between staff and patients observed after deploying a telemedicine platform in an emergency department early in the COVID-19 pandemic.

Methods

Implementing an RTLS in the Hospital

Stanford Health Care (SHC) launched an RTLS platform (Midmark) in conjunction with the opening of a new hospital building in late 2019. Infrared and radiofrequency sensors were installed in every patient care room, and staff were given RTLS badges to wear alongside their name badge [14,26]. The RTLS system required line of sight between the room sensor and staff member’s badge to trigger. The badge emitted a ping every 1 to 3 seconds to convey that the staff member was still present in the room, and the system only logged events lasting longer than 5 seconds. The installation team optimized sensitivity settings of the sensors based on the local geometric configuration and construction materials. Thus, if staff walked forward into a patient room wearing the locator badge clipped appropriately to their uniform, the system captured entrance and duration of time spent in the room. However, the in-room sensors did not trigger when staff members were walking down the corridor. Data were not validated by comparing logged events to visual observation by the institution or vendor except in a limited fashion during the installation process; however, prior work has found very high correlation between RTLS events and direct observation, especially when monitoring was focused on patient rooms [18]. While both nurses and physicians were encouraged to wear the badges, the technological features primarily benefitted nurses in their usual work routines: device alarms were automatically silenced by the RTLS upon entering a room, and security assistance could be summoned discreetly via an unlabeled button on the badge. Physicians who chose to wear badges could also take advantage of this security feature but were not required to participate.

Implementing Telemedicine in the Emergency Department

At the start of the COVID-19 pandemic, SHC formed an operational committee to guide its telemedicine strategy. When the first patient was tested for COVID-19 on March 2, 2020, clinicians could activate a previously deployed communication technology (Cisco Jabber) that was primarily used for messaging between clinicians. While the technology did offer a videoconference feature, it required a staff member within the room to accept the call to initiate two-way communication. Given this limitation, a new platform composed of a consumer-grade tablet (Apple iPad) mounted on stands with wheels and a secure videoconferencing service (Zoom) was
deployed in all patient care rooms throughout the emergency department [11]. To initiate a video call, clinicians activated the telemedicine system using centrally located tablets located outside of patient rooms and were automatically connected to the device at the patients’ bedside. This telemedicine system was deployed and tested by technology support staff in the adult emergency room starting March 25, 2020, and was released for use by clinicians on March 29, 2020, when clinical champions were present to demonstrate how to use the system and technology support staff were available for troubleshooting. In addition, digital resources (including video tutorials) with instructions on use were provided.

Before entering the emergency department, patients were screened for any symptoms of influenza-like illness outside of the entrance. They were then triaged into one of three pathways: low-acuity patients meeting the screening criteria for COVID-19 were sent for testing in the garage outside of the emergency department (where the RTLS was not deployed), high-acuity patients meeting the screening criteria were sent to a designated waiting room isolated from the remaining emergency department, and patients not meeting the screening criteria were sent to the primary waiting room. Once inside the emergency department, every patient who was screened for COVID-19 was placed on appropriate isolation precautions and underwent laboratory testing for SARS-CoV-2. Clinicians were able to identify patients who were being screened for COVID-19 by isolation signage on the room entrance, an indicator on the electronic locator board, and from within the electronic health record. Clinicians were free to choose whether they would interact with patients with isolation precautions in person or via telemedicine. Nonetheless, normal standards of care were expected, including physical examination of patients during the encounter.

Developing an Analytics Pipeline and Data Analysis

We identified multiple streams of data necessary to quantify the impact of telemedicine on health care worker movement. First, we extracted the RTLS event logs for movement of nursing and physician staff in each patient care room of the emergency department. RTLS data from staff in other clinical roles, such as radiology technicians and phlebotomists, were not included in this study as these roles were not the target users of the telemedicine technology. In addition, all staff members included in the study had dedicated clinical roles in the emergency department. We also obtained utilization logs from the telemedicine platforms. Finally, we queried our electronic health record system for the isolation status of all emergency department encounters that would indicate a patient needed screening for COVID-19, along with room information, time of rooming, and time of disposition decision. Patients who were never placed in isolation for COVID-19 testing during their evaluation were excluded from the analysis, as these patients were not the target of telemedicine usage.

The RTLS and encounter data were then processed and unified to provide measurements of the primary outcomes—the number of staff entrances per qualifying emergency department encounter and the total duration spent in the patient rooms over each encounter. First, when separate, successive RTLS events linking the same staff member and room number occurred within 30 seconds of one another, these events were combined into a single event. This assumption accounts for the possibility that the line of sight between the staff member’s badge and room sensor was briefly interrupted by a shift in the location of people or equipment inside the room. We conducted sensitivity analyses using thresholds of 1 second and 10 seconds and observed no significant difference in findings. The RTLS staff movement data was then merged with data on patient encounters using room names and timestamps extracted from the electronic health record system. Since patients with longer encounters in the emergency department are naturally more likely to have more interactions with health care clinicians, measures for staff entrances and duration per encounter were adjusted by encounter length of stay (time between initial rooming and disposition time). For example, to adjust the number of entrances for each encounter, the raw number of staff entrances was divided by the encountered length of stay and then multiplied by the average encounter length of stay observed over the entire study period. This method of adjustment allowed for data to be analyzed at different levels of granularity, including individual encounters, daily summaries, and over the study phase. In addition, as uptake of RTLS badges was different among physicians and nurses, we generally present statistics stratified by clinical role and use rates instead of absolute counts to make interpretation more consistent.

To describe telemedicine utilization, videoconference logs from both the Cisco and Zoom systems were summarized into daily activity reports for the entire emergency department, as the technology did not track which telemedicine sessions were linked to specific patient encounters. These daily summaries were divided by the daily emergency department census of patients screened for COVID-19 (derived from encounter data) to gather an approximate number of video conferences per patient encounter.

The final data set was then separated into the pre- and postimplementation phases to understand the change over time. To allow for a similar length of observation to the preimplementation phase from March 2 to March 28, data were collected for the postimplementation phase from March 29 to April 20, 2020. For each outcome, mean (SD) values for encounter-level measures were calculated for each phase, along with t-tests to evaluate for statistically significant differences between the two phases using an alpha of .05.

Staff and patient data were deidentified prior to being available to the analytics team. This project was not deemed human subjects research by our Institutional Review Board (protocol #55927).

Results

Staff and Patients

During the evaluation period, SHC cared for 6951 patients in its adult emergency department, of which 2662 (38.3%) were evaluated for COVID-19, with an average length of stay of 251 minutes. RTLS badges were worn by 245 unique staff members including 40 out of 99 (40.4%) attending physicians, 8 out of
62 (12.9%) resident physicians, and 197 (100.0%) nurses scheduled for service. Rates of badge use were similar between pre- and postimplementation phases (Table 1). We linked 15,741 RTLS events (a staff member entering a patient’s room) to the 2662 encounters of patients undergoing screening for COVID-19.

Table 1. Characteristics of patients, staff, and real-time locating system (RTLS) events in the emergency department stratified by study periods. Staff data report the number of staff wearing RTLS badges compared to those scheduled for at least one shift during that study phase.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Preimplementation phase</th>
<th>Postimplementation phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients in the emergency department</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All patients evaluated, n</td>
<td>4571</td>
<td>2380</td>
</tr>
<tr>
<td>Patients tested for COVID-19, n (%)</td>
<td>1502 (32.9)</td>
<td>1059 (44.4)</td>
</tr>
<tr>
<td>Length of stay for patients tested for COVID-19 (minutes), mean (SD)</td>
<td>190 (209)</td>
<td>339 (299)</td>
</tr>
<tr>
<td>Proportion of staff scheduled who wore an RTLS badge, n/N (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total staff</td>
<td>220/328 (67.1)</td>
<td>212/315 (67.3)</td>
</tr>
<tr>
<td>Nurses</td>
<td>182/182 (100.0)</td>
<td>174/174 (100.0)</td>
</tr>
<tr>
<td>Attending physicians</td>
<td>32/96 (33.3)</td>
<td>33/91 (36.3)</td>
</tr>
<tr>
<td>Resident physicians</td>
<td>6/50 (12.0)</td>
<td>5/50 (10.0)</td>
</tr>
<tr>
<td>RTLS events for COVID-19–tested patients</td>
<td>5855</td>
<td>9886</td>
</tr>
</tbody>
</table>

Uptake of Telemedicine
Staff engaged in 892 videoconferences with patients screened for COVID-19 (0.6 videoconferences per patient) during the preimplementation phase using the existing Cisco platform and 1482 videoconferences (1.3 videoconferences per patient) using either the Cisco or Zoom platform during the postimplementation phase \((P<.001\) for change in daily average of videoconferences per patient). The video functionality of the pre-existing communication platform gained use just prior to the deployment of the newer telemedicine platform, with the majority of these videoconferences (796/892, 89.2%) in the preimplementation phase occurring between March 15 and March 29. During the postimplementation phase, the newer Zoom videoconference platform was the dominant technology (906/1482 videoconferences, 61.1%). Usage of telemedicine was highest immediately after deployment (2.0 videoconferences per patient) and decreased in the subsequent weeks (1.4 videoconferences per patient in the second week after deployment and 0.9 videoconferences per patient in the third week; \(P=.002\) for the difference between the first and third weeks of the postimplementation phase).

Frequency of Patient Room Entrances
Nurses had an average of 7.3 (SD 6.9) (after adjustment for patient length of stay: mean 5.7, SD 4.1) entrances per patient encounter in the preimplementation phase. After implementation, nurses had an average of 10.8 (SD 10.2) (after adjustment: mean 7.0, SD 5.4) entrances per patient encounter, which was not a statistically significant difference between the phases \((P=.07, \text{Figure 1}).\) Similarly, physicians had an average of 1.5 (SD 1.1) (after adjustment: mean 1.3, SD 1.0) entrances per patient encounter in the preimplementation phase and 2.2 (SD 2.0) (after adjustment: mean 1.5, SD 1.5) entrances per patient encounter in the postimplementation phase, which was not a statistically significant difference \((P=.12).\) Further restricting the analysis to resident physicians also showed a similar pattern. In the preimplementation phase, resident physicians had an average of 1.6 (SD 1.4) (after adjustment: mean 1.1, SD 0.9) entrances per patient encounter, and 2.1 (SD 1.7) (after adjustment: mean 1.4, SD 1.0) entrances per patient encounter, which was not a statistically significant difference between the phases \((P=.22).\)
In-person staff interactions with patients under investigation for COVID-19. Entrances into rooms with patients under investigation by nurses (daily census-weighted average over phase in dark blue, daily averages in light blue) had a nonstatistically significant increase between the pre- and postimplementation phases. Physicians (daily census-weighted average over phase in dark red, daily averages in light red) physically entered patient rooms much less often than nurses, and changes in physician entrances into patient rooms over phases were more subtle in absolute counts. A timeline of relevant public health events is provided below [27–29]. SHC: Stanford Health Care, RT-PCR: reverse transcription–polymerase chain reaction, WHO: World Health Organization.

Time Spent With Patient

The combination of videoconferencing and RTLS data created a profile of the staff’s mode of interaction with patients. During the preimplementation phase, virtual interactions lasted an average of 4.3 minutes per encounter and accounted for 7.3% of total time staff spent with patients either in the room or via telemedicine (Figure 2). During the postimplementation phase, virtual interactions increased to 12.3 minutes per encounter and accounted for 18.2% of total time staff spent with patients (P < .01 for change in daily average). Simultaneously, in-person contact duration remained stable at 78.3 (SD 31.1) (after adjustment for patient length of stay: mean 56.4, SD 17.4) minutes per patient encounter during the preimplementation phase and 78.7 (SD 13.9) (after adjustment: mean 55.2, SD 8.9) minutes per patient encounter during the postimplementation phase, which was not a statistically significant difference (P = .74 for change in daily average). In particular, nurses spent 67.1 (SD 25.3) (after adjustment: 48.0, SD 14.3) minutes in person per patient encounter in the preimplementation phase and 67.3 (SD 11.7) (after adjustment: mean 47.2, SD 7.0) minutes in person per patient encounter in the postimplementation phase (P = .80), while physicians spent 11.3 (SD 7.8) (after adjustment: mean 8.5, SD 4.2) minutes in person per patient encounter in the preimplementation phase and 11.4 (SD 5.6) (after adjustment: mean 8.0, SD 3.8) minutes in person per patient encounter in the postimplementation phase (P = .67). Altogether, combined in-person and virtual interaction time in the postimplementation phase (mean 91.5, SD 14.4 minutes per patient encounter; after adjustment: mean 67.9, SD 11.9) was not statistically different from the preimplementation phase (mean 82.9, SD 30.1 minutes per patient encounter; after adjustment: mean 61.0, SD 17.0; P = .11 for change in daily average).
Discussion

Principal Findings

The combination of multimodal data can capture meaningful workflow components of staff movement in an emergency department during the implementation of a new software technology, even in the course of a pandemic. RTLS data have been previously utilized to evaluate clinical workflows using process mining [30] and simulation [31], and this evaluation adds an analytical approach to understand the extent that physical workflows changed after the implementation of a telemedicine technology.

With the addition of a new telemedicine platform, we expected that virtual interactions would replace a portion of in-person contact with patients and thus theoretically reduce pathogen exposure and PPE use. For example, a reduction in the number of entrances into patient care rooms may result in a reduction in PPE use. However, after cross-validating telemedicine adoption data with RTLS data, we found no significant difference in either entrances or duration of in-person physical interaction across multiple clinical roles, including nurses, attending physicians, and resident physicians, suggesting exposure risk was not reduced despite an increased use of videoconferencing. We also found that the cumulative time clinicians spent interacting with patients either in person or virtually did not change significantly in the context of a pandemic and new workflows.

Not unexpectedly and consistent with prior findings [14,32], we observed that nurses, compared to physicians, had the majority of interactions (81% of entrances and 85% of the time) with patients under evaluation for COVID-19. Thus, telemedicine technologies may hold greater potential to impact nursing workflows to decrease transmission risk in a pandemic compared to other health care clinicians; however, additional research is needed to understand what elements of nursing work can be done virtually while maintaining high-quality patient care [33]. For example, while some essential nursing tasks like medication administration need to be done in person, some aspects of communication around those actions could be made virtual. For physicians, several components of their workflows can be completed reasonably using telemedicine [34], but our data suggest that there remain important elements of clinical evaluation, communication, and treatment that physicians prioritize completing in person. Thus, telemedicine may interact with clinical workflows in more complex ways that do not manifest in our presented metrics.

In addition, other concurrent changes in technology and care standards may offer insights into why patient room entrances and time spent in person with the patient did not differ in the pre- and postimplementation of telemedicine technology. First, the development of a rapid SARS-CoV-2 RT-PCR (reverse transcription–polymerase chain reaction) assay early in the postimplementation phase may have allowed physicians to delay in-person evaluations of patients until they received test results, permitting clinicians to modify their routines depending on perceived risk after a negative COVID-19 result. Second, as emergency department staff became more comfortable with isolation protocols, they may have felt less fear of contracting the disease, making them more comfortable spending time in person with patients even when a given clinical activity, such as decision-making or counseling, could have been done via telemedicine. Lastly, during the early period of the pandemic when PPE resources were scarce, nurses may have also consolidated tasks to minimize entrances into isolation rooms. These behavioral and workflow changes may have reverted to baseline levels as the PPE inventory stabilized. However, there was a gap in the timeline between these events both before and after the telemedicine deployment, and telemedicine adoption was greatest immediately after deployment. Thus, the likelihood...
of observing a significant change due to the technology was high if that signal truly existed. The lack of significant differences in room entrances and total time spent with patients between the pre- and postimplementation periods may simply be a reflection of this particular technology deployment at a specific phase of the pandemic response, characterized by simultaneous and often transient complexities. Most importantly, an RTLS-based analysis can serve as a useful template for future evaluations of health technologies during emergencies, particularly if a contemporaneous comparator can be found.

**Limitations**

This evaluation has certain limitations. The RTLS data and telemedicine data were unable to be merged by patient room, limiting our understanding of how staff used telemedicine and how workflow was affected for specific patient groups. Understanding the differing use of telemedicine by nurses and physicians (which was not available in our study) may be a fruitful area for future research, particularly if such data can be matched to individual staff movement data. Finally, as both attending and resident physicians did not universally wear RTLS badges, the physicians included in our analysis may not be representative of others who chose not to wear an RTLS badge. A clear strength of the evaluation, however, is that movement data was available for all nursing staff within a single emergency department and was able to be linked to individual patient encounters.

**Conclusion**

Movement data captured by an RTLS is a rich technological resource that can assist in monitoring the impact of changes in workflow, even in a rapidly changing clinical environment. We were able to leverage an RTLS to quantify staff movement in our emergency department as we deployed a new telemedicine platform during the COVID-19 pandemic. While telemedicine did see a significant increase in adoption in the emergency setting, it did not ultimately influence physician and nursing movement in and out of the rooms of patients who were under investigation for COVID-19. These findings underscore the need for additional formal evaluations to determine whether informatics interventions (and the significant resources directed to their deployment) are having their intended impact on health care worker safety. Such operationally relevant analyses can be enabled by unifying real-world data from multimodal platforms.
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Abstract

Background: Whole-slide imaging allows the entire slide to be viewed in a manner that simulates microscopy; therefore, it is widely used in telepathology. However, managing the large digital files needed for whole-slide imaging is difficult. To solve this problem, we set up the Chinese National Cloud-Based Telepathology System (CNCTPS). CNCTPS has been running for more than 4 years and has accumulated a large amount of data.

Objective: The main purpose of this study was to comprehensively evaluate the effectiveness of the CNCTPS based on a large sample. The evaluation indicators included service volume, turnaround time, diagnosis accuracy, and economic benefits.

Methods: Details of 23,167 cases submitted to the CNCTPS from January 2016 to December 2019 were collected to analyze the service volume, turnaround time, and economic benefits. A total of 564 patients who visited the First Affiliated Hospital of Zhengzhou University and obtained final diagnoses were followed up to analyze the diagnostic accuracy of the CNCTPS.

Results: From 2016 to 2019, the service volume of the CNCTPS increased from 2335 to 9240, and the number of participating hospitals increased from 60 to 74. Consultation requests from county-level hospitals accounted for 86.57% (20,287/23,167). A total of 17,495 of 23,167 cases (75.52%) were confirmed, including 12,088 benign lesions, 5217 malignant lesions, and 190 borderline lesions. Of the cases, 3.85% (893/23,167) failed to be diagnosed for reasons such as poor slice quality and incomplete sampling. The median turnaround time was 16.93 hours and was shortened yearly (between 2018 and 2019: adjusted $P$=.01; other groups: adjusted $P$<.001); 82.88% cases were diagnosed in 48 hours. There was a discrepancy between the diagnosis and final diagnosis for 11 cases, including 4 false-positive cases and 7 false-negative cases. The sensitivity and specificity were 97.66% and 98.49%, respectively. The diagnostic accuracy of the system was 98.05%, with no statistical difference from the final diagnosis in the hospital ($P$=.55). By using this system, a total of US $300,000 was saved for patients every year.

Conclusions: The novel cloud-based telepathology system has the potential to relieve the shortage of pathologists in primary hospitals. It can also simultaneously reduce medical costs for patients in China. It should, therefore, be further promoted to enhance the efficiency, quantity, and quality of telepathology diagnoses.

(J Med Internet Res 2021;23(7):e23799) doi:10.2196/23799

KEYWORDS
telepathology; cloud-based system; whole-slide imaging; turnaround time; diagnostic accuracy; economic benefits
Introduction

Pathology diagnoses have been widely recognized as a gold standard for confirming diseases [1]. A precise and timely diagnosis is an indispensable precondition for further therapies [2]. However, there is a critical shortage and misdistribution of senior pathologists in resource-limited countries; China faces this challenge. According to statistics from the National Ministry of Health, there are 9841 licensed pathologists in China, but nearly 70% work in tertiary hospitals located in large cities [3]. Pathologists, especially senior and professional ones, are urgently needed in rural and remote areas [4-6]. To obtain a confirmed diagnosis and key guidance for subsequent therapies, undiagnosed pathology sections in county-level hospitals are usually mailed or personally transported to senior pathologists in tertiary hospitals. The procedure is complicated and costly. Furthermore, the valuable pathology sections are also at risk of being destroyed or lost.

Telepathology is a powerful tool that can be used to address this challenge by transmitting pathology images through telecommunication [7-9]. The first use of telepathology can be traced back to the 1960s in the United States, in which real-time black-and-white images were sent for interpretation. After a half a century of development, many uses of telepathology have been developed, with powerful features that can promptly transmit static, dynamic, and whole-slide images. The whole-slide imaging system is the most advanced means to view scanned and digitized slides in their entirety, with high-resolution digital images and superior zoom capability [10-12]. Whole-slide imaging has therefore been considered to be an ideal method for telepathology [13]. Despite considerable advancements, whole-slide imaging has several drawbacks [14], such as the need for large local storage space, network bandwidth constraints, cumbersome operation, occupied computing resources and large idle space, insufficient utilization rate, and difficulty in managing large digital files [15], which limits the application of whole-slide imaging.

To compensate for the shortcomings of whole-slide imaging, we established a Chinese National Cloud-Based Telepathology system (CNCTPS) based on an existing, mature teledemecine system of the National Telemedicine Center of China, with dual video and data drives, which solved the difficulty of telemedicine data interaction [16]. The CNCTPS was equipped with a deeply optimized storage model and analytical algorithm, which solved the problems of archiving classification and integration of large amounts of pathology data. This novel system can facilitate the prompt extraction and utilization of pathology data by doctors. The CNCTPS was deployed in December 2015; 83 hospitals were connected in total, making it the largest remote pathology network in China.

Previous studies have mainly focused on the construction and optimization of telepathology systems or analysis of the effect of system use, with a limited sample [17-22], and to date, there are no unified criteria to evaluate a telepathology system. Perron et al [23] evaluated diagnostic concordance and the turnaround time of a telepathology system. Chong et al [24] showed that telepathology shortened turnaround time and provided significant financial savings. Similarly, Zhou et al [6] reported service volume, turnaround time, and the concordance rate of a telepathology consultation service. However, these studies were mainly focused on one or some small and isolated aspects and did not comprehensively evaluate the service effect of the telepathology system. Thus, the aim of this study was to comprehensively evaluate the CNCTPS by evaluating 4 aspects—service volume, turnaround time, diagnosis accuracy, and economic benefits—which we chose after reviewing the literature on telepathology systems evaluation.

Methods

The Cloud-Based Telepathology System

Digitization of Pathology Sections

Participating hospitals were equipped with digital slide scanners and matched computer workstations (KF-PRO-005, Konfoong Biotech International Co Ltd), for converting traditional glass slices into whole-slide imaging. Whole-slide imaging of a slide could be completed within 40 seconds under a ×20 objective (0.47 μm/pixel) and within 100 seconds under a ×40 objective (0.5 μm/pixel). Scanning control software (K-Scanner 1.6.0.14, Konfoong Biotech International Co Ltd) and image browsing and management software (K-Viewer 1.5.3.1, Konfoong Biotech International Co Ltd) were used to control scanning and viewing in whole-slide imaging.

Data Storage and Transport

Whole-slide imaging and all other telepathology data were stored in dedicated servers located at the National Telemedicine Center of China to ensure the safety and speed of data storage, as well as the efficiency of data access by users. The overall design was based on a cloud-computing infrastructure service system, which was characterized by elastic expansion, high availability, and high stability. The system is equipped with wide-area and multilayer architecture, including access, application service, and data center layers (Figure 1). A private network with a bandwidth of up to 20 MB was used for data transmission.
Telepathology Management

A web-based telepathology consultation system and mobile app were developed. Each has different functions for applicants, coordinators, and specialists. The web version was embedded in the telemedicine collaborative service platform of the National Telemedicine Center of China [25]; the app was independently developed and adapted for Android and iOS mobile phones and tablets (Multimedia Appendix 1).

Telepathology Consultation

There are 17 specialists from the Department of Pathology of the First Affiliated Hospital of Zhengzhou University who currently participate in telepathology consultation, including 8 professors and 9 associate professors specializing in different fields. The consultation is a voluntary activity with no charge. Pathologists from participating hospitals scanned and uploaded the slides to be diagnosed with patient information to the cloud platform. Coordinators from the National Telemedicine Center of China then assigned these cases to specialists (based on their specialties and fields), who are very likely to be able to provide confirmed diagnoses and valuable suggestions for corresponding therapies (Figure 2).
**CNCTPS Implementation Stages**

The system was implemented in 3 stages. First, the participating hospitals were selected, starting in August 2015, based on medical service quality, readiness of their pathology departments and telemedicine services, and their willingness to use telepathology. Second, system hardware and software were deployed. Starting in January 2016, our technicians installed and debugged the equipment in participating hospitals. Third, personnel training and system maintenance were conducted. This included intensive training at the National Telemedicine Center of China (Multimedia Appendix 2) and on-site training in their hospitals. In addition, to ensure the normal operation of the system, technicians provide regular maintenance of the hardware and software in participating hospitals. System operation guides were also provided to the participating hospitals (Multimedia Appendix 3).

**Data Collection**

To analyze the service volume, turnaround time, and economic benefits of the CNCTPS, we collected all case data submitted from January 2016 to December 2019, which included demographic and clinical data, submitted hospital, case submission time, report issuance time, telepathology diagnosis, and specialist who made the diagnosis. After removing test cases, there were 23,167 cases. Specimens had been taken from multiple organs, which were divided into 26 groups.

To analyze the diagnostic accuracy of the CNCTPS, we followed up the final diagnosis of all the 23,167 cases through the hospital information system of the First Affiliated Hospital of Zhengzhou University. We searched and found that 564 cases had also been diagnosed directly in the First Affiliated Hospital of Zhengzhou University. The diagnostic accuracy of telepathology was calculated by using the final diagnosis in the First Affiliated Hospital of Zhengzhou University as the reference.

**Statistical Analysis**

Descriptive statistics were used to analyze characterize case data, including demographic characteristics of patients from whom samples were taken, diagnosis, histopathology type, and turnaround time. The median value and interquartile range are reported for continuous data, and percentages are reported for categorical data. The Kruskal–Wallis H test was used to compare turnaround time in different years, and the Nemenyi test was used for further multiple comparisons. The concordance between CNCTPS and final diagnoses was analyzed (complete concordance or variance with no clinical significance). The consistency was determined by the McNemar test and consistency check. All statistical analyses were performed using R software (version 4.0.0; R Foundation for Statistical Computing). All tests were 2-tailed, and $P<.05$ is considered statistically significant.

**Results**

**CNCTPS Service Volume**

During the 4-year study period from 2016 to 2019, 23,167 cases were submitted to the CNCTPS for consultation. The service volume of the CNCTPS was $n=2335$ in 2016; $n=4330$ in 2017; $n=7262$ in 2018; and $n=9240$ in 2019, with an average annual growth rate of 41.04%. A total of 83 hospitals participated in the telepathology consultation service. The number of participating hospitals also grew, from $n=60$ in 2016 to $n=74$ in 2019 (Figure 3).
Hospitals of different levels have joined the CNCTPS, including 17 city-level and 66 county-level hospitals. Among 2016 and 2019, city-level hospitals and county-level hospitals applied for 2880 (2880/23,167, 12.43%) and 20,287 (20,287/23,167, 87.57%) consultations, respectively. The number of county-level hospitals applying for consultation increased from n=49 in 2016 to n=63 in 2019, and the service volume also increased from n=2095 in 2016 to n=8317 in 2019. In city-level hospitals, the number of hospitals applying for consultations did not change, while the service volume showed an overall increasing trend (Table 1).

### Table 1. Number of participating hospitals and service volume in different levels of hospitals from 2016 to 2019.

<table>
<thead>
<tr>
<th>Hospital level</th>
<th>2016, n</th>
<th>2017, n</th>
<th>2018, n</th>
<th>2019, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>City-level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitals</td>
<td>11</td>
<td>9</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Service volume</td>
<td>240</td>
<td>657</td>
<td>1060</td>
<td>923</td>
</tr>
<tr>
<td>County-level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitals</td>
<td>49</td>
<td>52</td>
<td>59</td>
<td>63</td>
</tr>
<tr>
<td>Service volume</td>
<td>2095</td>
<td>3673</td>
<td>6202</td>
<td>8317</td>
</tr>
</tbody>
</table>

### Characteristics of Cases Submitted to the CNCTPS

The locations, from which specimens had been taken, were divided into 26 groups (Table 2).

Of the 23,167 patients represented by case data, 9519 (41.09%) were male and 13,648 (58.91%) were female (Table 3). The median age of the patients, from whom specimens were taken, was 53 years (mean 52.86 years, range 1 day to 98 years). There were 17,495 out of 23,167 cases (75.52%) with confirmed diagnoses; 4779 out of 23,167 cases (20.63%) needed further examination, and most (4007/4779, 83.85%) required immunohistochemical examination. The other 893 (893/23,167, 3.85%) cases failed to be diagnosed, and poor slice quality and incomplete sampling were the main reasons thereof.

Among 17,495 confirmed cases, 12,088 were benign lesions, 5217 were malignant lesions, and 190 were borderline lesions. In total, 52.18% (12,088/23,167) benign cases and 22.52% (5217/23,167) malignant cases had been confirmed. The proportion of malignant lesions in the esophagus, lung/mediastinum, urinary, and thoracic cavity/pleura was higher than that of benign lesions (Figure 4). In the other 22 tissue types, the proportion of benign lesions was higher than that of malignant lesions.
<table>
<thead>
<tr>
<th>Anatomic site</th>
<th>Value (n=23,167), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uterus</td>
<td>4074 (17.59)</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>3643 (15.72)</td>
</tr>
<tr>
<td>Bone and soft tissue</td>
<td>2900 (12.52)</td>
</tr>
<tr>
<td>Breast</td>
<td>1488 (6.42)</td>
</tr>
<tr>
<td>Esophagus</td>
<td>1181 (5.10)</td>
</tr>
<tr>
<td>Lung/mediastinum</td>
<td>1175 (5.07)</td>
</tr>
<tr>
<td>Thyroid</td>
<td>1065 (4.60)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>963 (4.16)</td>
</tr>
<tr>
<td>Female genital organs except for uterus</td>
<td>854 (3.69)</td>
</tr>
<tr>
<td>Oral cavity</td>
<td>850 (3.67)</td>
</tr>
<tr>
<td>Urinary</td>
<td>730 (3.15)</td>
</tr>
<tr>
<td>Male genital organs</td>
<td>725 (3.13)</td>
</tr>
<tr>
<td>Hepatobiliary and pancreas</td>
<td>647 (2.79)</td>
</tr>
<tr>
<td>Respiratory tract</td>
<td>595 (2.57)</td>
</tr>
<tr>
<td>Eyes and ears</td>
<td>467 (2.02)</td>
</tr>
<tr>
<td>Skin</td>
<td>422 (1.82)</td>
</tr>
<tr>
<td>Lymphoid organs</td>
<td>316 (1.36)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>262 (1.13)</td>
</tr>
<tr>
<td>Hydrothorax/ascites</td>
<td>168 (0.73)</td>
</tr>
<tr>
<td>Central nervous system</td>
<td>145 (0.63)</td>
</tr>
<tr>
<td>Anus and perianal</td>
<td>116 (0.50)</td>
</tr>
<tr>
<td>Abdominal cavity/peritoneum/postperitoneum</td>
<td>114 (0.49)</td>
</tr>
<tr>
<td>Others</td>
<td>110 (0.47)</td>
</tr>
<tr>
<td>Pelvic cavity</td>
<td>70 (0.30)</td>
</tr>
<tr>
<td>Adrenal glands</td>
<td>46 (0.20)</td>
</tr>
<tr>
<td>Thoracic cavity/pleura</td>
<td>41 (0.18)</td>
</tr>
</tbody>
</table>
Table 3. Case and patient characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9519 (41.09)</td>
</tr>
<tr>
<td>Female</td>
<td>13,648 (58.91)</td>
</tr>
<tr>
<td><strong>Age, mean (range)</strong></td>
<td>52.86 (1 day to 98 years)</td>
</tr>
<tr>
<td><strong>Diagnosis types, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Confirmed</td>
<td>17,495 (75.52)</td>
</tr>
<tr>
<td>Needed further examination&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4779 (20.63)</td>
</tr>
<tr>
<td>Failed to be diagnosed&lt;sup&gt;b&lt;/sup&gt;</td>
<td>893 (3.85)</td>
</tr>
<tr>
<td><strong>Histopathology types, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Benign</td>
<td>12,088 (52.18)</td>
</tr>
<tr>
<td>Borderline</td>
<td>190 (0.82)</td>
</tr>
<tr>
<td>Malignant</td>
<td>5217 (22.52)</td>
</tr>
<tr>
<td>Unclear</td>
<td>5672 (24.48)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Further examinations included immunohistochemistry assay (4007/4779, 83.85%), clinical examinations (675/4779, 14.12%), gene detection (88/4779, 1.84%), and special staining (9/4779, 0.19%).

<sup>b</sup>The reasons included poor slice quality (531/893, 59.46%), incomplete sampling (336/893, 37.63%) and intractable cases (26/893, 2.91%).

Figure 4. Histopathology distribution for 26 anatomic locations. AcPP: abdominal cavity/peritoneum/postperitoneum; CNS: central nervous system; HBP: hepatobiliary and pancreas; FGO: female genital organs.

**CNCTPS Turnaround Time**

The turnaround time, the time from transmitting whole-slide images to the issuance of diagnostic reports, was a median of 16.93 hours (IQR 32.59; mean 24.93 hours, range 100 seconds to 167.97 hours). Experts’ opinion reports were released within 12 hours in 10,244 of the 23,167 cases (10,244/23,167, 44.05%) and within 72 hours in 21,286 cases (21,286/23,167, 91.88%) (Table 4).
Table 4. Turnaround time for expert reports.

<table>
<thead>
<tr>
<th>Time required (hours)</th>
<th>Cases, n (%)</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤12</td>
<td>10,204 (44.05)</td>
<td>44.05</td>
</tr>
<tr>
<td>&gt;12&lt;time≤24</td>
<td>4631 (19.99)</td>
<td>64.04</td>
</tr>
<tr>
<td>&gt;24&lt;time≤48</td>
<td>4366 (18.85)</td>
<td>82.88</td>
</tr>
<tr>
<td>&gt;48&lt;time≤72</td>
<td>2085 (9.00)</td>
<td>91.88</td>
</tr>
<tr>
<td>&gt;72</td>
<td>1881 (8.12)</td>
<td>100</td>
</tr>
</tbody>
</table>

The difference in distribution of turnaround time in different years (Figure 5), was statistically significant ($H=1433.62$, $P<.001$). The median turnaround time gradually decreased in turn, from 29.36 hours in 2016 to 9.75 hours in 2019, and differences between subsequent years were statistically significant with pairwise comparison (between 2018 and 2019 adjusted $P=.01$, other groups adjusted $P<.001$).

Figure 5. Turnaround time distribution.

CNCTPS Diagnostic Accuracy

Of 564 diagnosed by both the CNCTPS and pathologists in the hospital, 553 cases diagnosed by the CNCTPS were consistent with the final diagnosis made by pathologists in hospital; that is, the accuracy rate was 98.05%. In the other 11 cases—4 false-positive cases and 7 false-negative cases—5 of the 11 cases occurred in the uterus (Table 5).

The sensitivity and specificity were 97.66% and 98.49%, respectively (Table 6). The Youden index was 0.96. The positive and negative predictive values were 98.65% and 97.39%, respectively. No statistical difference was observed between telepathology diagnosis and final diagnosis ($P=.55$), which showed good consistency ($\kappa=0.96$, $P<.001$).
### Table 5. Discordant cases (between telepathology and final diagnoses).

<table>
<thead>
<tr>
<th>Type</th>
<th>Sample source</th>
<th>Telepathology diagnosis</th>
<th>Final diagnosis</th>
<th>Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>False positive(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>Lung/mediastinum</td>
<td>Poorly differentiated carcinoma</td>
<td>Immunoglobulin M–positive lymphoproliferative disease with alveolar epithelial atypical hyperplasia</td>
<td>Unlabeled immunohistochemistry results</td>
</tr>
<tr>
<td>Case 2</td>
<td>Respiratory tract</td>
<td>Highly differentiated squamous cell carcinoma</td>
<td>Squamous papillary hyperplasia with local typical hyperplasia</td>
<td>Intractable case</td>
</tr>
<tr>
<td>Case 3</td>
<td>Uterus</td>
<td>Endometrial complex hyperplasia, local atypical hyperplasia, focal canceration</td>
<td>Simple endometrial hyperplasia</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Case 4</td>
<td>Uterus</td>
<td>Papillary squamous cell carcinoma</td>
<td>High-grade SIL(^c) involving glands</td>
<td>A bleeding background on the section</td>
</tr>
<tr>
<td>False negative(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>Female genital organs</td>
<td>Vulva: chronic inflammation with low-grade SIL, Cervix: chronic inflammation with high-grade SIL</td>
<td>Vulva: highly differentiated squamous cell carcinoma with local superficial infiltration (depth of infiltration &lt;1 mm), Cervix: chronic cervicitis, focal high-grade SIL, and involving glands</td>
<td>Unlabeled immunohistochemistry results</td>
</tr>
<tr>
<td>Case 2</td>
<td>Skin</td>
<td>Chronic inflammation, squamous epithelial hyperplasia with hyperkeratosis and parakeratosis</td>
<td>Superficial spreading malignant melanoma</td>
<td>Intractable case</td>
</tr>
<tr>
<td>Case 3</td>
<td>Uterus</td>
<td>Chronic inflammation, glandular hyperplasia</td>
<td>Minimal deviation adenocarcinoma</td>
<td>N/A</td>
</tr>
<tr>
<td>Case 4</td>
<td>Uterus</td>
<td>Chronic cervicitis with focal high-grade SIL and involving glands</td>
<td>High-grade SIL involving glands and squamous cell carcinoma in situ</td>
<td>N/A</td>
</tr>
<tr>
<td>Case 5</td>
<td>Thyroid</td>
<td>Adenomatous nodular goiter with fibrosis and chronic lymphocytic thyroiditis around</td>
<td>Follicular carcinoma</td>
<td>Unlabeled immunohistochemistry results</td>
</tr>
<tr>
<td>Case 6</td>
<td>Urinary</td>
<td>Mucosal polyoid hyperplasia with atypical urothelial hyperplasia</td>
<td>High-grade urothelial carcinoma</td>
<td>N/A</td>
</tr>
<tr>
<td>Case 7</td>
<td>Uterus</td>
<td>SIL</td>
<td>Squamous cell carcinoma</td>
<td>A bleeding background on the section</td>
</tr>
</tbody>
</table>

\(^a\)Cases that were malignant in telepathology diagnosis but benign in final diagnosis were considered false positive.
\(^b\)N/A: not applicable.
\(^c\)SIL: squamous intraepithelial lesion.
\(^d\)Cases that were malignant in the final diagnosis but benign in telepathology diagnosis were considered false negative.

### Table 6. Validity of CNCTPS diagnoses.

<table>
<thead>
<tr>
<th>Telepathology diagnosis</th>
<th>Final diagnosis</th>
<th>Negative, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive, n</td>
<td>292</td>
<td>4</td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
<td>296</td>
</tr>
<tr>
<td>Negative</td>
<td>7</td>
<td>261</td>
<td>268</td>
</tr>
<tr>
<td>Total</td>
<td>299</td>
<td>265</td>
<td>564</td>
</tr>
</tbody>
</table>

### Economic Benefits of the CNCTPS

Telepathology consultation is free and avoids the need for patients having to visit higher-level hospitals. Therefore, consultation and travel costs were saved. At the same time, food costs were lower in the local area. Thus, compared with the traditional pathology consultation, diagnosis via the CNCTPS results in cost-savings of 378.5 RMB (approximately US $50) per patient (Table 7). In terms of the annual telepathology consultation cases, the total amount is substantial—approximately $300,000 per year.
Table 7. Cost savings for each patient applied for telepathology consultation.

<table>
<thead>
<tr>
<th>Type of costs</th>
<th>Telepathology consultation cost (RMB)</th>
<th>Traditional pathology consultation cost (RMB)</th>
<th>Costs savings (RMB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultation costs</td>
<td>0</td>
<td>148.5</td>
<td>148.5</td>
</tr>
<tr>
<td>Travel costs</td>
<td>0</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Food costs</td>
<td>25</td>
<td>55</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>403.5</td>
<td>378.5</td>
</tr>
</tbody>
</table>

aRMB: Renminbi; an approximate exchange rate of 6.46 RMB = US $1 is applicable.
bTraditional consultation costs referred to the pathology consultation charges in Henan Province.
cFor each patient, one person going for a consultation was assumed. Travel and food costs were calculated using estimates of local corresponding average expenses.

Discussion

Principal Results

The cloud-based system can quickly process data with large memory requirements, thereby overcoming the difficulties of large whole-slide imaging file management. This study reported on one of the largest cloud-based telepathology systems in China and evaluated its operation results. This study used a large sample size, which provides an in-depth practical understanding of the cloud-based telepathology system in China, and gives suggestions for further evaluations and improvements of the telepathology system. This system served 23,167 cases from 2016 to 2019. The median turnaround time was 16.93 hours, which decreased from 29.36 hours in 2016 to 9.75 hours in 2019. The diagnostic accuracy was 98.05%, and approximately $300,000 were collectively saved by patients each year. The CNCTPS has proven to be highly reliable and plays an important role in facilitating the distribution of limited senior pathologist resources in China.

A total of 83 hospitals are covered by the CNCTPS, which is the largest telepathology network in China. Compared with the 6, 24, and 60 workstations in other reported telepathology networks [23,24,26], the CNCTPS covers more medical institutions. Case data for more than 20,000 patients were diagnosed by the CNCTPS in 4 years. To the best of our knowledge, this is the largest sample size in a study on telepathology system use and operation and is much higher than those in similar literature [24,26-28]. The amount of case data reviewed and the number of participating hospitals increased each year, consistent with findings reported by Chen et al [26] and Zhou et al [6]. Most case data (20,287/23,167, 87.57%) had been submitted by county-level hospitals because the shortage of pathologists in China’s county-level hospitals is more severe than that in city-level hospitals.

A total of 893 cases failed to be diagnosed by the CNCTPS, of which only 26 cases were complicated enough that needed to be consulted in a higher-level hospital, while others were due to incomplete sampling and poor slice quality. Standard materials and good slice preparation are the main factors affecting telepathology diagnosis [29], which require experienced pathology technicians. Although we had conducted theory and practical operation training for pathology technicians in the early stage of CNCTPS construction, incomplete sampling and poor slice quality were still the main reasons for failed diagnoses. Strengthening the training of telepathology staff in the later stages of system operation is still needed. In terms of histopathology type, an analysis of ten-year telepathology cases in Tanzania showed a higher proportion of benign cases, which reported 56.1% benign and 40.8% malignant diseases [27]. We reached a similar conclusion: the proportion of benign cases (12,088/23,167, 52.18%) was higher than that of malignant cases (5217/23,167, 22.52%).

The average turnaround time of the CNCTPS was 24.93 hours, which is shorter than the 38 hours reported by Zhou et al [6] and 66 hours reported by Völker et al [27] but is slightly higher than the 0.7 days (ie, 16.8 hours) reported by Chong et al [24]. The majority (14,835/23,167, 64.04%) of cases were diagnosed within 24 hours, which is higher than the 61.5% reported by Chen et al [26] and slightly lower than the 64% reported by Perron et al [23], but the proportion within 48 hours (82.88% vs 70.00%) and 72 hours (91.88% vs 80.00%) were higher than those reported by Perron et al [23]. Nonetheless, the median turnaround time decreased annually during the 4 years, indicating that the CNCTPS operates well.

Compared to static images in the early stage of telepathology, whole-slide imaging allows the entire slide to be viewed in a manner that simulates microscopy [13]. A recent meta-analysis [30] shows that the weighted mean of the concordance rates between telepathology and conventional microscopy was 91.1% up to 2000, and from 2000 onward, the weighted mean of the concordance rates was 97.2%. It has been asserted that the reasons for increased consistency rate in recent years should be attributed to the increased use of whole-slide imaging [30]. The range of diagnostic concordance rates between whole-slide imaging and traditional electron microscopy is 89% to 100% [31-35], and the average value is 96.9%. Our study demonstrated similar results (98.05%). Moreover, no statistically significant differences were found (P=0.55) between whole-slide imaging and traditional pathology diagnosis, and the consistency of diagnostic results was excellent, which further confirmed the accuracy of whole-slide imaging.

Some cost-effectiveness studies have demonstrated that telemedicine can reduce costs [36], but not all [37,38]. Cost-utility and cost-effectiveness studies for telepathology are rare. Meléndez-Álvarez et al [17] only evaluated the cost of their telepathology system, which saved US $410. Vosoughi et al [39] evaluated the cost-efficiency of their real-time nonrobotic...
telepathology system, which saved US $10,767.10 per year. In our study, cost savings for patients were estimated. During the 4 years of the telepathology system operation, approximately US $300,000 per year was saved by patients.

**Limitations**

To the best of our knowledge, this is the first study to comprehensively evaluate the operation of a telepathology system based on a large sample. The CNCTPS showed fast responsiveness and high accuracy. However, owing to the limited information collected by the CNCTPS, this study did not analyze the reasons for cases with long turnaround time or the reasons for false positives and false negatives. In addition, only the costs saved for patients were evaluated in the economic benefits of the CNCTPS. The economic impact of telemedicine is a collaborative and complex process in which different economic, social, and political actors can be involved [38], and the construction of our system is a public welfare project initiated by the government and a powerful hospital. Most of the digital slide scanners were donated to the participating hospitals, and the private network was free.

**Future Work**

Turnaround time and diagnostic accuracy are the main criteria used to evaluate a telepathology system, and further work is required to explore the factors that influence turnaround time and diagnostic accuracy. First, it is necessary to analyze the causes of cases with long turnaround time through a survey of pathologists, especially those with turnaround times longer than 72 hours. Second, more investigation for incorrectly diagnosed images is needed. In addition, adding a follow-up module to the CNCTPS is necessary to allow the final diagnosis result of each case to be easily followed up. Finally, a user satisfaction survey should be conducted, with thorough questionnaires or in-depth interviews, in a subsequent study to improve the system.

**Conclusions**

The CNCTPS has proven to be highly reliable. It can provide rapid telepathology diagnoses to participating hospitals that are consistent with the final diagnosis. The application of this system reduces financial costs and time for patients, facilitating the distribution of limited senior pathologist resources in China. Therefore, we believe telepathology services will become more widespread, in more regions worldwide, especially those with insufficient medical resources.
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Abstract

Background: Previous research has identified disparities in seeking and using web-based health information to inform health-related behaviors. Relatively few studies however have examined the correlations between web-based health information seeking and use based on race, gender, age, and the presence of chronic health conditions.

Objective: In this study, we identify factors associated with seeking and using web-based health information among a uniquely vulnerable and intersectional population—middle-aged and older (40 years and older) African American and Hispanic men living with one or more chronic conditions.

Methods: Survey responses were collected from a purposive sample of African American and Hispanic men using Qualtrics web-based survey management software. To qualify for inclusion in the study, respondents had to identify as African American or Hispanic men, report having at least one chronic condition, and be aged 40 years and older. A series of binary logistic regression models was created using backward elimination. Statistical significance was determined at $P < .05$ for all analyses.

Results: Web-based health information seeking among African American and Hispanic men is a function of education, the presence of multiple chronic conditions, frustration with health care providers, internet use, and the perceived reliability of web-based health information. The use of web-based health information to inform interactions with health care providers was more common among African American and Hispanic men, who rated their health as relatively good, perceived barriers to care, used technology regularly, and took more daily medications.

Conclusions: Understanding the factors that influence African American and Hispanic men seeking web-based health information may help improve the care and treatment of chronic conditions. African American and Hispanic men seek web-based health information as a substitute for routine care and to inform their discussions with health care providers.

(J Med Internet Res 2021;23(7):e26180) doi:10.2196/26180
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Introduction

Background

Information seeking encompasses the act of accumulating information to gain clarity or affirm knowledge about a specific topic [1]. Well-informed patients maintain a sense of control over their illness and are better able to cope with uncertainties related to outcomes and treatments [2-5]. Correspondingly, knowledgeable patients engage with medical providers in planning their care, managing their treatments, and adapting more readily to therapeutic schedules [6,7]. Insufficient health information, in contrast, can have unfavorable health consequences [2,8].

Health-related information can be obtained from supportive social networks, health care providers, and the media, including the internet, television, radio, books, or magazines [9,10]. Web-based health resources provide an optimal way to disseminate health information because there is the “immediacy of information access, the accessibility at any time of the day or night, the potential continual updating of information and the wider range of information available” [11]. However, disparities exist in terms of who pursues or seeks web-based health information and how the information is used to inform subsequent interactions with health care providers [7,12,13]. Although men use the internet more often than women, they use it less frequently to seek health information [14]. Men are also less likely to seek routine medical care than women and therefore have fewer opportunities to discuss web-based health information with their health care providers [15]. Race and ethnicity are also associated with internet-based health information seeking [16,17]. Historically, health information seeking was less common among racial and ethnic minorities because of limited internet access and lower health literacy skills [12,13,18-20]. However, recent research has suggested that these differences may be dwindling, with African Americans relying more heavily on web-based health information for health care [21,22].

Other factors associated with web-based information include education [19], self-reported health status [23,24], time spent with medical providers and frustrations in communicating with these providers [25,26], internet use [23,27], and the perceived reliability of web-based health information [28]. Previous research does not provide enough clarity on how these factors might affect internet-based information-seeking behaviors of African American and Hispanic men with chronic conditions; however, there is reason to expect some differences. Some studies have examined web-based health information seeking by race [29,30] or by sex, specifically for men with chronic diseases [31], but did not focus specifically on African American and Hispanic men with chronic conditions. This population has been found to experience important barriers to disease self-management [32], have less access to health insurance and preventative care [33], have higher rates of preventable hospitalizations [34], and are more likely to die from their chronic conditions compared with non-Hispanic White men [35]. Seeking and using credible web-based health information may represent an important health-promoting activity.

In this paper, we seek to understand web-based health information seeking among African American and Hispanic men. Our motivation is both substantive and methodological. First, African American and Hispanic men are less likely to seek preventative care and treatment, which subsequently affects health outcomes. Understanding the factors that lead to seeking web-based health information may lead to better health outcomes. Second, African American and Hispanic men are hard-to-reach populations in survey research, meaning that they are often underrepresented in probability-based samples.

Objective

In this 2-phase study, we contribute to the existing literature by investigating web-based health information seeking and use among African American and Hispanic men aged 40 years and older with one or more chronic conditions. In phase 1, we identify factors associated with seeking web-based health information in the past year about (1) a specific disease or medical problem and (2) medical treatments and procedures. Then, in phase 2, we identify factors associated with discussing web-based health information with primary medical professionals only among those men who sought health information on the internet and had a routine physician visit within the past year.

Methods

Overview

Due to increased costs and declining response rates, scholars increasingly rely on web-based panels when studying hard-to-reach or intersectional populations [36]. African American and Hispanic men with chronic conditions and aged 40 years or older, for example, are relatively small segments of the overall population, making random selection via probability sampling costly and inefficient. Due to distrust of medical providers, African American and Hispanic men are often less responsive to requests to participate in health-related research [37].

With this in mind, the sample in this study was designed using Qualtrics (Systems, Applications, and Products in Data Processing Societas Europaea) web-based panels to identify African American and Hispanic men aged 40 years and older with at least one chronic health condition. We used the Checklist for Reporting Results of Internet E-Surveys for web-based surveys in our description of data collection [38]. Qualtrics web-based panels are opt-in research panels ideal for studies targeting hard-to-reach populations. Qualtrics panels provide access to previously identified research participants with known characteristics, and panel participants are recruited and compensated for their participation by Qualtrics. Potential participants were directed to the programmed survey where they were provided with a description of the study and information relating to informed consent. The tradeoff for cost effectiveness using Qualtrics is that the sample might not be representative of the target population.

The survey questionnaire was constructed by the authors who identified validated questions from previous research related to web-based health information seeking and other health-related
behaviors. An initial draft of the survey was carefully reviewed by experts in the field who were not a part of the research team and made suggestions for inclusion (or exclusion) of specific items. The final data were carefully reviewed by the research team, eliminating questionable responses (eg, respondents who completed the survey too quickly). In addition, filter questions for age, race, and the presence of one or more chronic conditions were used to further qualify potential respondents and ensure that only qualified respondents completed the survey questionnaire. The survey instrument included a wide range of health-related attitudes and behaviors. Overall, data were collected from 2028 men who met the inclusion criteria. This study was approved by the Institutional Review Board (#2018-1684) of Texas A&M University.

Inspired by Pettus et al [39], who examined internet use and web-based health information seeking among older women in a 2-phase study, we modeled this study to focus on web-based health information seeking among middle-aged and older men. To be included in phase 1 of our analytic sample, men also had to report using the internet within the past 2 weeks. Men who did not meet this criterion were excluded from phase 1 analyses. The 2 dependent variables in phase 1 assessed web-based health information seeking and use, which was measured using 2 items. First, participants were asked if they had looked for information on the internet about “a specific disease or medical problem.” Response choices for this item were “yes” and “no.” Second, participants were asked if they had looked for information on the internet about “a certain medical treatment or procedure.” Response choices for this item were “yes” and “no.”

Building upon findings in phase 1, to be included in phase 2 of our analytic sample, men must have reported “yes” to looking for information on the internet about “a specific disease or medical problem” or “a certain medical treatment or procedure. In addition, to avoid confounding the results with issues of health care access, these minority men must have reported having a routine physician visit in the past year to be included in phase 2. Men who did not meet this criterion were excluded from phase 2 analyses. The dependent variable in phase 2 assessed whether men shared findings from their web-based health information seeking with medical professionals. More specifically, participants were asked if they spoke with a medical professional about what they found on the web. Response choices for this item were “yes” and “no.” Figure 1 illustrates the participant flow across both study phases based on the inclusion criteria.

Figure 1. Study flow by analysis phases.
We modeled web-based health information seeking as a function of demographics (age, race, education, marital status, and number of household members), health-related behaviors and status (number of chronic conditions, number of daily medications, having a routine physician visit in the past year, and self-reported health status), available resources for managing care (receiving help to manage care, ability to self-manage diseases, perceived barriers to care, health care frustrations, and participation in programs to prevent or manage chronic illness), and technology use and credibility (use of technology and reliability of web-based health information). We provide brief descriptions of each of these below.

**Demographics**

Age was measured in years, with all respondents reporting that they were aged 40 years or older. Race is a dichotomous variable indicating whether the respondent is African American (coded as 0 and serving as the baseline category) or Hispanic (coded as 1). Marital status was measured as a set of dummy variables indicating whether the respondent was single or never married, married or partnered, divorced or separated, or widowed. The number of household members was the total number of people (including the respondent) currently living in the household. The demographic variables in our models were primarily included as controls.

**Health-Related Behaviors**

This set of variables included health conditions, regular doctor visits, and self-reported health status. Overall, it is expected that individuals with worse health, meaning more chronic conditions and poor self-reported health status, would be more likely to look for health information on the internet. The number of chronic conditions was calculated using a “check all that apply” list of the following 19 chronic health conditions: (1) asthma, emphysema, chronic breathing problem, or lung problem; (2) arthritis or rheumatic disease; (3) cancer or cancer survivor; (4) chronic pain; (5) depression or anxiety; (6) diabetes; (7) heart disease; (8) high cholesterol; (9) hypertension; (10) kidney disease; (11) memory problem; (12) obesity; (13) osteoporosis; (14) obstructive sleep apnea; (15) schizophrenia or other psychotic disorder; (16) stroke; (17) thyroid problem; (18) urinary incontinence; and (19) another chronic condition not listed. In addition, participants were asked to report the number of different medications taken daily (range 0 to >6), whether they had visited a doctor in the past year (coded 1 if the respondent said yes; 0 otherwise), and a 5-point Likert scale measure of their self-reported health status ranging from poor (coded as 1) to excellent (coded as 0).

**Resources for Managing Care**

In addition to health-related behaviors and concerns, individuals with more resources available for managing care should be more likely to seek health information on the internet. This begins with perceptions of whether or not they are receiving the support they need to improve their health and manage their care, measured using a 5-point scale ranging from never (1) to always (5) [23,24]. Due to the skewed nature of the responses, these were collapsed into the never, rarely, or occasionally versus frequently or always range.

**The disease self-management efficacy scale was included to gauge individual respondents’ sense of control over the management of their health care [25,26]. Respondents were asked about their level of agreement (using a 4-point Likert scale) with the following statements: (1) I need help learning what I should be doing to take better care of my health; (2) I need help learning how to take better care of my health in a way that works for me and my life; (3) I do not have the money it takes to do things that will improve my health or condition; (4) I wish I could change and do things that are healthier, but I just do not think I can; and (5) all of my different health problems and conditions make it difficult for me to take better care of myself. Scale values ranged from 5 to 20, with higher scores indicating higher efficacy.**

The use of web-based health information may also reflect barriers to care, reflecting the need for help and support in managing care and treatment. The barriers to self-care scale were measured based on levels of agreement with the following statements: (1) I need help learning what I should be doing to take better care of my health; (2) I need help learning how to take better care of my health in a way that works for me and my life; (3) I do not have the money it takes to do things that will improve my health or condition; (4) I wish I could change and do things that are healthier, but I just do not think I can; and (5) all of my different health problems and conditions make it difficult for me to take better care of myself. Scale values ranged from 5 to 20, with higher scores indicating more barriers.

Patients also seek web-based health information when their experiences with medical providers are frustrating. The health care frustration scale assesses whether participants felt any of the following frustrations [23,24]: (1) felt tired of describing their same conditions and problems every time they went to a hospital or doctor’s office, (2) left the hospital or doctor’s office and felt confused about what they should do, (3) wished their doctor had more time to spend talking with them, (4) felt tired of feeling on their own when it came to taking care of their health problems, (5) felt that their doctor did not realize what it was really like for them at home trying to take care of their health problems, and (6) wished they had a friend or family member who could go to the doctor with them. Responses were coded as “never” (1), “occasionally” (2), or “frequently” (3). Scores for this scale ranged from 6 to 18, with higher scores indicating higher health care frustrations [34].

Finally, respondents might gain knowledge about their chronic condition and insight into their medical condition by participating in a program specifically designed to prevent or treat chronic illnesses [40-43]. For example, the Chronic Disease Self-Management Program (CDSMP) is a universal program that applies to any chronic condition, although disease-specific translations also exist to build skills to manage arthritis, diabetes, chronic pain, and HIV and AIDS [44]. Previous research has
indicated that CDSMP improved outcomes while reducing costs [45].

Technology Use and Credibility
Aside from health concerns and conditions, web-based health information seeking is also a function of the level of comfort in using technology and perceptions regarding the credibility of information found alone. Technology use was measured by whether the respondent had used the following technologies in the past 2 weeks: computer (laptop, desktop, or tablet), smartphone, email (from a computer, smart phone, or tablet), internet (from a computer, smart phone, or tablet), Skype or other video systems (from a computer, smart phone, or tablet), or Facebook or other social media (eg, Twitter). Responses were coded from 0-6 depending on how many of these technologies individual participants reported having used in the past 2 weeks. Perceptions regarding the credibility of web-based information are measured with the question of how reliable they believe information on the internet is about health or medical conditions. Responses were coded from 0 (not at all) to 3 (extremely).

Data Analysis
All analyses were performed using SPSS version 25 (IBM Corporation). We calculated descriptive statistics for all variables of interest, which were compared across the 2 dependent variables in phase 1. Chi-square tests were used for categorical variables and two-tailed independent sample t tests were used for continuous and count variables, after assessing frequency distributions and tests for variance equality. As each dependent variable was dichotomous, we used logistic regression to estimate the models. Model selection was based on stepwise regression using backward elimination of nonsignificant predictor variables. Predictor variables were eliminated when they did not improve the overall model fit, as reflected by the likelihood ratio test. The final regression models included the fewest predictors from the model that provided the best fit to the data. Omnibus tests of model coefficients confirmed no significant loss of variance during backward entry steps for any of the 3 models fitted in this study. However, both full and final reduced regression models are presented in the tables described in the Results section. For all analyses, statistical significance was set at $P<.05$.

Results
Phase 1 Study Results
Table 1 provides the sample characteristics for the two phase 1 dependent variables. Among the 1922 men who had used the internet in the past week, 57.34% (1102) reported seeking information about a specific disease or medical problem and 50.83% (977) reported seeking information about a medical treatment or procedure. About 58.32% (1121/1922) of the participants were African American and 41.68% (801/1922) were Hispanic. The average age of the sample was 56.63 (SD 10.01) years. The majority of participants attended at least some college (1536/1922, 79.92%), over half were married or partnered (997/1922, 51.87%), and most reported having a routine physician visit in the past year (1627/1922, 84.65%). On average, participants reported living with 2.58 (SD 1.61) other people, having 3.93 (SD 2.9) chronic conditions, and taking 3.39 (SD 2.02) medications daily. About 57.7% (1109/1922) reported that they frequently or always received the help and support needed to improve their health and manage their health problems, and 17.43% (335/1922) reported attending a program to prevent or manage their chronic illness in the past year.
Table 1. Sample characteristics by web-based information-seeking behavior (N=1922).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=1922)</th>
<th>Looked for specific disease or medical problem</th>
<th>Looked for medical treatments and procedures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=820)</td>
<td>Yes (n=1102)</td>
<td>No (n=945)</td>
</tr>
<tr>
<td></td>
<td>Chi-square</td>
<td>t test (df)</td>
<td>Chi-square</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56.63 (10.01)</td>
<td>57.77 (10.19)</td>
<td>55.78 (9.79)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.012 .56 (1920)</td>
<td></td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1121 (58.32)</td>
<td>497 (60.61)</td>
<td>624 (56.62)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>801 (41.68)</td>
<td>323 (43.38)</td>
<td>478 (43.28)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td>20.2 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>High school or less</td>
<td>386 (20.08)</td>
<td>197 (24.02)</td>
<td>189 (17.15)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>825 (42.92)</td>
<td>359 (43.78)</td>
<td>466 (42.29)</td>
</tr>
<tr>
<td>4-year degree or more</td>
<td>711 (36.99)</td>
<td>264 (32.19)</td>
<td>447 (40.56)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>0.9 (3)</td>
<td>N/A</td>
<td>.82</td>
</tr>
<tr>
<td>Married or partnered</td>
<td>997 (51.87)</td>
<td>427 (52.07)</td>
<td>570 (51.72)</td>
</tr>
<tr>
<td>Never married</td>
<td>485 (25.23)</td>
<td>200 (24.39)</td>
<td>285 (25.86)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>365 (18.99)</td>
<td>162 (19.75)</td>
<td>203 (18.42)</td>
</tr>
<tr>
<td>Widowed</td>
<td>75 (3.9)</td>
<td>31 (3.78)</td>
<td>44 (3.99)</td>
</tr>
<tr>
<td>Persons living in household (including self), mean (SD)</td>
<td>2.58 (1.61)</td>
<td>2.47 (1.59)</td>
<td>2.67 (1.62)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A ~2.68 (1920)</td>
<td>N/A ~2.68 (1920)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.007</td>
<td>.007</td>
</tr>
<tr>
<td>Number of chronic conditions, mean (SD)</td>
<td>3.93 (2.9)</td>
<td>3.64 (2.76)</td>
<td>4.14 (2.98)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A ~3.8 (1920)</td>
<td>N/A ~3.8 (1920)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of medications taken daily, mean (SD)</td>
<td>3.39 (2.02)</td>
<td>3.36 (2.03)</td>
<td>3.42 (2.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A ~0.72 (1920)</td>
<td>N/A ~0.72 (1920)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.47</td>
<td>.47</td>
</tr>
<tr>
<td>Routine physician visit in past year, n (%)</td>
<td>0.2 (1)</td>
<td>N/A</td>
<td>.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>295 (15.35)</td>
<td>122 (14.87)</td>
<td>173 (15.69)</td>
</tr>
<tr>
<td>Yes</td>
<td>1627 (84.65)</td>
<td>689 (84.02)</td>
<td>929 (84.3)</td>
</tr>
<tr>
<td>General health status, mean (SD)</td>
<td>2.85 (0.88)</td>
<td>2.91 (0.87)</td>
<td>2.81 (0.88)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.55 (1920)</td>
<td>.01</td>
</tr>
<tr>
<td>Get the help or support needed to improve health and manage health problems, n (%)</td>
<td>8.3 (1)</td>
<td>N/A</td>
<td>.004</td>
</tr>
<tr>
<td>Never or rarely or occasionally</td>
<td>813 (42.29)</td>
<td>316 (38.53)</td>
<td>497 (45.09)</td>
</tr>
<tr>
<td>Frequently or always</td>
<td>1109 (57.7)</td>
<td>504 (61.46)</td>
<td>605 (54.9)</td>
</tr>
<tr>
<td>Disease self-management efficacy (Cronbach $\alpha$.844), mean (SD)</td>
<td>28.54 (2.58)</td>
<td>28.58 (2.77)</td>
<td>28.5 (2.42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>.49</td>
</tr>
</tbody>
</table>

Note: Chi-square and t-test values are rounded to two decimal places.
When comparing sample characteristics by the 2 web-based health information–seeking behaviors (ie, both looked on the internet for information about specific diseases or medical problems and medical treatments and procedures), on average, participants who sought health information on the internet were significantly younger, lived with more people in their household, had more chronic conditions, reported more barriers to self-care, and reported higher health care frustrations. A significantly larger proportion of men who sought web-based health information were more educated and attended a program to prevent or manage their chronic illness in the past year. On average, participants who sought health information on the internet reported using more sources of technology and perceived health and medical information received on the internet to be more reliable.

Table 2 presents the results for seeking web-based information for a specific disease or medical condition among those reporting the use of the internet in the past 2 weeks. Compared with men who did not seek web-based health information for a specific disease or medical condition, men who had some college or a 2-year degree (odds ratio [OR] 1.35, 95% CI 1.04-1.74; \(P=0.02\)), had a 4-year degree or higher (OR 1.91, 95% CI 1.45-2.50; \(P<0.001\)), and attended a program to prevent or manage their chronic illness (OR 1.40, 95% CI 1.07-1.83; \(P=0.01\)) were more likely to seek web-based information for a specific disease or medical condition. For each unit increase in self-reported chronic conditions (OR 1.04, 95% CI 1.01-1.08; \(P=0.03\)), health care frustrations (OR 1.09, 95% CI 1.05-1.12; \(P<0.001\)), sources of technology used (OR 1.27, 95% CI 1.12-1.44; \(P<0.001\)), and perceived reliability of health and medical information received on the internet (OR 1.70, 95% CI 1.46-1.97; \(P<0.001\)), the odds of seeking information on the internet for a specific disease or medical condition increased. For each unit increase in self-reported health status, the odds of seeking information on the internet for a specific disease or medical condition decreased (OR 0.86, 95% CI 0.76-0.97; \(P=0.01\)).
Table 2. Factors associated with looking on the internet for information about a specific disease or medical problem (N=1922)\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Full model</th>
<th>Reduced model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\beta) (SE)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Age</td>
<td>(-0.01) (0.01)</td>
<td>.21</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>(---)\textsuperscript{c}</td>
<td>(---)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>.16 (0.10)</td>
<td>.12</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>(---)</td>
<td>(---)</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>.29 (0.13)</td>
<td>.03</td>
</tr>
<tr>
<td>4-year degree or more</td>
<td>.64 (0.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>(---)</td>
<td>(---)</td>
</tr>
<tr>
<td>Never married</td>
<td>(-0.02) (0.13)</td>
<td>.92</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>(-0.02) (0.14)</td>
<td>.89</td>
</tr>
<tr>
<td>Widowed</td>
<td>.20 (0.26)</td>
<td>.44</td>
</tr>
<tr>
<td>Persons living in household (including self)</td>
<td>.04 (0.03)</td>
<td>.25</td>
</tr>
<tr>
<td>Number of chronic conditions</td>
<td>.04 (0.02)</td>
<td>.049</td>
</tr>
<tr>
<td>Number of medications taken daily</td>
<td>.01 (0.03)</td>
<td>.63</td>
</tr>
<tr>
<td>Routine physician visit in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>(---)</td>
<td>(---)</td>
</tr>
<tr>
<td>Yes</td>
<td>(.06) (0.15)</td>
<td>(.69)</td>
</tr>
<tr>
<td>General health status</td>
<td>(-.13) (0.07)</td>
<td>(.046)</td>
</tr>
<tr>
<td>Get the help or support needed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or rarely or occasionally</td>
<td>(---)</td>
<td>(---)</td>
</tr>
<tr>
<td>Frequently or always</td>
<td>(-.14) (0.11)</td>
<td>(.22)</td>
</tr>
<tr>
<td>Disease self-management efficacy</td>
<td>(.01) (0.02)</td>
<td>(.64)</td>
</tr>
<tr>
<td>Barriers to self-care</td>
<td>(.01) (0.02)</td>
<td>(.38)</td>
</tr>
<tr>
<td>Health care frustrations</td>
<td>(.07) (0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sources of technology use in past 2 weeks</td>
<td>(.24) (0.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived reliability of information received on internet about health or medical conditions</td>
<td>(.54) (0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ever attend program to prevent or manage chronic illness in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>(---)</td>
<td>(---)</td>
</tr>
<tr>
<td>Yes</td>
<td>(.31) (0.14)</td>
<td>(.02)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Nagelkerke \(R^2=0.122\) for full model; Nagelkerke \(R^2=0.119\) (8 iterations) for reduced model.

\textsuperscript{b}OR: odds ratio.

\textsuperscript{c}Not available; referent category for independent variables.

\textsuperscript{d}N/A: not applicable; referent category for dependent variable (not looking on the internet for information about a specific disease or medical problem).

Table 3 presents the results for seeking web-based information for medical treatments and procedures among those reporting having used the internet in the past 2 weeks. Compared with men who did not seek web-based information about medical treatments and procedures, men who had a college education or a 2-year degree (OR 1.32, 95% CI 1.02-1.72; \(P=.03\)), had a 4-year degree or higher (OR 1.72, 95% CI 1.31-2.25; \(P<.001\)), attended a routine physician visit in the past year (OR 1.48, 95% CI 1.13-1.94; \(P=.004\)), and attended a program to prevent or manage their chronic illness (OR 1.59, 95% CI 1.22-2.08; \(P=.001\)) were more likely to seek web-based information about medical treatments and procedures. For each unit increase in
self-reported chronic conditions (OR 1.06, 95% CI 1.02-1.1; \( P=0.001 \)), health care frustrations (OR 1.12, 95% CI 1.09-1.16; \( P=0.001 \)), sources of technology used (OR 1.44, 95% CI 1.27-1.63; \( P<0.001 \)), and the perceived reliability of health and medical information received on the internet (OR 1.69, 95% CI 1.46-1.95; \( P<0.001 \)), the odds of seeking web-based information about medical treatments and procedures increased.

Table 3. Factors associated with seeking on the internet information about medical treatments and procedures (\( N=1922^{a,b} \)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Full model</th>
<th>Reduced model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta ) (SE)</td>
<td>( P ) value</td>
</tr>
<tr>
<td>Age</td>
<td>0 (0.01)</td>
<td>0.77</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>—(^e)</td>
<td>1</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.05 (0.1)</td>
<td>0.61</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>0.28 (0.13)</td>
<td>0.04</td>
</tr>
<tr>
<td>4-year degree or more</td>
<td>0.54 (0.14)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Never married</td>
<td>−0.21 (0.13)</td>
<td>0.13</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>0.05 (0.14)</td>
<td>0.70</td>
</tr>
<tr>
<td>Widowed</td>
<td>0.04 (0.26)</td>
<td>0.89</td>
</tr>
<tr>
<td>Persons living in household (including self)</td>
<td>0.04 (0.03)</td>
<td>0.24</td>
</tr>
<tr>
<td>Number of chronic conditions</td>
<td>0.05 (0.02)</td>
<td>0.06</td>
</tr>
<tr>
<td>Number of medications taken daily</td>
<td>0 (0.03)</td>
<td>0.99</td>
</tr>
<tr>
<td>Routine physician visit in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>0.40 (0.15)</td>
<td>0.007</td>
</tr>
<tr>
<td>General health status</td>
<td>−0.07 (0.07)</td>
<td>0.32</td>
</tr>
<tr>
<td>Get the help or support needed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or rarely or occasionally</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Get the help or support needed: frequently or always</td>
<td>0.04 (0.11)</td>
<td>0.70</td>
</tr>
<tr>
<td>Disease self-management efficacy</td>
<td>−0.01 (0.02)</td>
<td>0.52</td>
</tr>
<tr>
<td>Barriers to self-care</td>
<td>0.02 (0.02)</td>
<td>0.32</td>
</tr>
<tr>
<td>Health care frustrations</td>
<td>0.1 (0.02)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Sources of technology use in past 2 weeks</td>
<td>0.37 (0.06)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Perceived reliability of information received on internet about health or medical conditions</td>
<td>0.56 (0.08)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Ever attend program to prevent or manage chronic illness in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>0.44 (0.14)</td>
<td>0.001</td>
</tr>
</tbody>
</table>

\(^a\)Nagelkerke \( R^2=0.155 \) for full model; Nagelkerke \( R^2=0.148 \) (10 iterations) for reduced model.

\(^b\)The same dependent variable and referent category is used for the full and reduced models.

\(^c\)OR: odds ratio.

\(^d\)N/A: not applicable.

\(^e\)Not available; referent category for independent variables.
Phase 2 Study Results

Table 4 presents phase 2 results for the 1035 participants who discussed what they found on the internet with their medical providers among those who had a routine physician visit in the past year. Relative to the 71.4% (739/1035) of men who reported both web-based health information seeking behaviors (ie, disease-specific information and medical treatments or procedures), men who only looked for information about specific diseases on the internet were significantly less likely to discuss what they found with their medical provider (OR 0.52, 95% CI 0.37-0.74; \(P<.001\)). Relative to men who did not discuss their web-based findings with medical providers, men who were Hispanic (OR 1.41, 95% CI 1.09-1.83; \(P<.001\)) and attended a program to prevent or manage their chronic illness (OR 2.19, 95% CI 1.61-2.98; \(P<.001\)) were more likely to discuss the web-based findings with their medical provider. For each unit increase in the number of medications taken daily (OR 1.13, 95% CI 1.05-1.21; \(P=.001\)), barriers to self-care (OR 1.04, 95% CI 1-1.08; \(P=.04\)), and sources of technology used (OR 1.24, 95% CI 1.05-1.46; \(P=.01\)), the odds of discussing web-based information with medical providers increased.
Table 4. Factors associated with discussing online information with medical providers (n=1035)\(^a,b\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Full model</th>
<th>Reduced model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\beta) (SE)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Looked on the internet for health information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>—(^d)</td>
<td>—</td>
</tr>
<tr>
<td>Only about medical treatments and procedures</td>
<td>(-.35) (0.22)</td>
<td>.11</td>
</tr>
<tr>
<td>Only about specific diseases of medical problems</td>
<td>(-.6) (0.18)</td>
<td>.001</td>
</tr>
<tr>
<td>Age</td>
<td>0 (0.01)</td>
<td>.77</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic</td>
<td>(.36) (0.14)</td>
<td>.01</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Some college or 2-year degree</td>
<td>(.23) (0.19)</td>
<td>.24</td>
</tr>
<tr>
<td>4-year degree or more</td>
<td>(.17) (0.2)</td>
<td>.39</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or partnered</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Never married</td>
<td>(-.11) (0.18)</td>
<td>.56</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>(-.13) (0.19)</td>
<td>.51</td>
</tr>
<tr>
<td>Widowed</td>
<td>(-.06) (0.34)</td>
<td>.86</td>
</tr>
<tr>
<td>Persons living in household (including self)</td>
<td>0 (0.05)</td>
<td>.99</td>
</tr>
<tr>
<td>Number of chronic conditions</td>
<td>(.01) (0.02)</td>
<td>.73</td>
</tr>
<tr>
<td>Number of medications taken daily</td>
<td>(.11) 90.04</td>
<td>.003</td>
</tr>
<tr>
<td>General health status</td>
<td>(.1) (0.09)</td>
<td>.26</td>
</tr>
<tr>
<td>Get the help or support needed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never or rarely or occasionally</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Frequently or always</td>
<td>(.21) (0.15)</td>
<td>.16</td>
</tr>
<tr>
<td>Disease self-management efficacy</td>
<td>(.02) (0.03)</td>
<td>.43</td>
</tr>
<tr>
<td>Barriers to self-care</td>
<td>(.04) (0.02)</td>
<td>.1</td>
</tr>
<tr>
<td>Health care frustrations</td>
<td>(.04) (0.03)</td>
<td>.11</td>
</tr>
<tr>
<td>Sources of technology use in past 2 weeks</td>
<td>(.2) (0.09)</td>
<td>.02</td>
</tr>
<tr>
<td>Perceived reliability of information received on internet about health or medical conditions</td>
<td>(.15) (0.1)</td>
<td>.15</td>
</tr>
<tr>
<td>Ever attend program to prevent or manage chronic illness in past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>(.7) (0.16)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Nagelkerke \(R^2=0.112\) for full model; Nagelkerke \(R^2=0.101\) (10 iterations) for reduced model.

\(^b\)The same dependent variable and referent category is used for the full and reduced models.

\(^c\)OR: odds ratio.

\(^d\)Not available; referent category for independent variables.

\(^e\)N/A: not applicable.
Discussion

Principal Findings

This study examined health information seeking among a uniquely vulnerable and intersectional population, African American and Hispanic men aged 40 years and older with one or more chronic conditions. The specific results are worth discussing. First, internet-based health information is an important tool for African American and Hispanic men to use to learn about a specific disease or medical problem as well as medical treatments and procedures and to foster patient-provider conversations about these health-related internet searches, as illustrated by about half of the sample looking for information on the internet. Similar to previous studies, our study suggests that men who are younger [46-48], more highly educated [47,48], use technology more often [49], and believe the internet to be a reliable source [50] report seeking web-based health information in the past year to learn about a specific disease or medical treatment.

Those with more chronic conditions and greater health care frustrations were more likely to use the internet for both purposes (ie, to learn about a specific disease and medical treatments). Previous studies have demonstrated that people living with chronic conditions rely on the internet for help and support and might seek to learn about other people’s experiences about a disease through web-based discussions [39]. People living with chronic conditions who experienced health care–related frustrations from unfulfilled needs in a medical encounter have been known to report greater functional limitations and greater self-care barriers to manage their condition or disease [51]. Internet-based health information could be used to help meet those needs.

Men who attended a disease prevention or management program in the past year were more likely to look on the internet to learn about a specific disease or medical problem and to learn about medical treatments and procedures. Considering that these evidence-based programs help increase participants’ health behaviors and self-efficacy [52], program participants may feel encouraged to seek additional information to better understand the content of their program and their disease. Both web-based and traditional CDSMPs may also provide links, videos, and other resources to supplement the course materials, thereby encouraging program participants to seek this information on the internet as part of their disease self-management.

Interestingly, compared with men who used the internet only to learn about a specific disease or condition, men who reported both web-based health information–seeking behaviors were more likely to speak to their medical professional about what they found on the internet. It is possible that those who search on the web only to learn about a specific disease no longer feel the need to consult a physician, consequently substituting routine care [53]. Men who seek information on both diseases and treatments may have greater concerns about the credibility of web-based information or about their ability to evaluate this information [53]. Those who searched for treatments and procedures in addition to the general condition may also be exposed to web-based medical advertisements that encourage them to speak to their doctor about these treatment options [53-56]. Through their internet searches, patients reported increased confidence, control, and comfort in discussing their condition and treatments with their medical provider [57]; enhanced understanding of the medical jargon [58]; and satisfaction of feeling better informed [54]. Hispanic men more frequently discussed what they found on the internet with medical professionals. Studies suggest that web-based health information seeking gives Hispanic patients the confidence to discuss their health concerns with their doctors [30]. In the recent study by Camacho-Rivera et al [59] with a large representative sample of Hispanic adults in the United States, the authors found that Hispanics trusted cancer information from their doctors a lot (1014/1512, 67.06%) compared with information from the internet (309/1512, 20.44%). Although there was an important increase in trusting cancer information on the internet from 2014 to 2018, doctors remained the most trusted source of health information for Hispanics [59]. This study supports our findings that Hispanic men were more likely to talk with medical professionals about their web-based health searches.

Men with chronic conditions who had better general health statuses reported communicating with their medical professionals about what they found on the internet. This result contradicts previous studies [55], which suggest that those in poor health are more likely to talk to their medical providers about their web-based health information seeking than those in good health. However, higher medication intake is associated with poorer health (eg, frailty, disability, and fall risk) [60,61]. Poor health status can also lead to greater self-care barriers [62]. Those who take more medications daily also report more barriers to managing their chronic conditions [50]. Medication and self-care barriers were highlighted in our study as factors associated with discussing web-based health information with a medical professional.

It is possible that those with better health status, those who take more medications daily, and those with more self-care barriers may seek medical care more than once a year. It is known that increased physician visits to stay healthy and to get help to manage chronic conditions [63] may provide greater opportunities to discuss web-based health information-seeking behaviors. Increased visits may lead to better patient-physician interactions where bringing internet-based health information would not be seen as a threat but rather as something to be encouraged [64-66].

Limitations

This study has several limitations. The cross-sectional nature of this study did not allow for the assessment of causal relationships over time. On the basis of the funding mechanism supporting this study, data were only collected from African American and Hispanic men aged 40 years and older with one or more chronic conditions. Although these subgroups often report health-related disparities, additional insights might have been gained, including men of other races and ethnicities (eg, non-Hispanic White, Asian or Pacific Islander, and American Indian or Alaska Native). We hope that future research will expand the scope of this study and provide additional
comparisons. This study excludes African American and Hispanic males with one or more chronic conditions who do not have access to the internet. This digital divide continues to disproportionately impact the health of minorities and contribute to social inequalities in the United States [67]. In addition, no information was gathered about health literacy, the types of web-based information sources they used, or the credibility of these information sources (eg, government websites). Future research on internet-based health information-seeking behaviors of African American and Hispanic men with chronic conditions should consider assessing the health literacy level of respondents as well as their knowledge of credible health information sources [68]. In addition, in this study, African American and Hispanic subgroups were included in the analyses. Given the potential differences across racial or ethnic subgroups in terms of sociodemographics, behaviors, perceptions, and health care use, future studies may consider performing analyses on these subgroups separately or making direct comparisons between them.

Conclusions

Overall, this study provides an overview of health information-seeking behaviors among African American and Hispanic men with chronic conditions. Understanding these factors is crucial to influencing internet-based health communication, improving patient-provider communication, and ultimately improving the care and treatment of African American and Hispanic men.
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Abstract

Background: Modern family planning (FP) methods allow married couples to discuss and determine the number of children and years of spacing between them. Despite many significant improvements in FP services in Jordan, there are still many issues related to the uptake of FP services for both host communities and Syrian refugees, due to limitations in the health care system based on public health facilities. Digital technologies can provide opportunities to address the challenges faced in the health system, thus offering the potential to improve both coverage and quality of FP services and practices.

Objective: The aim of this study was to explore the perceptions of Jordanian women, Syrian refugees, and midwives in Jordan toward the use of digital health technology to support and enhance access to FP services.

Methods: We employed a qualitative study based on semistructured, face-to-face key informative interviews with 17 midwives (providers) and focus group discussions with 32 married women of reproductive age (clients). Both midwives and clients were recruited from 9 health centers in 2 major governorates in Jordan (Irbid and Mafraq), where 17 in-depth interviews were conducted with midwives and 4 focus groups were conducted with the women. Each focus group included 4 Syrian refugees and 4 Jordanian women. The transcribed narratives were analyzed using inductive thematic analysis.

Results: Three major themes were derived from the narratives analysis, which covered the pros of using digital technology, concerns about digital technology use, and the ideal app or website characteristics. Ten subthemes emerged from these 3 main themes. Overall, midwives and women (Syrian refugees and host communities) agreed that digital technology can be feasible, cost-effective, well accepted, and potentially beneficial in increasing woman’s awareness and knowledge regarding the FP methods and their side effect. Furthermore, digital technology can assist in enabling women’s empowerment, which will allow them to make better decisions regarding FP use. No harmful risks or consequences were perceived to be associated with using digital technology. However, several concerns regarding digital technology use were related to eHealth literacy and the accuracy of the information provided. Midwives were mainly concerned about the patients who would rely mostly on the technology and choose to avoid consulting a health care professional.

Conclusions: As perceived by midwives and women, incorporating digital technology in FP services can be feasible, cost-effective, well accepted, and potentially beneficial in increasing woman’s awareness regarding the FP methods and their side effect. It may also empower the women to play an active role in the shared (with their husband and family) decision-making process.
digital technologies are recommended to address the challenges faced in health system and to improve both the coverage and the quality of FP services and practices.

(J Med Internet Res 2021;23(7):e25947) doi:10.2196/25947
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Introduction

Family Planning Services in Jordan

Family planning (FP) is the necessary manifestation of the basic human rights where married couples get to determine the number of children and years of spacing between them [1,2]. FP is widely used throughout the world, but the uptake of the individual methods varies enormously between different countries and is relatively low in low- and middle-income countries (LMICs). In a recent scoping review, the unmet need for FP was reported to range from 20% to 58% across 34 studies conducted in LMICs [3]. According to the World Health Organization (WHO), FP uptake is generally low in some specific segments of the population, such as refugees, women in the postpartum period, adolescents, migrants, and urban slum dwellers [4]. The United Nations High Commissioner for Refugees (UNHCR) conducted a multicountry assessment on FP services offered to refugees in Bangladesh, Djibouti, Jordan, Kenya, Malaysia, and Uganda [5]. The assessment showed that 15-19-year-old married refugee women had higher unmet need, were less likely to use contraception, and had lower awareness compared with older women aged 20-49 years.

In Jordan, while a 2016 study found that 42% of married Syrian refugees never used modern FP methods [6], the latest population and family health survey according to the Demographic and Health Surveys program showed that the unmet need for contraception among Syrian refugees was 19%, compared with 14% among Jordanian women [7]. Jordan’s fertility rate showed only a minor decline from 3.7% in 2002 to 3.5% in 2012 and a further decline to 2.7% in 2017 [1]. This drop was significant considering the noticeably high birth rates among Syrian refugees, which could have indirectly increased the overall Jordanian fertility rates in the last decade [2,4]. The main factor attributed to the reduction in fertility rate in Jordan was the adoption of FP strategies among Jordanian families [8].

Accessing FP and health services is difficult in countries of the Eastern Mediterranean, such as Jordan and Lebanon, whose health care systems had to sustain the influx of large numbers of Syrian refugees. According to the UNHCR, as of June 2019, the number of registered Syrian refugees exceeds 664,000 in Jordan [9]. In this country, the Ministry of Health provides free primary health care, including maternal and child health, to all residents including Syrian refugees. Yet, the use of any FP method has fallen from 61% to 52% between 2012 and 2017 with more reduction in traditional FP methods (from 23% to 11%) [7]. Surprisingly, more than half of Jordanian women of childbearing age reported not using any type of modern FP methods [3], a fact that highlights the gap between the reality and the Sustainable Development Goals’ intention of improving the use of modern FP methods to 80% [4]. Further, despite the significant improvement in FP services through providing free FP methods and counseling to both host communities and Syrian refugees, there are many issues that hamper the access to FP services due to the manner in which public health facilities operate. For instance, failure to adapt to the latest technology is one of those issues, as it has not been able to bridge the gender role gap between women and men culturally.

Barriers to Accessing Family Planning Services

According to a recent UNHCR report [5], barriers to FP use among refugees globally include availability, accessibility, and acceptability of FP services. Acceptability barriers include, for example, religious opposition, perceived social pressure from family members, and language barriers in dealing with local health care providers; availability of services and accessibility barriers include, for example, distance from health care facilities and costs of transport and of a doctor’s consultation [5]. These factors include also discrimination and other biases from the providers, which impact the quality of care, or perceived social pressure related to large expected family sizes from spouses, parents, and relatives [10]. Among Jordanian and Syrian women, available research shows that common barriers to FP use include fear of adverse side effects and complications [11], which leads to uptake of less effective traditional methods (eg, withdrawal and condoms). This was coupled with limited awareness about fertility limitation and FP in general [12,13], and limited sexual health knowledge [14]. From a sociocultural perspective, most married couples, being both Jordanian and Syrian, believe that Islam promotes birth spacing while encouraging having a large family size. As a matter of fact, the Arab culture appears to be a significant determinant of family size, having preference for large families and male children, facts that can have a significant influence on FP decisions [15].

The Potential of Digital Technologies for Family Planning

Using digital technologies for health promotion has become a prominent practice for utilizing both routine and innovative information and communications technology in addressing health needs [16]. Various reviews focusing on sexual and reproductive health interventions showed that mobile technologies can improve the uptake of services [17,18]. For example, SMS text messages can be used as reminders to improve attendance to doctors’ appointments and compliance with medications [19-21]. In LMICs, some studies have tested the use of mobile SMS text messages to reduce unwanted pregnancy among clients [22], or the usage of mobile-delivered health communication campaigns to encourage discussion about FP [23]. Digital health interventions were also used to provide FP counseling with a mobile job aid [24,25] and training for health care workers using SMS text messages and interactive
voice response [26]. However, limited evidence exists on the use of these technologies in the Arab world and among refugees [27,28] and for the purpose of promoting FP services.

According to the Global Digital Health Index (GDHI) [29], Jordan has a fully functional governance structure that monitors the implementation of digital health strategies. The workforce lacks some training in digital health and thus requires preservice training. Similarly, digital technologies can provide opportunities to address the challenges faced in the health system, thus offering the potential to improve both the coverage and quality of health services and practices [16]. Some research has shown that women are increasingly interested in contraceptive tools utilizing mobile technology, and most women expect them to be science based [30,31]. The majority of mobile apps available support natural FP methods, which are recognized as the least effective FP method [32]. However, the implementation of digital health technologies has been extensively used only in the short term and without rigorous examination of benefits and harms on the health system and people’s quality of life [33]. Moreover, health care providers and stakeholders need to understand what motivates and hinders people to use digital health interventions [32]. While some qualitative studies have explored the perceptions toward FP among community members and health providers in LMICs or Global South countries such as South Africa [33], to the best of our knowledge, no previous studies have been conducted in Jordan to explore the perceptions of the midwives and clients (Jordanian women and Syrian refugees) toward digital technology use for promoting FP [31].

Objectives

This study aimed to explore the perceptions of Jordanian women, Syrian refugees, and midwives in Jordan toward the use of digital health technology to support access to FP services. This study constitutes the formative research activity to develop a digital solution to increase the uptake of FP services among Syrian refugees and host communities in Jordan.

Methods

Study Design

Overview

A qualitative research was conducted among 2 study populations: Jordanian women and Syrian refugees (the clients), and midwives who provide FP services (the providers). We conducted focus group discussions (FGDs) with clients and one-to-one, face-to-face in-depth interviews with the providers. The objective of the focus groups and interviews was to explore the participants’ perceptions about using digital technology (such as mobile apps, SMS text messages, and other tools) as a means to receive counseling and obtain information on FP.

FGDs With Clients

Data were collected between January and March 2020. The research team recruited a purposive sample (n=32) of married women of reproductive age through the midwives working at the International Rescue Committee (IRC) and Comprehensive Health Centers in 2 governorates in northern Jordan. Four FGDs were conducted among women attending the IRC clinics and Ministry of Health primary care facilities. Each FGD included 4 Jordanian and 4 Syrian women. To obtain a broader view of the participants’ perceptions about FP, women of different ages and different levels of education were invited. It is important to consider that it was initially planned to conduct 15 FGDs with clients. However, after conducting 4 FGDs, the research team realized saturation was reached and sufficient information was obtained.

The research team developed an FGD interview guide. A moderator guided the discussion and encouraged all women to share their perception and to express their own views. Comprehension probes were used if needed to clarify responses. The focus groups lasted from 90 to 120 minutes.

Interviews With Providers

We conducted in-depth interviews with all the midwives (n=17) who provide FP services in 9 different health centers in 2 major governorates in Jordan: Irbid and Mafraq. Two of the 9 health centers primarily provide services for Syrian women. All the midwives were previously trained to provide FP counseling and services. Data were collected during January-March 2020. Two trained female investigators (HY and NA-S) conducted the individual interviews with the midwives using an interview guide designed by the research team. This guide covered the major concepts to be discussed during the interviews. Other more specific questions and probes were also asked, as appropriate, but were not initially included in the interview guide but emerged during the active discussion. All interviews were held in a quiet setting at a convenient place to all midwives after obtaining their approval and consent. Researchers conducted the interviews in the local Arabic dialect. Interviews lasted for around 30-45 minutes depending on the midwives’ level of interaction and sharing experiences.

A digital voice recorder was used for the FGDs and the face-to-face interviews, as it allowed easy management of interviews and it recorded high-quality audio, which facilitated the transcription.

Ethical Approval

The study received ethical approval from the Research Ethics Committee of the Jordan University of Science and Technology and the Ministry of Health in Jordan (Ref.: 6/127/2019, received on September 12, 2019). During participant recruitment and before data collection, study participants were given verbal and written information about the study aims and objectives. Furthermore, they were informed that their participation in this study was confidential and voluntary, and that they could withdraw from the study at any given point without negative consequences to them. All participants signed a consent form, which included the consent to audiotape the interviews and FGDs.

Data Analysis

All discussions were transcribed verbatim. Data were analyzed using inductive thematic analysis [34,35]. Preliminary analysis was conducted after each interview to get a general impression of the results, which allowed for early identification of areas
that needed additional clarifications from the study participants. Researchers conducted the thematic analysis in its original language (Arabic) to maintain trustworthiness and credibility of the findings, which could have been lost by initial, inaccurate translation [36]. Translation into English was commenced after themes were generated and for extraction of quotations. The initial phase of the thematic analysis, as described by Braun and Clarke [34] “becoming familiar with the data,” was initiated by reading and re-reading the transcripts several times. Repeated reading contributed to get a better understanding and enhanced researchers’ familiarity with the data. Following the initial stage, codes were generated from the data set. Coding was carried out by systematically organizing and gaining meaningful characteristics of data related to the research question. One of the researchers (HA) began the process of initial coding; all transcriptions were coded one by one. This process was repeated until coding consensus was reached. For the transcribed data from FGDs, data analysis was undertaken manually through coding and generating categories and themes. Concerning the transcripts for the face-to-face interviews with midwives, Qualitative Data Analysis in R (RQDA) was used for analysis. The third phase “searching for themes” focused on a broader level of analysis and involved the researcher identifying suitable themes to which codes could be attributed [34,35]. Initial codes pertinent to research question were integrated into themes considering how relationships were formed between codes and potential themes. To visualize and explore trends and relationships in the source data, codes, and themes, a tree mapping was formulated using RQDA. Derived themes were reviewed in phase four of the analysis through a cyclical process that involves back-and-forth movements between phases of data analysis until a consensus was reached on the final themes. Consequently, in phase five, “Defining and naming themes” was completed, through refining existing themes and subthemes that will be presented in the final analysis [34,35].

Results

Study Participants
Four FGDs were conducted among 32 women of reproductive age attending IRC clinics and Ministry of Health primary care facilities. In addition, 17 midwives aged between 27 and 57 years and with 1 month to 25 years of experience were interviewed. All midwives were previously trained to provide FP counseling and services.

Themes and Subthemes Categorization
The data generated through the focus groups and interviews were organized into 3 major themes, combining both the clients and providers’ perspectives: (1) advantages of digital technology for FP, (2) concerns about the use of digital technology, and (3) the characteristics of an ideal app for delivering an intervention on FP methods. Within the themes, 10 subthemes were generated. The themes and subthemes are summarized in Textbox 1.

Textbox 1. Themes (bold) and subthemes of midwives and women’s perceptions about family planning in Jordan.

<table>
<thead>
<tr>
<th>Advantages of digital technology for family planning</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Raising awareness on family planning</td>
</tr>
<tr>
<td>• Convenience and cost efficiency</td>
</tr>
<tr>
<td>• Empowering women</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concerns about the use of digital technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Quality and accuracy of the information</td>
</tr>
<tr>
<td>• eHealth literacy</td>
</tr>
<tr>
<td>• Need for advice from a health care professional</td>
</tr>
<tr>
<td>• Internet access and health literacy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ideal app or website characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ease of understanding and visualizations</td>
</tr>
<tr>
<td>• Privacy concerns</td>
</tr>
<tr>
<td>• Free access</td>
</tr>
</tbody>
</table>

Advantages of Digital Technology for Family Planning
Both clients and providers perceived digital technology as beneficial for FP for several reasons: it helps in raising awareness, is convenient and cost-effective, and may help in empowering women.

Raising Awareness on FP
Digital technology was perceived by the midwives and clients as an effective tool to increase the women and their husbands’ awareness about FP. It was perceived to be effective in increasing their access to information about the different FP methods and their side effects, which will allow them to make better decisions on FP use. A midwife explained:
If a woman used a method and suffered from a side effect that the midwife did not talk about before, she can open an application and learn more about the side effect.

A woman said, “It would be so helpful as I can take my time reading about each method.” Moreover, some midwives believe that women tend to absorb information better when they search for it personally and they find this information more convincing. Another benefit of digital technology is that it could inform them about other aspects such as nutrition, physical, and mental health related to FP. A woman said: “I can gain information about nutrition, physical, and mental health related to FP.”

Finally, digital technology was not only perceived as a tool to access information about FP for the patients, but midwives also perceived it as a source of new information for them. An interviewee explained “even if I’m a midwife, I download Daleel Hamly application (ie, my pregnancy guide) when I get pregnant, as I find some new information I’ve never studied before.”

Convenience and Cost Efficiency

According to both providers and clients, digital tools were perceived as a convenient and cost-efficient method to promote FP as it can help women access FP-related information and answers their questions at any time based on their availability and free time. One client explained, “It would be great to obtain medical consultations through the websites while I am home, not worrying about leaving my children home alone.”

Moreover, technology can help women to connect with health care providers without having to go to the health care center, especially for those who may not be able to seek FP services at the centers due to distance or the lack or inability to pay for transportation. A participant explained, “I live 30 minutes away from the health center and takes me time to find a taxi or bus and costs me at least 3 Jordanian dinars.”

According to both providers and clients, technology can help women and their husbands decide about their preferred FP method before visiting the health care center, which may save both time and effort. A midwife said, “on the contrary, it would be useful if they were previously educated at home and they have already made up their minds before coming to the center to get the method.” A woman explained, “My husband and I can reach mutual agreement and understanding of the preferred method we want to use before coming to the center to get the method as this will reduce consultation time.”

Empowering Women

Most of the clients (Syrian refugees and Jordanian women) and providers perceived that digital technology can empower women because its information help women to convince their husbands to be involved in FP counseling sessions, especially if the husband cannot accompany women to counseling. Midwives explained that women can try to convince their husbands and in-laws of a certain method, especially if the husband cannot accompany women to counseling or if the midwives are embarrassed to explain the use of certain methods to the husband, by showing them a full explanation of it through a mobile app or website, as people tend to believe the information they find online. Clients and midwives stated that technology such as videos of teaching communication skills can teach women how to communicate with their husbands to seek FP services.

Additionally, midwives perceive that technological developments can increase the educated women’s awareness about the available FP methods by enabling them to access a variety of topics easily and by giving them the chance to share and discuss their opinions and make their own decisions. Another reason was provided by Syrian and Jordanian women who mentioned that mobile technology can empower them through informing them of ways to take good care of their physical and mental health, how to space between pregnancies, and what general information each woman must know about the reproductive health.

Concerns About the Use of Digital Technology

Despite the high level of acceptance and enthusiasm toward the use of technology for the purpose of FP, some study participants raised a number of concerns related to the quality and accuracy of information, the ability to use technologies, the need for advice from a health care professional, limited internet access, and limited health literacy.

Quality and Accuracy of the Information

Women clients had concerns that FP apps may not have sufficient or updated information. A participant said, “I need to make sure that the information listed is correct and up to date.” Another participant added, “There might be new types of FP methods or new types of pills and I don’t know about.” Furthermore, one of the biggest fears of some of the interviewed midwives is that the technological services may provide wrong information that is likely to scare women from seeking the FP methods (eg, rare side effects and impact of some methods on weight or infertility). In addition, some midwives were concerned that apps may not be developed in the right way, may not include sufficient information, or may not be monitored or supervised by experts. For example, they stated that the apps might include incorrect terminology or unclear sentences, especially those that are translated from one language to another, hence appearing untrustworthy.

eHealth Literacy

Both midwives and women raised the concern about sharing misinformation due to their inability to correctly understand and explain the concepts included in FP apps or websites. These problems can be linked to the eHealth literacy model[37], which entails 6 domains of literacy, including basic or functional literacy (ie, the ability to read a text); scientific, media, information (ie, the ability to understand scientific literature, how media work, and how information is shared and produced, respectively); health (ie, the ability to process and use health-related information on a specific topic to make decisions); and digital literacy (ie, the ability to use technology to seek information). eHealth literacy is closely linked to the level of education, which can be a barrier to interventions delivered through digital technology. Education plays a role especially among Syrian women, as, on average, their educational level is lower than that of Jordanian women. One Syrian participant
stated, “usually in Syria, girls get off married early before they complete their 8th grade,” so they drop-out from school at an early age, not completing their education. This, of course, means that some of these women will not be able to read and understand some textual information. For example, both clients and providers mentioned the problems related to functional literacy: one woman mentioned that “I am worried that I will not understand what is written”; several providers expressed concerns about the readability of the text included in the apps, noting that they had observed that women can speak well but are not able to read. Some other women mentioned problems of scientific and health literacy that were linked to the difficulty of understanding some medical terms. Additionally, both midwives and women expressed concerns about their ability to use technology, as not all clients have familiarity with apps and websites.

**Need for Advice From a Health Care Professional**

Some midwives were hesitant about the use of technology in the FP-related services, as one thinks that women tend to take advice from each other, even if they are wrong. Some midwives think that technology cannot replace face-to-face consultations by the midwives, as women trust the health care providers and their professional experience. As for the clients, some believe that they might not know which type of FP method is best for their body without consulting their midwives, as one participant said, “How can I tell if this type is good for me without consulting the midwife.”

In addition, 2 providers were concerned that digital technology apps would increase their workload by taking a longer time to counsel women. They believed women might have more questions about the many methods of FP after using apps, resulting in more time to counsel women on these additional methods.

Furthermore, it is important to know the medical history of each woman before giving her any advice regarding FP. A midwife working with Syrian women argued that technology may only provide a brief explanation of a certain medical condition, but not all of the smallest details and that it may not be able to warn the woman in case she needs an urgent medical intervention, including misunderstanding and information overlap, which may lead to making wrong decisions on FP. For example, a midwife working with Syrian women said, “Women may associate some of the side-effects presented through the technological services to the family planning method they use, even if the complications may be caused by other medical problems.”

When women were asked about risks and consequences that might be associated with the use of digital technology, specifically about gender-based violence, they all stated that no harmful risks or consequences are associated with using digital technology for FP. However, midwives perceive that being well-educated about FP methods through technology may cause the woman a lot of problems with her husband, as she will use the information to justify her personal decisions, even if they are thoughtless or inconsiderate (eg, abortion).

**Internet Access and Health Literacy**

According to clients and midwives, most women have smartphones and internet service, and they use social media platforms all the time which makes it easier and faster for them to obtain family information; a participant explained, “we all have smart phones and access to the internet … we can ask questions online and get answers.” Midwives perceive that women are curious in nature and they tend to ask questions and answer them, and they like to get medical consultations through the websites. For example, a midwife explained, “women tend to believe what technology tells them; when one asks a question through Facebook groups, a hundred reply with completely different answers. She then comes to the center telling me that I asked and got the answers myself ...” A midwife explained that, “Mobile phones are available for all people, and women living here like to know about the FP methods. In most cases, internet services are available; even if the woman’s financial situation is not that good, she usually has a mobile phone and an internet connection.” However, as one of the concerns, midwives and some women believe that the technological support may be limited due to technical errors or constant internet disconnection. A participant explained, “I worry that the internet cuts off during the time I need to have answers regarding family planning.” Besides, a midwife at a rural health care center mentioned that technology may not be effective in the less developed regions. As people are still strict against using mobile devices at home, women may still not know how to use mobile technologies due to their low educational level or the impact of the surrounding society. It is also possible that some women may even be unable to afford owning a mobile phone. A midwife stated, “Some regions are far from the services, and they are still strict somehow.”

**Ideal App or Website Characteristics**

The Jordanian and Syrian women and midwives described the ideal characteristics of a potential digital health app for FP. The needed and desired features mainly included visualizations and videos, being easy to understand, having a log-in feature (password protected) to maintain privacy, and free of charge accessibility.

**Ease of Understanding and Visualizations**

Most midwives thought that using digital health solutions for FP services will be highly and widely accepted by women under certain conditions. One major factor to take into consideration depends on the way of presenting and explaining information; a midwife explained that it will be more effective to use a simple language to be understandable by women of all educational and ideological levels. Most midwives reported that “video” is more effective than text as they believe some women are illiterate and they find videos catchy and more memorable. Some of the Jordanian and Syrian clients believed that information provided through videos is easier to understand and remember, especially for illiterate women, whereas others do not have issues with reading due to their high level of education. As we mentioned above, when talking about eHealth literacy, the level of education can be a barrier to interventions delivered through digital technology, especially among Syrian women, as, on average, their educational level is lower than that of Jordanian women.
women, as was stated by a Syrian participant “usually in Syria, girls get off married early before they complete their 8th grade,” so they drop-out from school at an early age. Hence, it is important to make sure that low literacy is considered. In fact, one client mentioned, “The website of mobile application should be presented with lots of visualization and videos, which will be more effective to understand and apply.” Another woman said, “I prefer watching a video because I am a visually oriented person.” However, some clients thought it would be a good idea to provide the information as both text and video to fit everyone’s taste. Some interviewees stated that videos are easier to use as they can pause or rewatch them when they are free, as noted by another participant, “I can watch the video any time I want and anywhere I am at.” A midwife also said, “women can watch the video in their free time or even listen to it while doing other tasks at home.” Some midwives added that women can show the videos to their husband or mother-in-law.

Privacy Concerns
When Jordanian and Syrian women were asked about the level of acceptance of digital technology for them and their husbands, all participants confirmed their acceptance. In fact, they stated that their husbands will not mind them accessing information online, if it is safe information, and no one can find out. This was noted by a participant: “my husband will make sure that no one except me and him know about using the mobile application.”

Some clients preferred using password-protected platforms to protect their privacy and prevent their children (especially young daughters) opening the app and reading information that is not appropriate for their age. A participant said, “If there will be videos explaining – how to use FP methods – then they prefer to have a login account.” Another participant explained, “I need to know that the application is secured by having a login account, so my daughter does not open it and read.”

Free Access
Many midwives believed that it is fundamental that many clients accept and utilize such services so that they become cost-effective. Apps and websites need to be free of charge so that anyone can access them, as some midwives lamented the fact that some clients would not pay to get FP-related services due to financial limitations.

Discussion
Principal Findings
This study provides a significant contribution to knowledge as it is the first to explore the perceptions of women from refugee and host communities and midwives in Jordan toward the potential use of digital technology for enhancing FP. Overall, the response of the Syrian and Jordanian women and midwives was positive. According to most of the participating women in our study, it would be ideal if FP was discussed and provided at every level of digital technology, especially through mobile apps and websites (or web applications).

Advantages of Digital Technology
The study participants perceived that digital technology may serve as means to increase awareness and knowledge related to the different FP methods and their physical and mental side effects. In this regard, several previous studies have supported the use of digital technology in FP. For example, a study conducted by Greenleaf et al. [38] showed that women who own a mobile phone were more likely to use modern FP methods compared with women who do not own one. Another study conducted in Bangladesh aimed to evaluate the effect of digital health package on FP knowledge and behavior through providing offline digital health training [39]. The findings showed improvement among women who received digital health package on FP regarding the choice of contraception, contraception method side effect, and management of side effects as compared with those without exposure at all. It was also found that prevalence of modern FP methods among women who received a digital health package on FP was high compared with those without exposure at all [39].

Another major advantage of digital technology is that it can aid the decision-making process and empower women. Almost all interviewed midwives and women (clients) agreed that digital and mobile technology could enable women and empower them to make informed decisions and can teach them how to make joint decisions with their husbands by following specific communication and bargaining skills and strategies. Several studies investigated the effect of digital and mobile technologies for FP on women empowerment and their influence on the decision-making process. A clustered randomized control trial conducted in Nigeria assessed the efficacy of the digital health tool ‘Smart Client’ on ideational and behavioral variables related to family [23]. The study researchers have found that the intervention group, which received regular mobile phone calls, showed improvements in the confidence level of women while discussing FP with a health care provider, and that women in this group tend to use modern FP methods more than those in the control group [23].

Concerns About Digital Technology for FP
When we asked the study participants whether the mobile technology would replace counseling services provided by midwives, the majority disagreed, but mentioned that it can be developed in conjunction with the available services provided at medical health centers. A study in Kenya indicated that mobile health (mHealth) alone was unable to improve contraception knowledge and use [40]. Nonetheless, previous studies concluded that appropriate use of the mobile technology needs biomedical screening and counseling, thus empowering selection of FP methods based on lifestyle and priorities of women [41].

Women are increasingly fascinated by using science-based mobile technology in contraception and family practices. However, most of the available mobile apps support natural FP methods [41]. A previous study aimed to evaluate smartphone apps that are designed to help users of FP methods to prevent unintended pregnancy [42]. Of the 218 apps identified in that study, 12 scored 50 out of 90 points on features and 15 out of 21 points on contraception and pregnancy prevention best practice. Moreover, 41% of the apps did not contain any...
information about modern FP methods, and 21% contained information about 1 method only, with only half of the apps that briefed about modern contraception methods providing instructions for using FP methods [42]. Hence, digital health interventions should be aimed at modifications in behavior and shifts to new practices such as moving away from paper-based systems to digital methods [1]. Recently, the WHO has issued a guideline that provides 10 evidence-based recommendations on digital health interventions focusing on factors that influence the feasibility and acceptability of implementing digital health technologies, especially in low-resource settings, and taking into account gender, equity, and human rights issues [1]. Therefore, health care providers are encouraged to follow this useful WHO guideline when developing or implementing digital health interventions. At the same time, we believe that researchers should carefully design interventions taking into account the different levels and domains of literacy that pertain to the eHealth literacy model [37]. In our study, both clients and providers mentioned the need to provide content in a visual format, catering for participants with low literacy levels, and to make it available in an easy-to-use format. Curating content and making sure the information is accurate and correct are also fundamental elements of digital interventions for FP, which can avoid the diffusion of misinformation and disinformation (myths and wrong beliefs) about FP [43].

Ideal Apps or Websites

Based on the opinions shared by our study participants, mobile apps for FP should complement—not substitute—the information and services available, linking clients to providers. The information should be accurate, easy to understand, and verified by professionals. The apps or web services should be easy to use, based on videos or a combination of visual and textual information, accessible without the internet, and password protected. These services should be free of charge.

Strengths and Limitations

This qualitative study has several strengths. On one hand, the narratives included the perceptions of women and midwives to ensure triangulation of data and maximize the credibility and trustworthiness of the results. On the other hand, the researchers who conducted the data collection and analysis had vast experience in qualitative research methods. As for the limitations, as with most qualitative research designs, the study findings cannot be generalized to a wider population especially because we only included 2 governorates in Jordan. However, the study findings offer in-depth insights into personal and contextual factors affecting digital technology use for enhancing FP in Jordan.

Conclusions

As perceived by midwives and women, incorporating digital technology in FP services can be feasible, cost-effective, well accepted, and potentially beneficial in increasing woman’s awareness regarding the FP methods and their side effect. It also may improve shared decision-making process among Jordanian couples. Therefore, digital technologies are recommended to address the challenges faced in health system and to improve both the coverage and quality of FP services and practices.
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Abstract

Background: Health professionals initiating mobile health (mHealth) interventions may choose to adapt apps designed for other activities (eg, peer-to-peer communication) or to employ purpose-built apps specialized in the required intervention, or to exploit apps based on methods such as the experience sampling method (ESM). An alternative approach for professionals would be to create their own apps. While ESM-based methods offer important guidance, current systems do not expose their design at a level that promotes replicating, specializing, or extending their contributions. Thus, a twofold solution is required: a method that directs specialists in planning intervention programs themselves, and a model that guides specialists in adopting existing solutions and advises software developers on building new ones.

Objective: The main objectives of this study are to design the Experience Sampling and Programmed Intervention Method (ESPIM), formulated toward supporting specialists in deploying mHealth interventions, and the ESPIM model, which guides health specialists in adopting existing solutions and advises software developers on how to build new ones. Another goal is to conceive and implement a software platform allowing specialists to be users who plan, create, and deploy interventions (ESPIM system).

Methods: We conducted the design and evaluation of the ESPIM method and model alongside a software system comprising integrated web and mobile apps. A participatory design approach with stakeholders included early software prototype, predesign interviews with 12 health specialists, iterative design sustained by the software as an instance of the method’s conceptual model, support to 8 real case studies, and postdesign interviews.

Results: The ESPIM comprises (1) a list of requirements for mHealth experience sampling and intervention-based methods and systems, (2) a 4-dimension planning framework, (3) a 7-step-based process, and (4) an ontology-based conceptual model. The ESPIM system encompasses web and mobile apps. Eight long-term case studies, involving professionals in psychology, gerontology, computer science, speech therapy, and occupational therapy, show that the method allowed specialists to be actual users who plan, create, and deploy interventions via the associated system. Specialists’ target users were parents of children diagnosed with autism spectrum disorder, older persons, graduate and undergraduate students, children (age 8-12), and caregivers of older persons. The specialists reported being able to create and conduct their own studies without modifying their original design. A qualitative evaluation of the ontology-based conceptual model showed its compliance to the functional requirements elicited.

Conclusions: The ESPIM method succeeds in supporting specialists in planning, authoring, and deploying mobile-based intervention programs when employed via a software system designed and implemented according to its conceptual model. The
ESPIM ontology–based conceptual model exposes the design of systems involving active or passive sampling interventions. Such exposure supports the evaluation, implementation, adaptation, or extension of new or existing systems. 
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**Introduction**

Many factors impact the adoption of mobile health (mHealth) tools by professionals and their target population, as observed in Australia [1], Canada [2], USA [3,4], and in Europe [5,6]. As an example, clinicians’ concerns when considering an mHealth tool include usefulness, ease of use, compatibility, technical issues, content, personalization, convenience, strict data privacy, workload, workflow, communication, management support, and policies [7-9]. Such themes align with those highlighted by Chinese public hospitals’ managers [10], including perceived ease of use, system security and reliability, top management support, and government policy.

Toward employing mHealth interventions, professionals can generally choose among 3 options: using apps designed for other activities such as peer-to-peer communication, using purpose-built apps specialized in the required intervention, or using apps based on methods such as the experience sampling method (ESM) [11-13], and its descendent ecological momentary assessment (EMA) [14], including those exploring just-in-time adaptive interventions (JITAIs) [15]. The first alternative allows professionals to adapt their protocols to take advantage of popular apps [16] and to employ conventional SMS text messaging usually available to the underprivileged [17-19]. However, because interventions may require sending or collecting multiple types of questions and media and demand careful planning [20], deploying nonspecialized apps demands both adaptations in the protocol and overcoming obstacles when monitoring progress.

The second alternative led to the design of a wide range of mHealth-specialized apps [21-24] that enable reproducing interventions accurately. Their design engenders a dependency relationship between specialists and software developers. Moreover, specialized apps have little potential for reuse.

The third alternative involves using apps based on methods such as the ESM and EMA, as in the works surveyed by van Berkel et al [25]. Examples include studies [26-30] that employed the LifeData [31], the movisensXS [32], or the Mobile EMA [33] systems based on data collection methods. Additionally, ecological momentary interventions (EMIs) or JITAIs support interventions involving contextual data used for personalization according to users’ needs [15,34,35].

In a complementary approach, if professionals were able to create their own apps [36], they could focus on the methodological processes of their work. While the ESM methods offer important guidance, current systems [31-33] do not expose their design at a level that promotes replicating, specializing, or extending their contributions as demanded in many areas. Thus, a twofold solution is required: a method that directs specialists in planning an mHealth intervention program themselves, and a model that guides specialists in adopting existing solutions while advising software developers on building new ones.

The 2 main objectives of this study are to design the Experience Sampling and Programmed Intervention Method (ESPIM), formulated toward supporting specialists in deploying mHealth interventions, and the ESPIM model, which guides specialists in adopting existing solutions and advises software developers on how to build new ones. A subsidiary goal is to conceive and implement a software platform allowing specialists to be users who plan, create, and deploy interventions (ESPIM system).

**Methods**

**Overview**

For designing the mobile-based ESPIM method, we adopted an iterative approach of co-design considering the participatory design practices [37,38]. Besides continuous review of state-of-the-art literature, the procedures adopted encompass early software prototype and predesign interviews with health specialists, iterative design sustained by a software system, support to real case studies, and postdesign interviews (Figure 1). The evaluation of ESPIM software employed the heuristic evaluation method [39] (see Textbox SM1 in Multimedia Appendix 1), usability tests [40] (see Textbox SM2 in Multimedia Appendix 1), the Semantic Differential Scale [41] (see Textbox SM3 in Multimedia Appendix 1), and the User Experience Questionnaire (UEQ) [42] (see Textbox SM4 in Multimedia Appendix 1).
The methods used in this study were approved by the Brazilian Research Ethics Committee under case number 57875016.3.0000.5390. Study participation was voluntary and respected anonymity.

**Recruitment**

Users were involved in the participatory design as specialists or target users. In the case of specialists, they form a convenience sample recruited via email at nearby research departments. Specialists took part as intervention planners; inclusion criteria were being a health or education professional and experience in planning and delivering interventions. Education specialists participated as educational issues are part of eHealth [43] and corresponding interventions influence, among others, socialization, cognitive support, and mental health [44-46].
Regarding the target users who participated in the case studies, specialists handled their recruitment as they were participants in their interventions.

The study also had the contribution of specialists in human–computer interaction (HCI). They were recruited via email from nearby research departments and software companies. Inclusion criteria were background in HCI and experience in conducting heuristic evaluations.

Professional designers, specialists in user interface (UI) and user experience (UX), were also recruited to design refined interfaces and validate them after the implementation. They were recruited via email from nearby software companies.

**Participatory Design**

**Evolution of ESPIM**

Following a participatory design approach, the ESPIM method evolved according to requirements gathered from literature reviews, interviews, prototyping, and implementation of software instances of the associated model, and gradual usability evaluations (Figure 1). As observed by Byambasuren et al [47], usability is a main barrier for prescription and adoption of mHealth apps, especially for older people. To overcome these barriers, usability and UX were evaluated through empirical and inspection-based evaluations, which provided new requirements and detailed existing ones [48-51].

**Interview (Predesign)**

During requirement collection, specialists of different domains participated in semistructured interviews (Figure 1C and Multimedia Appendix 2) to discuss their needs in carrying out remote data collection and interventions, to answer a survey of the difficulties they faced in data collection and interventions, to present the system prototype as a potential solution, and to collect requirements. These professionals worked, among others, with children and adults with typical and atypical development, older people, pregnant women, and individuals with motor impairments. All participants conducted academic research in their areas. They were individually interviewed at their workplaces (by IZ and KRHR). Each meeting lasted 1 hour and 30 minutes on average. Interviews were performed with all participants who accepted the invitation.

**First Heuristic Evaluation (App Prototype)**

Four HCI specialists (Figure 1D), 2 researching usability for older people and 2 accessibility, conducted the first heuristic evaluation of the mobile interface of the ESPIM app prototype (question based at the time) [49]. The session lasted 24 hours so specialists could evaluate the 4 daily temporal triggers besides initiating the program themselves. The questions were related to daily routines and aimed to connect the trigger time with locations, daily activities, information technologies used, and ongoing activities.

**First Usability Test (Web Application Prototype)**

The first usability test performed on the web interface of ESPIM prototype (Figure 1F) aimed at answering: Do the specialists clearly understand what is the system and its purpose? Do the specialists face difficulties creating intervention programs using the system? Are the specialists able to complete all stages of creating intervention programs, including the setup phase? The test protocol (see Textbox SM5 in Multimedia Appendix 1) evaluated the understanding and the performance of the prototype from the point of view of health specialists using the metrics task execution time, number of steps to complete tasks, number of completed tasks, number of errors, and overall satisfaction.

We provided a hypothetical scenario Geriatrician outlining the tasks conducted by a specialist (geriatrician) who plans an intervention program to an older person with cognitive impairment who is attended by a caregiver (see Table SM1 in Multimedia Appendix 1). The scenario comprises 8 tasks requested of the older person, who is aided by the caregiver if needed. We specified the most complex task as a diagram (see Figure SM1 in Multimedia Appendix 1).

**Checklist**

The UI/UX designers who designed graphical interfaces executed a checklist-based evaluation (Figure 1J). Upon interacting with the system, they enlisted improvements.

**Heuristic Evaluation**

HCI specialists performed an inspection-based evaluation on the web application interface (Figure 1L1). The evaluators received an email with instructions, a task checklist, links, and files. The links led to the informed consent form, a profile survey, and to the ESPIM web application. The files contained instructions on how to conduct the evaluation, a template for reporting issues identified along with the corresponding heuristics, and the hypothetical scenario Geriatrician, comprising the tasks to be analyzed (see Table SM1 in Multimedia Appendix 1). After individual inspections, the evaluators met to discuss the problems found in the interface and produced a consolidation report.

The second heuristic evaluation of the mobile app followed the same protocol, using the same files (Figure 1J3). Additionally, the evaluators received the app installation file which included an intervention program and corresponding task checklist of the hypothetical scenario Nutrition. Four evaluators inspected the app performing 6 tasks: install, initiate and give the permissions requested by the ESPIM app, log in with your Google account, start the “Nutritional Data Collection” intervention program and navigate through all screens planned by the nutritionist, explore the app settings, and disconnect from the app.

**Second Usability Test (Web Application) and Interview (App)**

The second usability test on the web application (Figure 1L1) and the interview about usability and interaction aspects of the mobile app (Figure 1L2) were conducted at the same time. The questions and the protocol were those used in the first usability test.

For testing the web application, we provided the scenario “Monitoring and evaluating the performance of the older people in digital literacy courses through remotely programmed interventions” (see Table SM2 and Figure SM2 in Multimedia Appendix 1).
Appendix 1). Aspects of the web interface elements evaluated were ease of use, memorization, easiness to “undo” actions, learnability during use, intuitiveness, feedback/error messages, information organization, arrangement of interface elements, available features, and interface design. Participating specialists answered a 7-point Likert scale (1=“Awful” to 2=“Excellent”) for each aspect. The specialists also provided a self-evaluation of their performance using the system by responding to 7 affirmative sentences using a 5-point Likert scale (1=“Strongly agree” to 5=“Strongly disagree”): I easily completed the required tasks, I completed the tasks rapidly and efficiently, I would need someone’s support to use the system, I felt more productive during the interaction with the system, I easily found the information and functionalities that I needed, I needed to thoroughly think or remember before completing the tasks, and I would recommend the system to other people.

The specialists had previous experience as instructors or tutors in mobile digital literacy courses for elderly individuals (Figure 1H2) as part of the Case Study ElderlyDL (Table 1). They were interviewed regarding their learning while observing older people interacting with the app and commonly reported complaints. The questions asked were “Which errors or infrastructure problems were found? Which devices did not work? Which frustrations were observed while older people interacted with the app? For each type of task: What were the main difficulties of the older people? What were the issues? What could be better? What is good and should not change?”

Table 1. Eight case studies.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Specialists involved</th>
<th>Participants</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS-ASDParents</td>
<td>2 psychologists; 1 computer scientist</td>
<td>3 families (3 children with autism spectrum disorder and 3 parents)</td>
<td>Promoting engagement in educational activities between children diagnosed with autism spectrum disorder and their parents.</td>
</tr>
<tr>
<td>CS-ElderlyDL</td>
<td>3 gerontologists, 2 computer scientists, 1 psychologist, 1 statistician</td>
<td>365 older people (age 60+)</td>
<td>Supporting mobile digital literacy courses for elderly.</td>
</tr>
<tr>
<td>CS-ClassTutors</td>
<td>1 gerontologist, 1 computer scientist</td>
<td>12 tutors (graduates/undergraduate students)</td>
<td>Analyzing elderly digital literacy courses using tutors’ feedback.</td>
</tr>
<tr>
<td>CS-MediaParcels</td>
<td>1 psychologist, 1 computer scientist</td>
<td>1 family (1 father and 2 children); 3 elderly friends (age 60+)</td>
<td>Encouraging multimedia interventions to promote social connection among elderly.</td>
</tr>
<tr>
<td>CS-SpeechTherapy</td>
<td>1 speech therapist</td>
<td>5 children (age 8-12)</td>
<td>Deploying speech therapy homework for children.</td>
</tr>
<tr>
<td>CS-OPCaregivers</td>
<td>1 occupational therapist</td>
<td>30 caregivers of older people</td>
<td>Providing informative contents for caregivers of elderly with dementia.</td>
</tr>
<tr>
<td>CS-OPStorytelling</td>
<td>2 computer scientists, 1 gerontologist</td>
<td>15 older people (age 60+)</td>
<td>Enabling the creation of digital storytelling by seniors.</td>
</tr>
<tr>
<td>CS-StoryReading</td>
<td>1 psychologist</td>
<td>45 children (age about 10)</td>
<td>Developing digital stories for children with reading disabilities.</td>
</tr>
</tbody>
</table>

Case Studies

Overview and Approval

The ESPIM method evolved supporting real case studies conducted by specialists (Figure 1) who used the method via the associated ESPIM system to manage interventions with their populations of interest [52,53]. These case studies are part of the empirical evaluations of the ESPIM system (Table 1).

Each case study was submitted and approved by the Brazilian ethics committee and all data were anonymized. Their common study protocol included the following: signing an informed consent form, filling out a pretest profile survey, filling out a posttest questionnaire about the interaction experience, and participating in a semistructured interview at the end of the study. Each specialist applied specific evaluation forms of their respective fields to analyze the results of their studies.

Case Study ASDParents

The case study ASDParents studied engagement in educational activities between children with autism spectrum disorder and their parents (Figure 1H1). Parents were instructed to conduct at least one out of three planned educational activities at home with their children, once a day, during the 6 weeks: the first 3 weeks used conventional paper-based written instructions, whereas the last 3 employed ESPIM. Psychologists employed ESPIM to send text and video tasks and to monitor task accomplishment and performance. All children studied at a Brazilian nongovernmental organization with a 2-hour/week workload. Three families (3 children and 3 parents) participated [54].

Case Study ElderlyDL

The case study ElderlyDL offered mobile digital literacy courses to older people (Figure 1H2). Computer science, psychology, and gerontology specialists employed the web application to design intervention programs as homework for the older people, who received and responded to the tasks via an app. During 13 weeks, the app sent, on weekdays, a notification around 7 pm alerting about the homework. The study involved 365 older people [48,50,55].

Case Study ClassTutors

Case study ClassTutors collected feedback from tutors assisting 3 instructors providing digital literacy courses for older people (Figure 1N1). The tutors were undergraduate and graduate students. One instructor (gerontologist) used the web application to guide tutors in evaluating the effectiveness of the classes and...
identifying situations of stress or struggle. The app sent 1 notification asking for feedback after the weekly class, the intervention being available throughout the week. A total of 12 tutors participated in this study for 4 months.

**Case Study MediaParcels**

In the Case study MediaParcels (Figure 1N2), 1 psychologist employed ESPIM as a multimedia exchange tool to investigate the impact of social interventions among older people and their connections. The specialist designed interventions to encourage participants to share self-revelations and media with affective content. The psychologist requested content from 1 participant, annotated the content with the meaning embedded in the original request, and forwarded it to the participant’s connections. One study involved family members (father and 2 children) and another study involved 3 elderly friends. Both studies lasted 2 weeks [56].

**Case Study SpeechTherapy**

The case study SpeechTherapy was applied in the clinical context of speech therapy (Figure 1N3). The specialists planned reading, writing, and comprehension tasks to complement activities conducted at the clinic. They applied remote interventions with 5 patients (aged 8-12 years) with reading or writing issues. Five children participated in the 5-month case study.

**Case Study OPCaregivers**

The case study OPCaregivers delivered information to caregivers of older persons with dementia toward guiding and qualifying the care provided (Figure 1N4). One occupational therapist created interventions to present information related to feeding, personal hygiene, guidelines for maintaining a structured and stimulating routine, and tips for managing behavioral symptoms. Thirty caregivers participated in the 5-month case study.

**Case Study OPStorytelling**

The case study OPStorytelling employed ESPIM interventions to guide the creation of video stories by users with little experience in producing digital content, especially older people (Figure 1P1). One specialist used ESPIM to create interventions as “storytelling scripts” that combined requests for text, video, image, and audio assets. A dedicated service, integrated into the ESPIM software, received the media assets, generated the corresponding video, and uploaded it to a YouTube private channel. This study employed 2 workshops to teach 15 older people to produce video-based narratives [57].

**Case Study StoryReading**

In the case study StoryReading, a specialist in psychology used the ESPIM system as a tool to create instructional programs in the form of text-based stories, augmented with images and animations (Figure P21). The target users were children with reading difficulties. The goal was to improve reading comprehension by delivering stories integrated with questions and corresponding interactive feedback.

**Interview (Postdesign)**

A member of the ESPIM team (BCRC) interviewed the specialists after their studies (Figure 1R). The specialists responded to a semistructured 2-part interview: area of expertise and related studies, and how they modeled interventions in their studies. The latter aimed to elicit how specialists designed, delivered, and monitored interventions using the ESPIM system.

**Results**

**User Statistics**

Predesign interviews (Figure 1C) involved 12 health specialists: 5 psychologists (4 specialized in special education and 1 in behavioral psychotherapy), 3 nurses (1 specialized in public health, 1 in health sciences, and 1 in mental health), 2 physicians (1 specialized in obstetrics and gynecology and 1 in psychiatry, geronto-psychiatry, and neurology), 1 physiotherapist (observer in neuropsychiatrics), and 1 occupational therapist (specialized in public health).

The first heuristic evaluation of the mobile app (Figure 1D) was conducted by 4 HCI specialists (2 specialized in usability for the older people and 2 in accessibility).

The first web application usability test (Figure 1F) involved 5 psychologists (3 specialized in special education; 1 in science, technology, and society; and 1 in biology). The checklist-based evaluation was realized by 2 UI/UX designers (Figure 1J1).

The heuristic evaluation of the web application (Figure 1J2) and the second heuristic evaluation of the mobile app (Figure 1J3) involved 4 HCI specialists: 1 inexperienced (never performed this kind of evaluation), 1 had intermediary experience (conducted 3 evaluations), and 2 were experienced (executed more than 3 evaluations).

The second usability test of the web application (Figure 1L1) and the interview about usability aspects of the app (Figure 1L2) were performed, in the same session, with 5 gerontologists and 1 occupational therapist.

Postdesign interviews (Figure 1Q) involved 8 specialists: 2 psychologists, 2 gerontologists, 1 occupational therapist, 1 speech therapist, and 2 computer scientists who offered digital literacy courses for older persons in collaboration with one of the gerontologists.

Target users who took part in the interventions via the ESPIM mobile app included 431 older persons, 30 caregivers of older persons, 5 children, 12 undergraduate/graduate students, and 3 families with children with autism spectrum disorder (Table 1).

**Participatory Design**

**Overview**

The ESPIM comprises (1) a list of requirements for mHealth experience sampling and intervention-based methods and systems, (2) a 4-dimension planning framework, (3) a 7-step-based process for planning interventions, and (4) an ontology-based conceptual model. The ESPIM system and the cases study reports complement the contribution.
**ESPIM’s Functional Requirements**

The functions demanded from ESPIM were elicited using literature review, predesign interviews, iterative prototyping, and postdesign interviews. The resulting functional requirements (Table 2) concern creating and managing (1) the “intervention programs,” (2) the “persons” involved as observers and participants, (3) the “events” constituting the program and comprising triggers and tasks, (4) the “active tasks” specialists request to target users, (5) the use of “sensors” to capture data or trigger tasks, or both, and (6) the access to the “results.”
Table 2. Functional requirements (FRs) for ESPIM.

<table>
<thead>
<tr>
<th>FR</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Intervention program</strong></td>
</tr>
<tr>
<td>FR01</td>
<td>Enable creation, management, and reuse of intervention programs.</td>
</tr>
<tr>
<td>FR02</td>
<td>Enable definition of open or fixed beginning and ending dates for programs.</td>
</tr>
<tr>
<td>FR03</td>
<td>Enable organization of programs into phases composed by different events.</td>
</tr>
<tr>
<td></td>
<td><strong>Person</strong></td>
</tr>
<tr>
<td>FR04</td>
<td>Enable registration and management of observers.</td>
</tr>
<tr>
<td>FR05</td>
<td>Enable registration and management of participants.</td>
</tr>
<tr>
<td>FR06</td>
<td>Enable collaborative management of programs.</td>
</tr>
<tr>
<td>FR07</td>
<td>Provide user authentication/authorization with roles and permissions.</td>
</tr>
<tr>
<td>FR08</td>
<td>Enable multiple associations among participants and programs.</td>
</tr>
<tr>
<td>FR09</td>
<td>Enable creation of contact lists related to privacy control.</td>
</tr>
<tr>
<td>FR10</td>
<td>Enable the association of relationships among participants (eg, communication).</td>
</tr>
<tr>
<td>FR11</td>
<td>Enable importing participants’ data from external sources.</td>
</tr>
<tr>
<td></td>
<td><strong>Event</strong></td>
</tr>
<tr>
<td>FR12</td>
<td>Enable creation of active tasks and sensor-based sampling.</td>
</tr>
<tr>
<td>FR13</td>
<td>Enable the association of triggers to events.</td>
</tr>
<tr>
<td>FR14</td>
<td>Enable configuration of intrusiveness level in triggers.</td>
</tr>
<tr>
<td>FR15</td>
<td>Provide trigger types: self- and specialist-initiated, temporal, contextual, random.</td>
</tr>
<tr>
<td>FR16</td>
<td>Enable definition of triggers’ timeout.</td>
</tr>
<tr>
<td>FR17</td>
<td>Enable color-coding events.</td>
</tr>
<tr>
<td>FR18</td>
<td>Enable annotations and follow up via participant’s app interface.</td>
</tr>
<tr>
<td>FR19</td>
<td>Enable configuration of triggers disabling when a condition is fulfilled.</td>
</tr>
<tr>
<td>FR20</td>
<td>Enable configuration of alert to inform when a participant did not answer a trigger.</td>
</tr>
<tr>
<td>FR21</td>
<td>Enable configuration of alert to inform when a participant answered a trigger.</td>
</tr>
<tr>
<td>FR22</td>
<td>Enable configuration of triggers rescheduling when a condition is satisfied.</td>
</tr>
<tr>
<td>FR23</td>
<td>Enable configuration of alert to inform of a specific answer (eg, risky behavior).</td>
</tr>
<tr>
<td>FR24</td>
<td>Enable configuration of automatic processing of responses (eg, condition based).</td>
</tr>
<tr>
<td></td>
<td><strong>Active tasks</strong></td>
</tr>
<tr>
<td>FR25</td>
<td>Provide active tasks type message, question, media request, and external app launch.</td>
</tr>
<tr>
<td>FR26</td>
<td>Enable active tasks containing multimedia stimuli and emphases-enriched text.</td>
</tr>
<tr>
<td>FR27</td>
<td>Provide open-ended, multiple/single-choice (including pictures as choices) questions and scales (eg, Likert, sorting scale, grid).</td>
</tr>
<tr>
<td>FR28</td>
<td>Enable definition of mandatory active tasks.</td>
</tr>
<tr>
<td>FR29</td>
<td>Enable configuration of interaction flows (skip, branch, and loop).</td>
</tr>
<tr>
<td></td>
<td><strong>Sensor-based sampling</strong></td>
</tr>
<tr>
<td>FR30</td>
<td>Enable configuration of sensor-based sampling while interacting with active tasks.</td>
</tr>
<tr>
<td>FR31</td>
<td>Enable definition of time intervals for sensor-based sampling.</td>
</tr>
<tr>
<td>FR32</td>
<td>Enable configuration of automated sensor-based sampling.</td>
</tr>
<tr>
<td>FR33</td>
<td>Enable sampling from software- or hardware-based sensors (eg, mobile and wearable devices, accessories, home sensors).</td>
</tr>
</tbody>
</table>
**ESPIM 4-Dimension Planning Framework**

Defined upon the requirements, an ESPIM intervention program involves 4 dimensions: program, person, event, and sensor. The program dimension comprises the intervention program as a whole, and characterizes general intervention settings, such as name, definition, description, goals, duration, and, in research-based situations, its experimental design.

(Figure 2). The *program* dimension comprises the intervention program as a whole, and characterizes general intervention settings, such as name, definition, description, goals, duration, and, in research-based situations, its experimental design.

(Figure 2). ESPIM Intervention dimensions: Program, Person, Event and Sensor.

The *person* dimension comprises the specialists in charge of the program and their target users, also called participants. Both professionals and researchers may work with collaborators who require distinct access control levels. Moreover, establishing target users is a key aspect of an intervention. In analytical work, the number of participants and their characterization are crucial, while individualized interventions and use case scenarios may demand the participation of other individuals (eg, parents, caretakers, partners). Relationships between participants and...
these connections, along with delimited data sharing, might be considered in the program.

The protocol dimension comprises features provided by mobile technologies, aggregating the flow(s) that constitute the intervention along with the corresponding time- or sensor-based triggers. Finally, the sensor dimension allows expressing sensor-based support both for data collection and for triggering events.

**ESPIM 7-Step-Based Process**

**Overview**

ESPIM directs specialists in iteratively planning a mobile-based intervention program (Figure 3). The 7-step-based process suggests first identifying the intervention program by a name and defining its overall duration (Figure 3A), followed by the identification of who will have access to the planning procedures (Figure 3B) and who the target users are (Figure 3C). The intervention program is then defined in terms of 1 or more events (Figure 3D) which combine triggers to sampling procedures formulated as active tasks (Figure 3E) or sensor-based sampling (Figure 3F). Once the intervention program is deployed, specialists monitor participant’s interaction and data collected (Figure 3G). These procedures are detailed next along with the corresponding requirements (Table 2).

**Figure 3.** ESPIM 7-step process.

An intervention program may be designed and structured to be applied in separate stages or phases delimited by time or other completion conditions (FR03).

**Observers: Persons Who Have Access to the Planning Procedures**

The second step is to register other specialists with access to the program (FR04 and FR06). This enables cases in which an intervention program is collaboratively designed or deployed, or both, by more than 1 specialist. Specialists that are responsible to manage intervention programs are called observers, and the optional step “observers” (Figure 3B) is employed when collaborators other than the one creating the
intervention program should have access to its specification and results.

Participants: Persons Who Receive the Intervention Tasks via Their Mobile Device

The third step (Figure 3C) is to register the target users (participants) of the program (FR05). However, the actual target users may not have been determined when the intervention program is initially designed. Moreover, an intervention program may be designed to be reused with different participants at distinct times. Thus, when first creating the intervention program, the observer may not include real target users. Clearly, defining a participant is mandatory for deploying an intervention program. One strategy adopted by specialists in the case studies we report was to include themselves as participants, allowing them to test the intervention program before deployment by assuming a participant role (FR07).

Observers may include 1 or more target users in 1 or more programs (FR08). This characteristic is essential to provide flexibility to personalize programs for individualized monitoring or to monitor groups of target users. Specialists register participants’ contact information and aliases targeting users’ privacy (FR09).

Another type of participant represents persons having relationships to target participants, such as family members or caretakers, with whom specialists may interact. Thus, a requirement is support for relationship among participants and associating different events with distinct participant roles in the relationship, which should be personalized according to each case (FR10).

Finally, specialists may use existing information systems to import participants’ data valuable to intervention planning. Therefore, a service-based approach should be considered for third-party system integration and information exchange (FR11).

Event(s): What Sets of Tasks Are Triggered, and When, in the Participant’s Smartphone

An intervention program consists of 1 or more intervention events executed along a time frame. Each event (Figure 3D) is identified by a name which is used for reference within the intervention program itself or in other programs, warranting reuse of events in particular, additionally to the reuse of programs (FR01).

To each event, the observer associates a set of tasks to be put into effect in the participant’s mobile device. The actual tasks are defined by means of an active set (Figure 3E) or via sensor-based sampling (Figure 3F), or both (FR12). In the first case, participants respond explicitly to a task, for instance, by answering a question or capturing a video. In the second case, data are gathered passively from the participant’s smartphone, for instance, via sensors or automated logging routines.

Further, to each event the observer associates 1 or more triggers specifying the times in which event’s tasks are to be executed in the participant’s mobile device (FR13). This implies that, at the times planned by the specialists, the participant’s smartphone receives a notification corresponding to the event. If the notification triggers a flow of active tasks (ie, intervention flow), a notification is presented in the participant’s device at the level of intrusiveness specified (FR14); when the participant responds to the notification, the mobile app allows the participant to interact with the intervention flow. In cases in which the notification triggers a sensor-based sampling routine, the corresponding sensor or automated routine is executed.

Triggers should be of diverse types besides being time based (FR15) and should be associated with a timeout (FR16). Specialist-initiated triggers allow observers to launch tasks on their own initiative. Self-initiated triggers are necessary when specialists opt to allow users to execute an event at their own initiative by starting the mobile app themselves at any time. A random trigger is appropriated when specialists demand the event to start at unconventional times without a predetermined pattern. A contextual trigger is set off when a particular situation occurs, such as one defined by rules involving 1 or more conditions associated with physical sensors (eg, global positioning system coordinates or heart rate monitor) or software-based data (eg, agenda). In any case, the specialist may indicate that different events are of distinct types by using coding such as different colors (FR17). Moreover, an event that has been already completed may be indicated as such in the mobile app, along with other information that allows participants to be aware of their status in the intervention (FR18).

Furthermore, how a participant reacts to a trigger may be an important aspect to some studies; for instance, a trigger may need to be rescheduled or the observers should receive an alert when a participant did not answer (FR19-FR24). Contextual triggers (FR15) and automatic responses processing (FR24) are essential requirements if specialists consider ecological assessment for adaptive interventions (EMA and JITA).

Intervention(s): What Flow of Tasks Are Explicitly Demanded via Participants’ Devices

An intervention flow (ie, active set; Figure 3E) is specified by the observer (FR12) to be presented to the participant via a mobile app in a customizable flow of active tasks (FR25). An active task is an intervention-based component that may contain 1 or more multimedia stimuli allowing, among others, sending instructions and requesting information; text-based stimuli should support emphasis including bold and italics (FR26). A question is a type of active task which comprises different formats (FR27) and they may be mandatory or not (FR28). One type of question, single-choice question, allows associating a different flow with each of the alternatives defined, as a result, conditional parallel flows (FR29). An active task may interact with a third-party mobile app, for both activating that app with customized configuration and collecting data resulting from its execution (FR25). An active set may also trigger a passive collection of sensor data without the need for an explicit user intervention (eg, capturing the face expression during the task; FR30).

Passive Sampling: What Information Will Be Collected Without Explicitly Asking the User

Passive sampling is needed when the design of the intervention program makes use of passive data collection without interrupting the participant (Figure 3F). This can be initiated via the configuration of temporal intervals (FR31) or of
automated sensor or software-based data collection (FR32), or via association with an active set (FR30). The collection may use sensors and software executing in devices other than the participant’s smartphone such as wearable devices, accessories, and home sensors (FR33).

Passive sampling may be executed without an associated active set, as illustrated by Harari et al [58] when collecting data from sensors and logs. When this is the case, the observer specifies the sensors to be used as well as the conditions and the intervals of the collection.

**Results: When and How Participants Participated in the Intervention Program?**

In some interventions, specialists demand monitoring how participants engage in the program to measure its impact or to adjust the intervention according to users’ behavior and responses, or both (FR34 to FR37). When this is the case, observers need access to follow-up components which give access to results (Figure 3G). Another type is that in which specialists design an intervention program to provide information or to send instructions to participants, as is the case with tutorial apps or self-care apps [59]. When this is the case, the specialists do not need information on how and when users interacted with the program, which demands the follow-up procedure to be optional.

**ESPIM: Ontology-Based Conceptual Model**

Our study contributes to a conceptual model (Figure 4) guiding specialists in adopting existing software platforms or building new ones along with a software development team. We represent the conceptual model using an ontology given its wide adoption [60-64] and description power [65].

In the ESPIM ontology, the **Person** class represents observers (specialists) and participants (target users). The person concept may retrieve data from existing information systems using a unique key (eg, email). Participants may have relationships with 1 or more users in the system (eg, child, caregiver, partner).

The **Program** class represents an intervention program that encompasses a set of events that defines sets of active tasks or sensor data sampling (sensor-based sampling). Observers manage programs individually or collaboratively.

The **Event** class represents personalized or standardized intervention events applied by observers. An event comprises sets of tasks (active set) or sensor data sampling (sensor-based sampling). Observers manage programs individually or collaboratively.

The **Sensor** class represents tasks achieved via sensor-based sampling, which may demand continuous and unobtrusive data collection at defined time intervals. An active set can be associated with sensor-based sampling occurring while the participant performs the tasks. Events initiate according to defined trigger conditions (in **Trigger** class).

The **Trigger** class encompasses trigger conditions and an overall set up that determines when and how an event is triggered. A trigger can hold the following features: self-initiated, temporal, contextual, random/reason, and specialist-initiated trigger. A self-initiated trigger allows target users to start an event, a temporal trigger schedules events based on time and dates, a contextual-based trigger considers context information obtained by sensors or by device usage, and random/reason-based triggers randomly deliver a defined number of intervention events during...
a period. Observers may control triggers remotely. A trigger setup indicates notification timeout and obtrusiveness level.

The **Active Task** class corresponds to the delivery of stimulus that requires an interactive response. An active task contains at least one media stimulus (e.g., text, image, audio, video). In the model, an active task comprises 4 types of stimuli: read message, question, media request, and external app.

In the **Active Task** class, the **Read Message** class represents sending multimedia messages to users. The **Question Active Task** class represents questions in different formats, including open-ended, multiple- and single-choice, and scales (e.g., Likert). A question may include textual or other media elements. Choice questions represent loops and branches. A **Media Request Active Task** class represents the request for media assets (e.g., audio). Finally, the **External App Active Task** class represents the activation of external apps, sending customized activation values and receiving completion results.

The **Media** class represents media stimuli employed in an active task instance. The model admits adding multiple media elements to a task.

The **Sensor** class represents the set up associated with sensor-based sampling: what should be collected (e.g., social interaction, facial expressions) by which device (i.e., wearable devices). Collection may occur over a period (sensor-based sampling) or during user interaction (active task).

The **Result** class represents data collected by the intervention program via active tasks or sensor-based sampling. Moreover, every participant interaction, or lack of interaction when expected, should be logged. Observers access instances of the **Results Session** class.

The **Condition** class represents actions triggered by conditional rules encompassing active (user interaction based) or passive (sensor based) data. For instance, if a participant fails to answer a notification, it is possible to execute an action such as alerting a particular observer or scheduling a new trigger.

The **Phase** class represents the organization of an intervention program in stages. The **Phase** class aggregates events, and each event may be included in 1 or more phases. A condition that defines when a participant should proceed to another phase defines a phase duration. Conditions may be time, contextual, or response dependent. Moreover, the **Status** class in the ESPIM ontology allows registering a participant’s progress in an intervention program that has phases.

**ESPIM Software**

The iterative design leading to the ESPIM method (Figure 1) involved the iterative prototyping of the software instance (employed by specialists when authoring; Figures 5-8) and monitoring (Figures 9 and 10) an intervention program, and the mobile app used by participants (Figure 11; see Multimedia Appendix 3 for details).
Figure 5. ESPIM web application used by the specialist to create an Intervention Program. The first step (A) informs the program’s name and description (B), and duration (C). Options include exporting the program (D). The following steps register specialists (observers-F) and target-users (participants-G).
Figure 6. ESPIM web application step with options for Events. Options in this step (A) include editing an existing event (B), editing a new event from scratch (C), or by importing an existing one (D), specifying collection based on sensors (E). Finalizing is always available (F).
**Figure 7.** ESPIM web application step for editing one Event. For each Event (A), specialists provide a name (B), description (C), and color-coding (D). A button gives access to the interface for editing the corresponding flow of active tasks (E). This step shows the text from existing interventions (F) along with current triggers (G). Specialists create time-based triggers (H), and configure (I) and save the corresponding alarm types. Specialists can set self-initiated events (K) and configure that observers receive alerts when participants interact or miss an alarm (L).
Figure 8. ESPIM web interface to create an Active Task Flow. This flow contains three interventions: a single-choice question (A), a task-based intervention requesting an image (B), and a message intervention (C). Specialists may include instructions using text (D) or other media (image (E), audio or video), or both. They must indicate the initial intervention (radio button in A), and mark each intervention as mandatory or optional (checkbox in A-C). The app shows arrows to indicate the flow (eg B>C). In a single-choice intervention (F), specialists may associate specific interventions to each alternative (A>B and A>C). Also, they can choose among many alternatives to choice- and scale-based questions (G). When specialists create a task requesting media (B), they indicate the type of media required (“image” in H). They must nominate at least one closing intervention (I). The specialist can zoom (K), and import and export (J) flows.
Figure 9. ESPIM web interface to upload media-based stimuli (A) and to record video (B) or audio (C).
Figure 10. ESPIM web interface to visualize results includes an overview by a participant (A), distributions of responses both per task (B) and along the time (C), access to individual responses (D), and an option for download (E).
Evaluation Outcomes

**Interview (Predesign)**

The predesign interviews lead to eliciting requirements from a group of specialists from several backgrounds (Figure 1C). We consolidate the results into ESPIM’s functional requirements (Table 2).

**First Heuristic Evaluation (App Prototype)**

For the app prototype (Figure 1D), the HCI evaluation team reported the following issues: (1) navigation problems (store navigation and branching paths, confirm before quitting, clear paths upon abandonment/finishing); (2) inconsistent display on different versions of the operating system; (3) improve screen use (landscape orientation and fix overlay in small screens when the virtual keyboard is visible); (4) generic/uninformative notifications; and (5) nonstandard fonts. We fixed these issues and applied the material design guidelines [66].

**First Usability Test (Web Application Prototype)**

Each specialist interacted individually with the web application (Figure 1F) according to an 8-task hypothetical scenario (see Table SM1 in Multimedia Appendix 1). ESPIM researchers (including KRHR and IZ) observed the interaction. Upon conclusion, specialists answered the evaluation questionnaires and participated in a semistructured interview to report problems, feelings, and expectations. Results from each task are as follows.

Specialist P1 could not complete tasks 7 and 8 as she could not find the “Save” button. Specialists P3 and P5 partially completed task 7 (see Figure SM1 in Multimedia Appendix 1) as they added extra activities to the intervention planned. Regarding errors, specialists P2, P3, and P5 made 4 errors; P4 and P1 made 6 and 9 errors, respectively. The errors included creating an existing observer or participant, opening an external page during the interaction, using the first intervention element (a star icon) as a “Save” button, trying to save an empty program, and unexpected interactions with the interventions’ flow screen.

Regarding the tasks, specialists made more than 1 error in tasks 4 and 7. In task 4, all specialists were uncertain about the meaning and function of the “observers” role. Task 7 was the one in which the specialists presented more difficulty and made more mistakes. This task had several substeps and demanded more attention, so specialists spent the longest (mean 13 min [SD 0.55]).

Results from the subjective evaluation of the interface elements range from –3 to +3. Specialists rated positively most aspects evaluated. Aspects evaluated +2 (Good) and +3 (Excellent) were available features, ease of memorization, and learning during use. The items with the lowest ratings were feedback/error messages, ease to undo errors, and information organization of the system. One negative score (–1) was attributed to “ease to undo errors” by P1 and was consistent with her overall performance. P1 could not fulfill 1 task and partially fulfilled another (tasks 8 and 7, respectively). P1 also made the highest number of errors.

The results from the UX while interacting with the system were positive, ranging between 1.4 and 3 (–3 to +3 range), meaning that specialists associated their experience with positive qualifiers, concepts, or feelings. The most positive evaluations were “efficiency” (mean 2.55 [SD 0.60]) and “dependability” (mean 2.35 [SD 0.87]). Evaluation of the remaining factors were as follows: attractiveness, mean 2.16 (SD 0.79); perspicuity, mean 2.10 (SD 0.78); stimulation, mean 2.10 (SD 0.71); and novelty, mean 2.05 (SD 0.68). As a result, specialists considered that they could interact efficiently, execute tasks reliably, understand and find functionalities, and felt stimulated and motivated during the interaction. They also perceived the system as innovative and attractive regarding interface elements.
Checklist

The UI/UX designers who designed the graphical interfaces of the ESPIM web applications suggested 9 improvements to the corresponding implementation (Figure 1J), including components behavior according to the material design guidelines, user lists presentation order, and text size and spacing. We adjusted them accordingly.

Heuristic Evaluation

For the heuristic evaluation of the ESPIM web application (Figure 1J2), the evaluators’ report contained 71 usability issues. They classified 24 problems with severity 1 (cosmetic), 16 with severity 2 (minor), 26 with severity 3 (major), and 5 with severity 4 (catastrophic). Evaluators associated problems with 4 heuristics: consistency and standards, user control and freedom, flexibility and efficiency of use, and aesthetic and minimalist design. The ESPIM team promptly solved issues classified with severity 3 and 4 to provide a version for tests with gerontologists (Figure 1L1 and Figure 1L2). We fixed the other problems in later versions [52,67].

For the heuristic evaluation of the ESPIM mobile app (Figure 1J3), the evaluators’ report comprised 21 usability issues. They classified 4 problems with severity 1 (cosmetic), 6 with severity 2 (minor), 8 with severity 3 (major), and 2 with severity 4 (catastrophic). Although evaluators associated 1 issue with the user control and freedom heuristic (7/21), we argued that we purposely designed some guiding-based features to make the app accessible to a wide range of user profiles. Yet, evaluators considered that several icons and some nomenclature lack intuitiveness and associated the issues with the correspondence between the system and the real-world heuristic (5/21). Evaluators associated other issues with the following heuristics: system status visibility, recognition instead of memorization, flexibility and efficiency of use, and aesthetic and minimalist design. We solved the problems before tests with gerontologists (Figure 1L1 and Figure 1L2).

Second Usability Test (Web Application) and Interview (App)

For the second usability test of the web application (Figure 1L1), each specialist interacted with the system according to a set of 10 tasks contemplated by 1 hypothetical scenario (see Table SM2 in Multimedia Appendix 1). ESPIM researchers (including KRHR and BCRC) observed the interaction. According to the protocol, the specialists answered the evaluation questionnaires and participated in a semistructured interview (see Textbox SM5 in Multimedia Appendix 1).

Specialists P1, P4, P6, and P5 completed all tasks. Specialists P2 and P3 partially completed task 7 (see Figure SM1 in Multimedia Appendix 1) because they did not find the requested media for uploading in the computer used for the test. Regarding errors, most happened at the planning interventions screen (Figure 7). Some specialists (3/6) faced difficulties in defining the intervention flow, especially the beginning and end.

Regarding the tasks, specialists made more than 1 error in tasks 4, 7, and 8. In task 4 (creating and adding a new observer), the specialists had difficulties registering emails in the interface. Task 7 was again the one in which the specialists made more mistakes. They spent more time executing task 7 (planning intervention flow; mean 15 min [SD 0.7]) as this task required more attention and the most steps. In task 8 (adding triggers), specialists faced difficulties understanding interface elements. For all other activities, the average execution time of participants was less than 2 min (SD 0.43).

Results from the questionnaire reporting subjective evaluation of interface elements were positive in most aspects. Aspects evaluated between “good” and “excellent” were layout of interface elements, available features, and ease of memorization. Five of six evaluators rated the aspect “learning during the use” between “excellent” and “very good.” Specialist P2, who did not complete the tasks, evaluated this aspect as “too bad,” reported “I really liked using ESPIM, it seems to me a very pleasant, intuitive tool” and offered the following suggestion, which we incorporated later: “[...] sometimes I lost a description explaining what the specific term meant: having short and clear information would have facilitated my journey.”

At the concluding interviews, the specialists provided input as instructors or tutors in digital literacy courses for older people (CS-ElderlyDL; Figure 1H2). Specialists remarked as positive the simple aesthetic of the interface with “well-chosen colors” (colors considered color-blind users) and the in-app back button, justifying that some older people face difficulties finding the smartphone back button. Interviewees related that the app improved the engagement and learnability of the older people in the classes (especially when compared with control groups), multimedia messages promoted positive emotions, and mobile-delivered homework helped avoid evasion. Interviewees also reported some issues: users did not understand the asterisk in mandatory fields (consider disabling the next button), users did not know how to react to open questions (consider the automatic display of keyboard), users did not notice that a media was already captured (consider feedback with media preview), users clicked outside of multiple-choice options (consider exhibiting them inside inline boxes), lack of configuration for notification intrusiveness, and lack of in-app configuration for enabling/disabling 3G network usage.

Interview (Postdesign)

We conducted semistructured interviews with 8 specialists to identify the limitations they faced while conducting their case studies (Figure 1R). We classified the limitations as related to the model or the software. Model-related limitations imply modifying or extending the model to allow representing the required solution. Implementation-related limitations are restricted by the current system version: the model represents the corresponding solutions, but these are not yet available in the system. Because the latter are implementation specific, we discuss only model-related limitations.

Interviewees reported 4 limitations that require revisions in the conceptual model. The first limitation is related to the lack of support to represent the management of participants’ records. Such a support would allow specialists to register information they consider relevant. To allow representing such a feature, we must extend the model accordingly.
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The second limitation concerns representing the organization of participants into groups other than direct relationships among participants (as per FR10). The solution requires creating a class that allows multiple associations between specialists, participants, and groups so that a participant may be part of various groups managed by different specialists.

The other 2 limitations concern groups of events: we should extend the model to represent both hierarchical and customizable groups of events. The analogous implementation would allow the corresponding visual customization of groups of events. Although these limitations require changes in the conceptual model, they did not limit the planning, authoring, or deploying of the interventions by the specialists.

Discussion

Principal Findings

Our study tackles limitations faced by health professionals determined to conduct mHealth interventions. Our main results are the ESPIM method and the conceptual model, which succeeded in leading specialists in planning, authoring, and deploying mHealth intervention programs with the support of a representative software system. ESPIM comprises (1) a list of requirements for mHealth experience sampling and intervention-based methods and systems, (2) a 4-dimension planning framework, (3) a 7-step-based process, and (4) an ontology-based conceptual model. A subsidiary result is the ESPIM software.

The list of requirements, offered to specialists when planning and deploying interventions, results from literature review, predesign interviews, iterative prototyping, and postdesign interviews. The 4-dimension planning framework aims to guide the planning of mHealth interventions by specialists by clarifying elements to be considered when using mobile, wearable, and ubiquitous technologies. The framework helps designing an intervention program while supporting team communication. The 7-step-based process guides the procedures that support ESPIM-based software.

A main contribution of ESPIM is a conceptual model aimed at guiding specialists in adopting existing software platforms or building new ones. The ESPIM ontology-based conceptual model represents the requirements collected and refined during our long-term design experience with health specialists and their research/professional needs. As a conceptual model, it defines a process and a common vocabulary to plan mobile device–mediated interventions; it also aids the development of mHealth apps.

Overall, ESPIM components can guide the planning and deployment of an intervention program using existing solutions, drive selecting one among the available tools, or guide the implementation of a novel specific or general platform.

While inspection-based usability evaluations of the ESPIM interfaces identified problems, we used the HCI specialists’ feedback to make continuous improvements to the ESPIM system. Such evaluations preceded usability tests with professionals and their target users, and the resulting adjustments lead to intuitive and satisfactory usability tests.

Limitations

Limitations of our study are associated with those of the contributions. With respect to the list of requirements, even though requirements were elicited via interviews, iterative design, and empirical evaluation, some requirements might be left out, in particular due to the lack of case studies that demand supporting relationships among participants (FR10) or that employ home sensors, wearable devices, and JITAIs along with machine learning–based triggers [68,69]. These limitations are reflected in the 4-dimension planning framework, in the sensor dimension which might be more detailed to support such scenarios that demand, for instance, human activity recognition [70]. In future studies, new interviews can be conducted until new requirements are not identified [71]. In addition, we are running accessibility studies to provide solutions that can be used by different target-user profiles.

Concerning the 7-step-based process, the last step “results” should be extended to further assist data collection such as retrospective surveys [72], data analysis, and study reports. Besides, as data collection grows, integrating data analysis algorithms may support building predictive user models [69,73,74]. Further, with the growing adoption of experience sampling and program-based mHealth interventions, support to the specialists should be provided toward the production of reports in sufficient details to allow both replication and theory building, as was the case with randomized controlled trials [75].

Limitations of the ontology-based conceptual model include those identified in the postdesign interviews, which can be tackled by supporting participants’ records and by the organization of participants into groups and the organizing events into hierarchical groups. These and other features can be promoted with the formalization of the current integration with external services [57].

Furthermore, while our work included usability evaluations to improve both the method and the system, dealing with barriers highlighted by Byambasuren et al [47], and provided a complementary method for JITAIs guidelines, as proposed by Nahum-Shani et al [76], evaluations of mHealth interventions still are a prominent gap in the literature which ESPIM did not address, as precisely identified by Bradway et al [77] and Dick et al [78].

Finally, our study identified important nonfunctional requirements which have not been included in the method’s list of requirements, even though they are in consonance with recent literature and are partially attended by the current system. As a result of a systematic review on mHealth-related apps, Llorens-Vernet and Miró [79] offer a list of criteria, grouped into categories, aimed at guiding the development of mHealth apps. The systematic review ensured the categories (usability, privacy, security, appropriateness and suitability, transparency and content, safety, technical support and updates, and technology) are consistent with those identified by other authors in related contexts [7-10].
Comparison With Prior Work

The ESM and EMA methods for mobile-based data collection are a popular alternative [25,80], while EMIs and JITAIs depend on mobile technologies to monitor contextual changings. Some contributions report authoring and deployment systems.

MyExperience [81] pioneered employing ESM via a customizable mobile app, supporting sensor data capture, contextual triggers configuration, and questionnaires authoring. The authors predicted several scenarios and inspired later works. However, ESM programs were added to mobile devices as XML files, and real-time monitoring was not possible. MyExperience’s spin-off movisensXS [32] is a platform with a graphical interface for creating questions with flow logic and media capture, temporal and contextual triggers, and real-time monitoring.

PACO (Personal Analytics COMpanion) [82] is an open-source system that allows the authoring of questions and media capture with branching features associated with logical operators. Despite its simplicity, PACO was the first to present an end-user graphical interface.

The ExperienceSampler [83] and AWARE [84] frameworks simplify the creation of ESM apps through logical and declarative programming. ExperienceSampler allows users to implement apps with messages, questions, skip and branching logic, and random-based notifications. AWARE focuses on logging sensor-based context information; its flexible contextual model considers 8 question types, branching logic, time, context-based notifications, and conditional broadcasts (eg, announce when each user answers a question).

Among commercially available systems, LifeData [31] enables the authoring of 14 types of tasks, including capturing photos and exhibiting a website, with logic and temporal flows, and self-initiated and random-based triggers. LifeData also enables the configuration of conditional actions and relationships among target users. Mobile EMA [33] provides a complex authoring interface, and allows displaying images in questions and integrating smartwatches to collect sensor data. LifeData and Mobile EMA systems comply with many of the functional requirements discussed in this paper, being extensively used in academic research [26-30].

Rough and Quigley [36] present recommendations and requirements for ESM authoring systems. They conducted interviews with 13 researchers and clinicians, 2 one-hour clinical observations, and 3 case studies with psychology researchers. They also propose the block-based visual programming tool Jeeves. The authors elicit 5 functional requirements for ESM tools: (1) collaboration and (2) support/share of projects, (3) tailoring of protocols and reminders to individuals, (4) debriefing/feedback/reminders in addition to surveys (ie, alternative types of tasks), and (5) ability to test both appearance and contextual behavior.

Investigating intervention design by specialists, Nahum-Shani et al [35] provided a framework for organizing theoretical and practical evidence into a model that supports authoring JITAIs. The authors discussed approaches for defining elements including states of vulnerability/opportunity and receptivity, outcomes, and adaptation strategy. Later, Nahum-Shani et al [76] proposed key components and design principles for designing mHealth JITAIs. The authors remark that authoring demands specialists to be concerned with components such as content, media, types of signal, temporal and contextual opportunities, receptivity marks, among others.

These works are complementary to ESPIM as they guide aspects of interventions’ planning. ESPIM provides a step-by-step model and ontology that allows organizing mHealth intervention components considering requirements from ESM, EMA, EMIs, JITAIs, and long-term studies with specialists from diverse areas. Furthermore, the ESPIM system demonstrates the feasibility of developing an authoring system based on the method, encompassing imperative features and providing flexibility for integrating ecological and just-in-time interventions.

Conclusions

The ESPIM comprises a list of requirements for mHealth experience sampling and intervention-based methods and systems, a 4-dimension planning framework, a 7-step-based process, and an ontology-based conceptual model. The ESPIM system encompasses web and mobile apps. Besides overseeing the planning of an intervention program, ESPIMs components guide the design of an ESPIM-based software platform as in our study. Moreover, current limitations point to further research as well as practical actions.

Eight case studies show that the ESPIM method and system allowed specialists to be the users who planned, created, and deployed interventions. The case studies encompassed interventions by professionals from psychology, gerontology, computer science, speech therapy, and occupational therapy. Specialists’ target users were parents of children diagnosed with autism spectrum disorder, older persons, university students, children, and older person’s caregivers. The specialists reported being able to create and conduct their studies without modifying their original design. A qualitative evaluation of the ontology-based conceptual model showed its compliance to the elicited functional requirements.
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMA</td>
<td>ecological momentary assessment</td>
</tr>
<tr>
<td>EMI</td>
<td>ecological momentary intervention</td>
</tr>
<tr>
<td>ESM</td>
<td>experience sampling method</td>
</tr>
<tr>
<td>ESPIM</td>
<td>Experience Sampling and Programmed Intervention Method</td>
</tr>
<tr>
<td>FR</td>
<td>functional requirements</td>
</tr>
<tr>
<td>HCI</td>
<td>human–computer interaction</td>
</tr>
<tr>
<td>JITAI</td>
<td>just-in-time adaptive intervention</td>
</tr>
<tr>
<td>mHealth</td>
<td>mobile health</td>
</tr>
<tr>
<td>PACO</td>
<td>Personal Analytics Companion</td>
</tr>
<tr>
<td>UEQ</td>
<td>User Experience Questionnaire</td>
</tr>
<tr>
<td>UI</td>
<td>user interface</td>
</tr>
<tr>
<td>UX</td>
<td>user experience</td>
</tr>
</tbody>
</table>
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Abstract

Background: Regulatory bodies such as health care inspectorates can identify potential patient safety problems in health care providers by analyzing patient complaints. However, it is challenging to analyze the large number of complaints. Text mining techniques may help identify signals of problems with patient safety at health care providers.

Objective: The aim of this study was to explore whether employing text mining techniques on patient complaint databases can help identify potential problems with patient safety at health care providers and automatically predict the severity of patient complaints.

Methods: We performed an exploratory study on the complaints database of the Dutch Health and Youth Care Inspectorate with more than 22,000 written complaints. Severe complaints are defined as those cases where the inspectorate contact point experts deemed it worthy of a triage by the inspectorate, or complaints that led to direct action by the inspectorate. We investigated a range of supervised machine learning techniques to assign a severity label to complaints that can be used to prioritize which incoming complaints need the most attention. We studied several features based on the complaints’ written content, including sentiment analysis, to decide which were helpful for severity prediction. Finally, we showcased how we could combine these severity predictions and automatic keyword analysis on the complaints database and listed health care providers and their organization-specific complaints to determine the average severity of complaints per organization.

Results: A straightforward text classification approach using a bag-of-words feature representation worked best for the severity prediction of complaints. We obtained an accuracy of 87%-93% (2658-2990 of 3319 complaints) on the held-out test set and an F1 score of 45%-51% on the severe complaints. The skewed class distribution led to only reasonable recall (47%-54%) and precision (44%-49%) scores. The use of sentiment analysis for severity prediction was not helpful. By combining the predicted severity outcomes with an automatic keyword analysis, we identified several health care providers that could have patient safety problems.

Conclusions: Text mining techniques for analyzing complaints by civilians can support inspectorates. They can automatically predict the severity of the complaints, or they can be used for keyword analysis. This can help the inspectorate detect potential patient safety problems, or support prioritizing follow-up supervision activities by sorting complaints based on the severity per organization or per sector.

(J Med Internet Res 2021;23(7):e19064) doi:10.2196/19064
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Introduction

We know since some time that information from patients can help improve the quality and safety of care [1]. Previous studies [2-4] using patient and client experiences with health care providers focused on reviews in which patients describe their positive and negative experiences. By analyzing patient complaints, health care providers can detect preventable patient safety issues with opportunities for improvement [5], enable organizational learning, and identify poor outcomes [6,7]. We also know that a small group of health care providers causes a major part of these complaints [8]. Identifying these providers with potential safety problems is important to significantly improve patient safety [9].

Regulatory bodies such as health care inspectorates already use negative patient experiences to identify health care providers with patient safety problems. In Australia, health complaints commissions predict the risks of individual doctors becoming the subject of repeated patient complaints [10]. In the Netherlands, the Health and Youth Care Inspectorate uses repeated negative ratings from patient rating websites as part of their supervision to predict risks [11,12]. Furthermore, the Dutch Health and Youth Care Inspectorate started a national contact point for health care complaints in 2014. All citizens can file complaints against a health care provider at this national contact point of the inspectorate over telephone, using an online web form, or via email. The complaints are categorized and manually judged based on severity by the inspectorate contact point. In the majority of the complaints, the contact point can offer straightforward advice to the patients by referring them to a local complaints officer, patient counselor, or the relevant external dispute resolution body of the health care provider. Incoming complaints from the public are only passed on to the national health care inspectors when the complaints are deemed to be extremely serious such as major patient safety risks, fraud, misconduct, and sexual harassment. Approximately 13% of the complaints are triaged by inspectors [13]. All complaints are stored in a database, which is a relatively new source of information for the inspectorate. However, the database comprehends huge amounts of data and it is challenging to identify the potential safety problems in this heap of mostly unstructured information. Text mining can be defined as “analyzing patterns in text data to extract and discover actionable knowledge directly useful for task completion or decision-making, thus providing more direct task support for users” [14].

As incoming complaints are handled one by one by the contact point team members, certain providers may have received several complaints, which on their own are not sufficiently severe to warrant further inspection. However, a series of complaints may indicate safety problems. Given the successful use of machine learning techniques in extracting information from large quantities of data, the application of these techniques may be promising for identifying health care providers with patient safety problems in such complaint databases.

The aim of this study was to explore whether the application of text mining techniques on the complaints database of the Dutch Health and Youth Care Inspectorate could help identify health care providers with patient safety problems that may harm patients. These problems are especially within the scope of the Dutch inspectorate. We investigated whether we could support the inspectorate by using text mining techniques to automatically predict the severity of the complaints and conducting sentiment analysis to prioritize visiting health care providers with potential patient safety problems.

Methods

Data Collection and Preparation

Since 2014, the Dutch health care system has a national contact point for complaints about care designated by the Dutch Health and Youth Care Inspectorate. All the incoming complaints are registered in a specific database with structured information formats. Each entry contains several fields such as the personal details of the person filing the complaint and the targeted health care provider. In this study, we focused on the request fields, providing descriptions of the complaints filed by the citizens. Other fields are also manually added by the contact point members such as category labels, sector labels, priority labels, reporting dates, whether the complaints are sent to an inspector for triage, and action fields listing the actions taken by the inspectorate. In total, the database contains 22,509 complaints for the time period between 2014 and 2017. Complaints arrive at the inspectorate contact point via different media. Telephone calls are transcribed by a contact point team member as a written summary of the verbal complaint, whereas web forms are linked directly to the database fields. Email content is usually added to the request field, which may also include notes from possible follow-up contacts. Letters, constituting the minority media, are scanned to a digital format and a brief summary is added by the contact point team in the “short description” field. In 2017, two-thirds of the complaints were filed over telephone and a quarter using online web forms.

As the complaint data are highly sensitive, during our research, the data remained on a secure server of the inspectorate that was not connected to the Internet and could only be accessed via secure login. Therefore, we had to bring the text mining software to the data. We designed a ready-made research environment for the text mining experiments [15] in the form of a virtual machine that was then installed on the local secure server.

We extracted the complaints from the inspectorate’s database and attempted to remove all mentions of personal information such as telephone numbers, addresses, and names from the free-text fields containing the complaint descriptions using regular expressions. We used the fields with personal information to detect the names and numbers to remove from the free-text fields in a preprocessing step. Removing every name and address reference in a text automatically is practically infeasible [16], but most personal information was removed. The motivation for removing person names from the text was for privacy reasons and obtaining clean data for text mining. The removed unique names and numbers are uninformative attributes in the text mining process. As the data were always kept on the secure inspectorate server, privacy was already
Severity Prediction
Some complaints are more severe than others and the concept of severity can be viewed as a sliding scale. Gillespie and Reader [17] have also been labeling severity in health care complaints. Their Healthcare Complaints Analysis Tool (HCAT) is a well-validated instrument for manual labeling of complaint severity. It is a taxonomy and coding scheme for manual annotation of health care complaints. Each complaint is analyzed based on seven problem categories (such as quality communication and safety), and the level of severity (low, medium, and high) is assessed. In this HCAT coding scheme, the problem severity is coded separately from the health care outcomes (harm). The HCAT tool is intended for complaint labeling by human experts. However, we practically conceptualized severity as a supervised machine learning task, namely learning predict the severity of unseen complaints from the manual judgments on the severity of complaints. As mentioned in the introduction, the majority of the complaints are handled by the contact point members by offering advice or by redirecting them to local complaint committees or counselors. Only potential major patient safety risks are redirected to the national health care inspectors. We investigated two variants of the manually assigned labels in the Dutch complaints database that can be considered indicators of severity. First, every complaint that was sent from the contact point to an inspector for triage (Triage) was considered severe. Second, using a more restrictive option, we only considered complaints to be severe when the inspectorate decided to take action (such as investigating the health care provider) based on the complaint (Decision). Approximately 13% percent of all the complaints were sent to the inspectorate for triage, and approximately 6% were further investigated after the triage. We experimented with these two indicators to determine whether we could automatically learn to predict severity based on the written content of the complaints with a supervised machine learning approach.

Information Representation
An obvious use of automatic severity prediction is that such an automatic technique can be applied to the incoming digital complaints to rank them based on the predicted severity so that the contact point members can prioritize the most severe complaints. For incoming complaints, only the request field (description of the complaints filed by the citizens) is known, and we used that field as the main information source of the complaint description. We represented the information from the request field in five ways:

Bag-of-Words Representation
The simplest representation of the text in the request field is to create a bag-of-words representation that contains a list of n-grams (a sequence of n neighboring words). The value of n was varied from 1 (single word) to a maximum length of 3. We restricted the list of n-grams to only those n-grams that occur in at least 5 complaints. We experimented with two different weighting schemes (termed frequency–inverse document frequency weighting and log scaling) to determine the importance of the n-grams. We also varied the list size of the top selected most informative words.

Specified Keywords
Instead of a bag of words, one can also focus on a subset of keywords that are expected to be informative. We filtered words in the complaints by mapping them to the Linguistic Inquiry and Word Count (LIWC) dictionary designed for psycholinguistic research [18]. This is accomplished by extracting keywords from the text and grouping them into categories. Each of these categories corresponds to a particular concept. This can include grammatical concepts (whether a word is a pronoun, verb, noun, etc) as well as concepts such as emotional states, motivations, intentions, and thought processes [19]. The version used here was a Dutch version developed by Zijlstra et al [20] that has been independently verified. Mapping the keywords resulted in a total of 64 features per text. This Dutch version provides the full specifications of the features.

Word Embeddings
Word embeddings are a technique to represent word semantics on a high level (distributional semantics). It is based on the observation that words occurring in the same context [21] have similar meanings and this is captured at an abstract level by word embeddings. We applied Word2Vec (Google) [22] to implement word embeddings and mapped the vocabulary to a semantic space with 300 dimensions.

Document Attributes
Besides the content words in the documents, other document characteristics can also be automatically measured, namely sentence complexity, relational coherence in the text, and writing style indicators such as usage of action verbs and pronouns. Such textual characteristics could indicate emotions and writing styles may contain useful information that may indicate severity regardless of the actual content words in the text. We explored these feature types and used a list of 250 different document characteristics such as probability features including word, n-gram, and lemma frequencies; complexity features including sentence, word, and noun phrase lengths; and a wide range of other features. We computed these features with T-scan [23], a tool that was designed to predict the readability of a document.

Average Sentiment
We also used automatic sentiment analysis for feature representation, as we expected that severe complaints could contain more negative emotions. Sentiment analysis is generally conducted in two ways; the first is to use a subjectivity lexicon that has annotated entries for various words, whereas the second involves classifying the documents for positive or negative sentiments using machine learning techniques. We applied the first technique and used a subjectivity lexicon for Dutch adjectives [24] to estimate the
overall sentiment value per complaint based on the text
description in the request field.

**Machine Learning Techniques**

Given the exploratory nature of our work, we could not
determine a priori which machine learning algorithm would
perform the best on the data set. As is well known in the field
of machine learning, and eloquently worded in the “No Free
Lunch” theorem [25], there is not one machine learning
algorithm that always provides the best solution. Therefore, we
conducted experimental tests on the following algorithms to
investigate which one was suitable for this particular task:
multinomial naive Bayes, support vector machine (SVM),
k-nearest neighbor (k-nn), and extreme gradient decision tree.
We used the majority class baseline as the reference.

**Parameters, Evaluation Metrics, and Experimental Setup**

To estimate the performance of the classifier, we trained a model
on one part of the data set and evaluated the performance on a
held-out sample. We used the complaints filed in the first 6
months of 2017 as the testing material and used all other
complaints as the training material.

We conducted experiments to optimize the parameter settings
for each of the machine learning algorithms. We performed a
10-fold cross-validation/grid search on the training set to find
the optimal combination of features, algorithms, and algorithmic
parameter settings. The best classifier was then applied to the
test set.

Note that the complaint data set had a skewed class balance, as
only 6% of the complaints were labeled “severe” when using
the strict “Decision” (The inspectorate took action on the basis
of the complaint) label. Machine learning techniques are known
to be sensitive to such class imbalances [26].

As the evaluation metrics to estimate the performance of the
classifier, we computed recall, precision, and their harmonized
mean, the F1 score [27], for the severity class label. This implies
that we only focused on how well we performed on the minority
class label “severe.” We computed how many of the complaints
that were actually labeled severe were also predicted by the
system as “severe” (recall) and how many of the severity
predictions were also actually labeled by humans as “severe”
(precision).

As a second measure, we also computed the area under the
curve-receiver operating characteristics (AUC-ROC) scores
that show the balance between the true positive (TP) rate versus
the false positive (FP) rate. This score also considers the
predictions on the “not severe” class label.

**Classifier Optimization**

Each classifier was optimized by 10-fold cross-validation
experiments on the training set. We experimented with each of
the 5 different feature groups (bag of words, keywords, word
embeddings, document attributes, and sentiment) individually,
and each of the textual representations combined with the
sentiment analysis features to investigate whether the sentiment
features were predicted for severity. Lastly, we conducted an
experiment combining all the feature representations. We ran
grid search optimization experiments to find a suitable
algorithmic parameter setting for each machine learning
algorithm. We optimized the F1 score of the positive class
because we were interested in a classifier that could predict the
severity label.

These tuning experiments on the training set determined which
classifier and which features worked best for predicting the
severity of the complaints. The optimization experiments
showed that the k-nn algorithm did not perform very well in
this task with F1 scores of 24.5 (Triage) and 10.1 (Decision)
and that the naive Bayes obtained the best results with F1 scores
of 46.9 (Triage) and 32.1 (Decision).

The sentiment features did not contribute to better performance
and were not helpful for severity prediction. The textual
representation with the best result was the bag-of-words
representation; it scored better than any of the other individual
features and was also better than the combined feature
representation. The classifier that performed the best on the
training set (naive Bayes with the bag-of-words representation)
was applied to the held-out test set. More details on the
optimization experiments can be found in the supplement.

**Identifying Health Care Providers With Patient Safety Problems**

We explored automatic methods to predict the severity of a
complaint not only so that the Health and Youth Care
Inspectorate can prioritize the most urgent complaints but also
to open up possibilities for using automatic techniques that can
look for patterns in the current complaints database to spot cases
with elevated risk levels. As all complaints are handled using
a one-by-one strategy, methods that explore the entire database
can provide new insights into the data.

We also showcased how these severity predictions could be
combined with keyword patterns to quickly provide insights
for the inspectorate on how to extract safety problem indicators
per health care provider based on the database with complaints
from several years. We performed an exploratory analysis for
every health care provider for which at least 10 complaints were
registered in the database and used the severity predictions to
rank these organizations based on their level of urgency for
further inspection. The content of these grouped complaints
was represented as n-grams with the most typical words and
phrases so that the inspectors could identify the topics at a
glance. These most descriptive n-grams per health care provider
were identified using a statistical metric, log likelihood, which
compares the scores of the specific terms related to health care
providers with those in the entire complaints database.

**Results**

**Severity Prediction**

Table 1 shows the F1 values and harmonic means of precision
and recall computed for the “severe” class on the held-out test
set. This is a strict measurement, as we have a skewed class
distribution, and the obtained F1 scores are in line with the
expectations for such skewed classes. The ROC-AUC scores
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of 0.7 (Triage) and 0.8 (Decision) clearly indicate that the classifier performs well above chance level (random predictions lead to an AUC score of 0.5). Accuracy includes the correct predictions of the “not severe” cases, and therefore, the classifier attains high accuracy in both the labeling tasks. We can observe a slightly better score on the Triage label than the Decision label. The class distribution between severe and not severe is skewed, as only 6% of the complaints in the test set were labeled severe based on the Decision labels and 13% based on the Triage labels.

Table 1. Best results obtained by the naive Bayes on the test set.

<table>
<thead>
<tr>
<th>Label</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC-ROC a score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triage</td>
<td>86.9</td>
<td>51.1</td>
<td>48.8</td>
<td>53.7</td>
</tr>
<tr>
<td>Decision</td>
<td>93.0</td>
<td>45.2</td>
<td>43.6</td>
<td>46.8</td>
</tr>
</tbody>
</table>

aAUC-ROC: area under the curve-receiver operating characteristics.

We present the confusion matrices in Table 2. Recall reflects the TP and false negative (FN), whereas precision focuses on the TP and FP. Most of the complaints are correctly labeled “not severe,” namely true negative (TN), which leads to the highly accurate scores shown in Table 1 and is also reflected in the AUC-ROC scores that consider the TN, as it reflects the TP rate against the FP rate. The skewed class distribution leads to only reasonable F1, recall, and precision scores. This is evident when observing the TP, FP, and FN values in this table. Our model overpredicts the “severe” class by mislabeling the ‘not severe’ complaints (FP) and overpredicts the “not severe” label for severe complaints (FN), leading to only a reasonable overall performance.

Table 2. Confusion matrices from which the scores in were computed.

<table>
<thead>
<tr>
<th>Cell value</th>
<th>Triage</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN a</td>
<td>2658</td>
<td>238</td>
</tr>
<tr>
<td>FP b</td>
<td>196</td>
<td>227</td>
</tr>
<tr>
<td>FN c</td>
<td></td>
<td>109</td>
</tr>
<tr>
<td>TP d</td>
<td></td>
<td>96</td>
</tr>
</tbody>
</table>

aTN: true negative.  
bFP: false positive.  
cFN: false negative.  
dTP: true positive.

Identifying Healthcare Providers With Patient Safety Problems

Table 3 shows the top selection of (anonymous) organizations for which multiple complaints were registered in the database. We sorted these health care providers based on their average severity score, the last column in Table 3. This was computed by dividing the number of predicted severity labels (shown in the column “Severity prediction”) by the number of complaints (the second column). Note that the third and fourth columns, “Triage” and “Decision,” represent the number of complaints that were actually triaged or inspected by the inspectors. The first row of Table 3 shows that health care provider 1 received 11 complaints of which 3 were triaged, and in 2 of these 3 cases, the inspectorate took action to place the health care provider under inspection.

Table 3. Number of complaints and severity per organization.

<table>
<thead>
<tr>
<th>Health care provider</th>
<th>Number of complaints</th>
<th>Triage</th>
<th>Decision</th>
<th>Severity prediction</th>
<th>Average triage</th>
<th>Average decision</th>
<th>Average severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>3</td>
<td>2</td>
<td>9</td>
<td>27.3</td>
<td>18.2</td>
<td>81.8</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>30.0</td>
<td>20.0</td>
<td>70.0</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
<td>63.6</td>
</tr>
<tr>
<td>4</td>
<td>19</td>
<td>4</td>
<td>2</td>
<td>12</td>
<td>21.1</td>
<td>10.5</td>
<td>63.2</td>
</tr>
<tr>
<td>5</td>
<td>72</td>
<td>12</td>
<td>7</td>
<td>45</td>
<td>16.7</td>
<td>9.7</td>
<td>62.5</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>23.1</td>
<td>7.7</td>
<td>61.5</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>40.0</td>
<td>40.0</td>
<td>60.0</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>30.0</td>
<td>20.0</td>
<td>60.0</td>
</tr>
</tbody>
</table>

The anonymized version of the 10 most important (translated) terms that were identified for health care provider 1 indicate the contents of the complaints concerning perceived patient mistreatment. The top 10 word n-grams for health care provider 1 are the following: sister, scolding, safety sister, harrowing, care sister, quality life, diet, note, neglect, and employee.
Discussion

Our study has explored whether supervised machine learning techniques can automatically determine the severity of incoming complaints. Our results showed that severity was best predicted with a straightforward text classification approach using the bag-of-words feature representation. We combined the severity predictions with word n-grams to create an overview of the most urgent complaints per individual health care provider. An overview based on the severity of the complaints could help the inspectorate in prioritizing health care providers with potential patient safety problems.

The sentiment features were not helpful in predicting the severity of the complaints. A possible explanation for this is that we are still far from achieving accurate automatic sentiment predictions [28] and that the sentiment scores were not sufficiently reliable. On the other hand, our hypothesis that severe complaints contain more negative emotions could be at fault as well. This aspect needs further investigation.

Comparison With Other Studies

Greaves and colleagues [3] showed that text mining techniques can be used to label online patient reviews of health care providers as positive or negative, and to extract information about the opinions on aspects of care quality. Several studies [4,29,30] use text mining techniques like text classification, topic modeling, and sentiment detection on online health care provider reviews to explore which topics are indicative of perceived health care quality by patients. We focused on labeling the severity of the complaints, whereas these studies focused on patient opinions and sentiments using fine-grained doctor visit–related topics in the online reviews. An interesting path for future work would be to extend the current severity label to a more fine-grained severity label that combines severity with the type of complaint to create an automatic method similar to that established by Brereton et al [31] who performed a manual qualitative analysis of negative reviews to identify the most frequent actionable criticisms in patient reviews of hospices.

Lui et al [32] combined a data-driven topic modeling approach with expert knowledge to create a topic taxonomy of medical practitioner reviews. Their analysis of a large data set of reviews also showed that patients with different diseases focus on other topics. In our current study, we did not diversify our results for different sectors, but this would certainly be one of the aspects to investigate in future work.

Desmet [33] applied machine learning techniques to determine severity based on written text by labeling severity in social media posts related to suicidal thoughts. This study represented severity using three labels (low, intermediate, and high); SVM and k-nn algorithms were used for classification and a range of different features such as bag of words, emotion lexicons, and clustered topical words. The severity of suicidal thoughts in social media posts was predicted with an F1 score of 43% to 67%.

Our study used machine learning techniques to estimate the severity of the complaints filed with the inspectorate. The Dutch Health and Youth Care Inspectorate has already incorporated patient opinions in its supervision of health care providers. Since 2016, the ratings of Zorgkaart Nederland, the national patient rating site, are being shown in the information dashboard for inspectors, which was seen as useful extra information by inspectors [8]. In the United Kingdom, The Care Quality Commission has experimented with identifying risks and prioritizing visits by combining patient feedback from the National Health Service (NHS) Choices, Patient Opinion, Facebook, and Twitter to obtain a near real-time collective judgment score for acute hospitals and trusts on any given date [34]. This so-called Patient Voice Tracking System was successful in identifying a high-risk group of organizations for inspection.

Implications for Practice

Our analysis can help inspectorates evaluate their own severity categorization. Moreover, the Dutch Health and Youth Care Inspectorate can use our algorithms to prioritize the incoming complaints directly based on an automatically predicted severity label. Furthermore, they can create an overview of all the complaints about a health care provider using our algorithm with an automatically predicted severity label. These labels can be used to identify soft signals [35] and blind spots [17] that indicate potential safety issues with certain health care providers. These are cases that on their own do not warrant direct action but may together indicate systematic problems. Our study produced some encouraging results, and currently, the inspectorate is investigating opportunities for using such algorithms as an assistant tool for the human experts in evaluating complaints and prioritizing visits.

Using text mining techniques such as n-grams in the set of provider-specific complaints can support prioritizing follow-up supervision activities by sorting complaints based on severity per organization or per sector. Health care inspectorates in most countries deal with several providers, and they cannot visit all the providers. Prioritizing visits based on severity prediction could improve the effectiveness of their supervision.

Predicting the severity of complaints based on algorithms can also be useful for health care providers themselves. The board of directors of the providers should be interested in knowing whether the trends of patient complaints indicate patient safety problems requiring improvement and thus prevent the inspectorate from taking action.

Strengths and Weaknesses of This Study

One strength of this study was the collaboration with the inspectorate, as this provided a different perspective to study complaints for detecting potential safety risks, whereas most of the previous works discussed above have focused on text mining reviews to extract information on patient satisfaction. The inspectorate also provided the database containing 22,000 complaints spanning 3 years. Another strength was the use of software-supported natural language processing for Dutch. This software is part of the open-source software La Machine [36]. This software could be installed on the secure server of the inspectorate, which enabled thorough analysis. A major weakness of our study was the difficult preprocessing phase. It took months to create a secure machine learning environment
that was able to host our software. For some complaints, it was difficult to automatically remove all forms of personal information.

Implications for Further Research
In our study, we used a general LIWC list of words, which can be replaced by a specific word list created by the inspectorate. This may improve the results.

We also tried to optimize the F1 score, and the harmonic means of recall (how many relevant complaints are selected?) and precision (how many selected complaints are relevant?). For practical use, it may be more logical to optimize a severity classifier concerning completeness to select the most serious cases at the expense of precision.

For using our method in practice, a thoughtful implementation study is necessary with inspectors in the lead to optimize their support. Further, sound and up-to-date technical infrastructure for data science is indispensable for this approach.

Conclusion
A fully automatic analysis of a complaints database with text mining techniques may support health care inspectorates in identifying potential patient safety problems at health care providers. In particular, a straightforward text classification approach using the bag-of-words feature representation can be effective for severity prediction. Using text mining techniques such as n-grams in the set of provider-specific complaints can support prioritizing follow-up supervision activities by sorting complaints based on the severity per organization or per sector.

Acknowledgments
This study was funded by the Dutch organization ZonMw (project 516004614).

Conflicts of Interest
None declared.

References


Abbreviations

AUC-ROC: area under the curve-receiver operating characteristics
FN: false negative
FP: false positive
HCAT: Healthcare Complaints Analysis Tool
k-nn: k-nearest neighbor
LIWC: Linguistic Inquiry and Word Count
The Challenges and Pitfalls of Detecting Sleep Hypopnea Using a Wearable Optical Sensor: Comparative Study

Zhongxing Zhang1,2, PhD; Ming Qi1, MSc; Gordana Hügli1, BSc; Ramin Khatami1,2,3, MD

1Center for Sleep Medicine, Sleep Research and Epileptology, Barmelweid, Switzerland
2Barmelweid Academy, Clinic Barmelweid AG, Barmelweid, Switzerland
3Department of Neurology, Bern University Hospital and University of Bern, Bern, Switzerland

Abstract

Background: Obstructive sleep apnea (OSA) is the most prevalent respiratory sleep disorder occurring in 9% to 38% of the general population. About 90% of patients with suspected OSA remain undiagnosed due to the lack of sleep laboratories or specialists and the high cost of gold-standard in-lab polysomnography diagnosis, leading to a decreased quality of life and increased health care burden in cardio- and cerebrovascular diseases. Wearable sleep trackers like smartwatches and armbands are booming, creating a hope for cost-efficient at-home OSA diagnosis and assessment of treatment (eg, continuous positive airway pressure [CPAP] therapy) effectiveness. However, such wearables are currently still not available and cannot be used to detect sleep hypopnea. Sleep hypopnea is defined by ≥30% drop in breathing and an at least 3% drop in peripheral capillary oxygen saturation (SpO2) measured at the fingertip. Whether the conventional measures of oxygen desaturation (OD) at the fingertip and at the arm or wrist are identical is essentially unknown.

Objective: We aimed to compare event-by-event arm OD (arm_OD) with fingertip OD (finger_OD) in sleep hypopneas during both naive sleep and CPAP therapy.

Methods: Thirty patients with OSA underwent an incremental, stepwise CPAP titration protocol during all-night in-lab video-polysomnography monitoring (ie, 1-h baseline sleep without CPAP followed by stepwise increments of 1 cmH2O pressure per hour starting from 5 to 8 cmH2O depending on the individual). Arm_OD of the left biceps muscle and finger_OD of the left index fingertip in sleep hypopneas were simultaneously measured by frequency-domain near-infrared spectroscopy and video-polysomnography photoplethysmography, respectively. Bland-Altman plots were used to illustrate the agreements between arm_OD and finger_OD during baseline sleep and under CPAP. We used t tests to determine whether these measurements significantly differed.

Results: In total, 534 obstructive apneas and 2185 hypopneas were recorded. Of the 2185 hypopneas, 668 (30.57%) were collected during baseline sleep and 1517 (69.43%) during CPAP sleep. The mean difference between finger_OD and arm_OD was 2.86% (95% CI 2.67%-3.06%, t667=28.28; P<.001; 95% limits of agreement [LoA] –2.27%, 8.00%) during baseline sleep and 1.83% (95% CI 1.72%-1.94%, t1516=31.99; P<.001; 95% LoA –2.54%, 6.19%) during CPAP. Using the standard criterion of 3% saturation drop, arm_OD only recognized 16.32% (109/668) and 14.90% (226/1517) of hypopneas at baseline and during CPAP, respectively.

Conclusions: arm_OD is 2% to 3% lower than standard finger_OD in sleep hypopnea, probably because the measured arm_OD originates physiologically from arterioles, venules, and capillaries; thus, the venous blood adversely affects its value. Our findings demonstrate that the standard criterion of ≥3% OD drop at the arm or wrist is not suitable to define hypopnea because it could provide large false-negative results in diagnosing OSA and assessing CPAP treatment effectiveness.

(J Med Internet Res 2021;23(7):e24171) doi:10.2196/24171
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obstructive sleep apnea; wearable devices; smartwatch; oxygen saturation; near-infrared spectroscopy; continuous positive airway pressure therapy; photoplethysmography

Introduction
Monitoring health using wearables, such as smartwatches and armbands, is becoming a new lifestyle [1-4]. Hundreds of millions of smartwatches and armbands are being used daily, and the number is still sharply increasing. Sleep monitoring is one of the most popular functions of such wearables [2,5-7], because sleep is a critical determinant of an individual’s health and well-being. Obstructive sleep apnea (OSA) is the most prevalent respiratory sleep disorder occurring in 9% to 38% of the general population [8], and it is a high-risk factor for cardio- and cerebrovascular diseases [9,10]. Nevertheless, about 90% of suspected patients with OSA remain undiagnosed [11] due to the lack of sleep laboratories or specialists and the high cost associated with an in-lab polysomnography (PSG) diagnosis (ie, the gold-standard for sleep disorder diagnosis [12]), thus leading to decreased quality of life and increased health care burden in the aging society. Relatively simple and less-expensive diagnostic methods such as portable home respiratory polygraphy have been developed [13,14]. However, its signal quality is compromised, with failure rates ranging from 3% to 18% [14], mostly due to incorrect handling of the device or sensors by the people performing the test (ie, the patients themselves) [15]. Home respiratory polygraphy also has the risk of false diagnosis because it cannot measure sleep/wake, so patients may be awake during the night. The cost of such diagnostic methods is still relatively high in many low- and middle-income countries, limiting their broad application in the general population. Therefore, using low-cost and easy-to-use wearable devices, such as smart finger rings, smartwatches, or armbands, for at-home diagnosis of OSA and to assess treatment effectiveness would substantially contribute to public health worldwide [6,16].

However, using the aforementioned low-cost wearable devices to evaluate OSA is still not clinically viable because, currently, no product has been licensed or certified as a medical diagnostic device by the United States Food and Drug Administration (FDA) or CE marking. We hypothesize that one of the major limitations in measuring OSA with wearables is the detection of sleep hypopnea. Currently, most consumer-grade wearables can measure surrogate markers for breathing and heartbeats or heart rate variability [3,17-20]. Although sleep apneas consisting of a complete pause in breathing for ≥10 seconds are relatively easy to assess by analyzing breathing frequency [6,12,21-23], it is challenging to detect sleep hypopnea, which is defined as a ≥30% drop in airflow lasting ≥10 seconds accompanied by either an arousal or a ≥3% drop in peripheral capillary oxygen saturation (SpO2) measured at the fingertip [12]. Smart rings that can measure SpO2 at the fingertip (eg, Sleepon [24]) are likely to accurately quantify the drops in SpO2 because, essentially, they are similar to fingertip pulse oximetry. However, these devices have only a very tiny market share compared to other popular wearables such as smartwatches and armbands [25]. Whether the measures of oxygen desaturation (OD) at the fingertip and at the arm or wrist are physiologically identical in sleep hypopneas is essentially unknown. Some recent smartwatches (eg, Fitbit [26], Garmin [27], Huami [28], and Huawei [29]), armbands (eg, Humon [30,31], Moxy [32,33], PortaMon [34], and Biofourmis [35]), and prototypes [36,37] claim to measure SpO2 or muscle tissue oxygen saturation (StO2) at the arm or wrist. However, to the best of our knowledge, these devices have not been clinically validated for use in patients with OSA. We were able to find only one registered clinical validation study (Trial Registration: ClinicalTrials.gov NCT03775291) measuring OSA using a smartwatch, which was initiated by Fitbit in December 2018 [38]. However, the latest update of the study’s recruitment status as of November 2019 was still “active, not recruiting.” The study aimed to only compare PSG-assessed Apnea–Hypopnea Index (AHI) with the AHI derived from the smartwatch, rather than performing an event-by-event comparison of the apnea or hypopnea events measured by these two devices. Thus, even if we assume that Fitbit may have completed their validation work recently, their study still cannot answer the key question as to whether the hypopnea diagnostic standard criterion of ≥3% OD at the fingertip can be equally applied to the OD at the arm or wrist. Therefore, we, for the first time, aimed to compare event-by-event OD at the fingertip (finger_OD) measured by the gold-standard in-lab PSG transmission photoplethysmography (T-PPG) with OD at the arm (arm_OD) measured by frequency-domain multidistance (FDMD) near-infrared spectroscopy (NIRS) in sleep hypopneas during naive sleep and continuous positive airway pressure (CPAP) therapy. FDMD-NIRS is a well-validated [39-41] advanced, noninvasive optical technique that can quantify hemodynamic changes, including OD, in the measured tissues for long-term recordings such as all-night sleep with high temporal resolution [42,43]. Our results can conclusively demonstrate whether physiologically arm_OD measures can directly replace finger_OD to define sleep hypopnea. Thus, this study will have a broad appeal to the general public, sleep clinicians and scientists, health care insurance providers, and wearable technology developers who are aiming to measure OSA at-home by using wearable devices.

Methods
Patients
All patients underwent video-PSG measurement for diagnosis in our sleep laboratory. The following day, those patients who were diagnosed with OSA and recommended to use CPAP therapy by clinicians were recruited and gave their written informed consent for participation in the study. Patients with unstable coronary or cerebral artery disease, severe arterial hyper- or hypotension, respiratory diseases, or a history of a sleep-related accident were excluded. Finally, 30 newly diagnosed patients with OSA (mean age 54.2, SD 13.8 years, IQR 42-65 years; male: n=27; mean BMI 35.9, SD 7.5 kg/m²,
IQR 31.8–42.0 kg/m²; mean AHI 53.4, SD 24.7 per hour, IQR 32–71 per hour) participated in this study. This study was approved by the local ethical commission of Northwest Switzerland, and it was in compliance with the Declaration of Helsinki.

Protocol

The patients underwent incremental stepwise CPAP (AirSense 10, ResMed) titration combined with video-PSG and FDMD-NIRS recordings in one nocturnal sleep episode. This sleep episode consisted of 1 hour of baseline sleep without CPAP, followed by incremental stepwise titration of 1 cmH₂O pressure per hour starting from 5.8 cmH₂O depending on the individuals. The 1-h baseline sleep allowed us to compare arm_OD with finger_OD during natural sleep in patients with OSA. We included the CPAP titration protocol because (1) the stepwise CPAP titration protocol can increase the number of hypopneas for data analysis in our patients, since low pressures cannot fully open the airways to restore the apneas but instead cause hypopneas and (2) auto-CPAP that can automatically adjust the pressures within a given range (ie, automatic titration), and CPAP with fixed pressures are the most efficient and popular therapy for OSA [44]. Thus, the comparison between arm_OD and finger_OD in hypopneas under various CPAP pressures could allow us to test the feasibility of monitoring treatment efficacy by measuring arm_OD.

Video-PSG

Video-PSG (Embla RemLogic, Natus Medical Incorporated) is a comprehensive recording of physiological signals during sleep, including electroencephalography at electrode locations of C3, C4, O1, O2, F3, and F4 according to 10 to 20 system, eye movements (electrooculogram), muscle activation (electromyogram), electrocardiogram, breathing functions, heart rate, fingertip SpO₂ (left index fingertip in this study), and movement during sleep. Two experienced sleep technologists independently scored the sleep stages, respiratory and limb movement events, and motion artifacts in 30-second epochs according to the American Academy of Sleep Medicine manual [12]. Sleep hypopneas were defined as an at least 30% drop in airflow lasting for at least 10 seconds with either an arousal or >3% drop in SpO₂. The discrepancy between these two technologists was resolved by discussion or recommendation by an experienced neurophysiologist. The hypopneas were excluded from analysis if their SpO₂ desaturations were larger than 15% (n=31) to exclude outliers and potentially unreliable measurements caused by instrument errors.

FDMD-NIRS Measurements

In this study, FDMD-NIRS (Imagent, ISS) measurements were conducted over the middle of the left biceps muscle. Imagent is currently the only commercial benchtop FDMD-NIRS device [40,42,45] and has been CE-approved for research. Its light emitters, four laser diodes at 690-nm wavelength and four laser diodes at 830-nm wavelength, are coupled into four light sources and are high frequency modulated at 110 MHz. The light can penetrate the measured tissues with a depth of several centimeters when the four light sources are aligned and placed at 2, 2.5, 3, and 3.5 cm away from an optical fiber bundle connected to the photomultiplier tube detector.

The most common commercially available NIRS devices, including wearable NIRS devices (eg, Humon [30,31], Moxy [32,33], and PortaMon [34]), are continuous-wave NIRS (CW-NIRS), which measure the hemodynamic changes in human tissues based on the modified Beer–Lambert law (MBLL) [46–48]. As illustrated in Figure 1A, in the original Beer–Lambert law, the light extinction is proportional to the concentration C multiplied by the constant extinction coefficient ε for the particular absorber and the length d of the absorbing media when light passes through a nonscattering but absorbing media [49]. C x ε is also called the absorption coefficient μ of the absorbing media. However, biological tissues are highly scattering media, and scattering will increase the path-length of light, thus increasing the probability of both light absorption and loss of light. Scattering also makes it possible that some light can go out of the tissue from the same side of the light source (ie, backscattering light), as shown in Figure 1B. Thus, reflectance photoplethysmography (R-PPG) pulse oximeter [50–52] and the NIRS device in which the light source and detector are placed on the same side of the measured tissues were developed based on MBLL. In MBLL, the light propagation due to scattering is taken into account by introducing the differential path-length factor (DPF). The real path-length of light in the tissue is then calculated as DPF multiplied by the source-detector distance r. DPF varies between different biological tissues and different individuals, and it also depends on other factors such as light wavelength and age and gender of the individual [48,53]. CW-NIRS devices use fixed value of DPF in the range of 3 to 6 for different light wavelengths [53]. They can only estimate the relative changes in the main absorbing chromophores, that is, oxygenated hemoglobin (HbO₂) and deoxygenated hemoglobin (HHb) in the measured biological tissues. R-PPG and T-PPG pulse oximeters usually use two near-infrared wavelengths that are mainly absorbed by HbO₂ and HHb respectively. The influences of scattering on light attenuation are approximately assumed to be cancelled out in the calculation of SpO₂ that is derived from the ratio of the light intensities of the two wavelengths, ie, assuming the path-lengths of the two wavelengths are identical in the tissues [50–52]. However, this assumption is actually not valid because DPF varies between different wavelengths. Experimental calibrations against in vitro measurement of arterial oxygen saturation (SaO₂) in extracted arterial blood (ie, invasive co-oximetry) thus must be performed in commercial pulse oximeters during their research and development period to correct measurement errors [50–52]. Several calibration-free methods were also proposed, including calculating the real light path-length and absorption by using the frequency-domain NIRS algorithm [52,54–57].
Figure 1. Beer–Lambert law and frequency-domain multistage near-infrared spectroscopy (FDMD-NIRS) measurement. (A) The original Beer–Lambert law describing the light propagation in a non-scattering absorbing media. The attenuation of light intensity in this absorbing media is proportional to the concentration C multiplied by the constant extinction coefficient ε for the particular absorber and the length d of the absorbing media. (B) The travelling of light in biological tissue (i.e., highly scattering media). Light travels a longer pathway in the tissue than the light source-detector distance r due to scattering. (C) Basic principle of FDMD-NIRS measurement. The blue sine wave represents the high-frequency modulated light source. I_{DC0} and I_{AC0} are its light intensity and modulation amplitude, respectively. The two black sine waves are the output light detected after passing the measured tissues. They are detected by detectors 1 and 2 placed at different distances away from the light source. The light intensities and modulation amplitudes of the two black sine waves are smaller than those of the light source, and their phases are delayed because of the absorption and scattering in the tissues. Detector 1 is closer to the light source than detector 2. Therefore, the light intensity I_{DC1} and modulation amplitude I_{AC1} detected at detector 1 are larger than the light intensity I_{DC2} and modulation amplitude I_{AC2} detected at detector 2. The phase delay φ1 at detector 1 is smaller than the phase delay φ2 at detector 2 because the light reaching detector 2 has travelled a longer distance in the tissue. Similarly, the light intensity and modulation amplitude will be further decreased, and the phase delay will be further increased, when the light reaches the other detectors placed farther away than detector 2.

As illustrated in Figure 1C, in FDMD-NIRS, the light emitted from light source can be detected by detectors placed at different distances away from the source. The light intensity (I_{DC}) and modulation amplitude (I_{AC}) of the detected light decrease, and a phase delay (φ) occurs between the detected light and the source light due to absorption and scattering. The detected I_{DC} and I_{AC} are smaller but the φ is larger at the detector further away from the light source. The I_{DC}, I_{AC} and φ from different light source-detector distances vary linearly [42,45]. Therefore, to submit the measured I_{DC}, I_{AC} and φ to linear regression, we can obtain the following equations derived from the photon diffusion equation in a semi-infinite geometry [40,45,58-60]:

\[
\ln (r^2 I_{AC}) = rS_{AC} + C_{AC} \quad (1)
\]
ln (\(r^2_{DC}\)) = rS_{DC} + C_{DC} \quad (2)
\phi = rS_{\phi} + C_{\phi} \quad (3)

Where \(r\) is the known source-detector distance, \(S_{AC}, S_{DC}\) and \(S_{\phi}\) are the slopes and \(C_{AC}, C_{DC}\) and \(C_{\phi}\) are the intercepts. The linearity of the equation is monitored by the \(R^2\) of the fitted linear regression. By combining any two of these three slopes (eg, we chose \(S_{AC}\) and \(S_{\phi}\) in the following equations), we can calculate the absorption coefficient \(\mu_a\) and the reduced scattering coefficient \(\mu_s\) of the measured tissue [40,45,58-60]:

\[
\mu_a = \omega/2\pi \times (S_{AC} - S_{DC} / S_{\phi}) \quad (4)
\mu_s = (S_{AC}^2 - S_{\phi}^2) / 3\mu_a - \mu_s \quad (5)
\]

where \(\omega/2\pi\) is the modulation frequency and \(v\) is the velocity of light in the tissue. FDMD-NIRS uses two wavelengths. The \(\mu_a\) and \(\mu_s\) of both these wavelengths can be calculated individually by using the same equations (4) and (5). Equation (4) gives us the absorption coefficient of the measured tissues calculated by taking the influence of scattering into account. It is equal to \(C \times \varepsilon\) as mentioned above. In NIRS, the main contributions to absorptions in tissues are HbO2 and HHb, so we have the following equation:

\[
\mu_a^\lambda = \varepsilon_{HHb}^\lambda C_{HHb} + \varepsilon_{Hbo2}^\lambda C_{Hbo2} \quad (6)
\]

where \(\mu_a^\lambda\) is the absorption coefficient of the measured tissue at wavelength \(\lambda\). \(\varepsilon_{HHb}^\lambda\) and \(\varepsilon_{Hbo2}^\lambda\) are the known extinction coefficients at wavelength \(\lambda\) for HHb and HbO2, respectively. \(C_{HHb}\) and \(C_{Hbo2}\) are the concentrations of HHb and HbO2, respectively. Using two wavelengths \(\lambda_1\) and \(\lambda_2\), we can then calculate \(C_{HHb}\) and \(C_{Hbo2}\) with the following equations:

\[
C_{Hbo2} = (\mu_a^{\lambda_1} \varepsilon_{HHb}^{\lambda_2} - \mu_a^{\lambda_2} \varepsilon_{HHb}^{\lambda_1}) / (\varepsilon_{Hbo2}^{\lambda_1} \varepsilon_{HHb}^{\lambda_2} - \varepsilon_{Hbo2}^{\lambda_2} \varepsilon_{HHb}^{\lambda_1}) \quad (7)
\]

\[
C_{HHb} = (\mu_a^{\lambda_2} \varepsilon_{Hbo2}^{\lambda_1} - \mu_a^{\lambda_1} \varepsilon_{Hbo2}^{\lambda_2}) / (\varepsilon_{Hbo2}^{\lambda_1} \varepsilon_{HHb}^{\lambda_2} - \varepsilon_{Hbo2}^{\lambda_2} \varepsilon_{HHb}^{\lambda_1}) \quad (8)
\]

Therefore, \(StO_2\) can be further derived as:

\[
StO_2 = 100 \times C_{Hbo2} / (C_{Hbo2} + C_{HHb}) \quad (9)
\]

In this study, the sampling rate of FDMD-NIRS recording was 5.2 Hz. The reliability and accuracy of FDMD-NIRS measurements depend on the linearity of the measured optical signals on distances, because \(\mu_a\) and \(\mu_s\) are derived from the slopes of equations (1-3). The linear dependence \(R^2\) of the modulated light amplitude and phase shift over the measured distances should be highly close to 1 in each light wavelength. Thus, before the start of the recording, our Imagent system was calibrated on an optical phantom block with known \(\mu_a\) and \(\mu_s\), that is, the light intensity of each light source was adjusted so that \(R^2\) was equal to 1 and the measured \(\mu_a\) and \(\mu_s\) of the optical phantom block were equal to their known values. This calibration step can exclude the uncertainty of our measurements due to machine errors such as light source and detector errors. The raw optical data were discarded if the \(R^2\) was smaller than 0.95 in either modulated light amplitude or phase shift in any wavelength to exclude poor-quality data arising from improper probe-skin contact and shunted light reaching the detector without travelling through the tissue [68,69]. The NIRS data were then subjected to a low-pass (<0.08 Hz), zero-phase filter designed using Hanning window to remove the physiological noises, including heart rate, respiratory noise, and spontaneous slow hemodynamic oscillations [70,71]. The filtered data were smoothed with moving average smooth method (robust locally weighted scatter plot smoothing [70,72]).

### Statistical Analysis

Bland-Altman plots were used to illustrate the agreements between arm_OD and finger_OD during baseline sleep and under CPAP, respectively. We used t test to determine whether the differences between arm_OD and finger_OD were significantly different from 0. In order to check whether arm_OD could replace finger_OD in subgroups of hypopneas (ie, hypopneas with different degrees of desaturations), we used Spearman correlation to evaluate the relationship between arm_OD and finger_OD in different subgroups defined by finger_OD greater than or equal to specific cut-offs. The cut-offs ranged from 2% to 8%. P values <.05 indicated statistical significance for both analyses. Pre-processing of FDMD-NIRS signals was carried out in MATLAB (MathWorks, Inc.). All statistical analyses were performed using R statistical software (version 3.2.4; R Foundation for Statistical Computing).

### Results

In total, 2185 hypopneas (median 67, IQR 41-82) were analyzed, including 668 (median 16, IQR 11-35) recorded during baseline sleep and 1517 (median 41, IQR 25-64) recorded during CPAP. Figure 2 illustrates the typical changes that occurred in arm_OD and finger_OD during hypopneas events. Indeed, sleep hypopneas cause OD in arm StO2. The absolute (mean) values of StO2 were 68.8% (SD 6.5%) at baseline before the start of hypopneas. The distributions of finger_OD and arm_OD (Figure 3) suggest larger OD in the finger than in the arm both at the baseline and during CPAP, as the peaks of the distributions of arm_OD are smaller than those of finger_OD.
Figure 2. Typical oxygen desaturation (OD) at fingertip (finger_OD) and at arm (arm_OD) during hypopneas. Arrows indicate the degree of OD. SpO$_2$ is measured at the fingertip by polysomnography transmission photoplethysmography, and StO$_2$ is measured at the biceps muscle by frequency-domain multidistance near-infrared spectroscopy. SpO$_2$: peripheral capillary oxygen saturation; StO$_2$: peripheral tissue oxygen saturation.
Figure 3. Distributions of oxygen desaturation at fingertip (finger_OD) and at arm (arm_OD) at (A) baseline (n=668) and (B) under continuous positive airway pressure (CPAP: n=1517).

Bland-Altman plots (Figure 4) show that the mean difference between finger_OD and arm_OD is 2.86% (95% CI 2.67%-3.06%, t_{667}=28.28; P<.001) during baseline sleep and 1.83% (95% CI 1.72%-1.94%, t_{1516}=31.99; P<.001) under continuous positive airway pressure (CPAP) sleep, with broad 95% limits of agreement (LoA) as [-2.27%, 8.00%] and [-2.54%, 6.19%], respectively. Using the criterion of arm_OD ≥3%, we can only define 16.32% (109/668) and 14.90% (226/1517) of hypopneas at baseline and during CPAP sleep, respectively.
Figure 4. Bland-Altman plots of oxygen desaturation at fingertip (finger_OD) and at arm (arm_OD) at (A) baseline (n=668) and (B) under continuous positive airway pressure (CPAP: n=1517). The x-axes show the mean between the two measures, whereas the y-axes represent the differences (ie, finger_OD – arm_OD). The horizontal dotted lines indicate the mean difference and the 95% limits of agreement between the measures, ie, mean difference ± 1.96 × SD. The distribution of the mean difference is shown at the right margin of the plot, which is a normal distribution.

To test whether arm_OD could replace finger_OD in subgroups of hypopneas such as those causing severe OD, we correlate arm_OD and finger_OD in different subgroups with finger_OD ≥ specific cut-offs (from 2% to 8%). Again, we could only observe weak correlations (ie, correlation coefficients < 0.4) between them at baseline and under CPAP (Figure 5).
Since the baseline values of \( \text{StO}_2 \) (mean 68.8% SD 6.5%) are obviously much smaller than those of \( \text{SpO}_2 \) (usually above 90%), it is possible that the relative change rather than the absolute (raw) value of \( \text{arm}_{\text{OD}} \) has better agreement with the \( \text{finger}_{\text{OD}} \). We therefore normalize the \( \text{arm}_{\text{OD}} \) to its baseline. The mean difference between \( \text{finger}_{\text{OD}} \) and normalized \( \text{arm}_{\text{OD}} \) is 1.68% (95% CI 1.46-1.90%, \( t_{667}=14.99; \, P<.001 \)) during baseline sleep and 0.88% (95% CI: 0.75-1.01%, \( t_{1516}=12.91; \, P<.001 \)) during CPAP sleep, respectively. The mean differences are smaller than those between absolute \( \text{arm}_{\text{OD}} \) and \( \text{finger}_{\text{OD}} \). However, the 95% LoA are still equally broad, which are [-3.99%, 7.34%] during baseline sleep and [-4.32%, 6.08%] during CPAP sleep respectively, suggesting poor agreement. Only 41.6% (278/668) of hypopneas at baseline and 31.7% (481/1517) during CPAP sleep can be defined using the criterion of normalized \( \text{arm}_{\text{OD}} \geq 3\% \), suggesting that the normalization still has poor sensitivity in detecting hypopneas.

**Discussion**

**Principal Findings**

In this study, we compare, for the first time, event-by-event \( \text{finger}_{\text{OD}} \) to \( \text{arm}_{\text{OD}} \) in sleep hypopneas during naïve sleep and CPAP therapy sleep. We choose the gold-standard reference methods for both \( \text{arm}_{\text{OD}} \) and \( \text{finger}_{\text{OD}} \)—advanced FDMD-NIRS for \( \text{arm}_{\text{OD}} \) and PSG fingertip transmission photoplethysmography for \( \text{finger}_{\text{OD}} \). \( \text{Arm}_{\text{OD}} \) is 2% to 3% smaller than \( \text{finger}_{\text{OD}} \), probably because \( \text{finger}_{\text{OD}} \) is caused only by arterioles, whereas \( \text{arm}_{\text{OD}} \) is physiologically determined by mixed sources of arterioles, venules, and capillaries [42,73,74]. The lower value of \( \text{arm}_{\text{OD}} \) is thus most likely due to the contribution of the venous blood pool. The significant difference between \( \text{finger}_{\text{OD}} \) and \( \text{arm}_{\text{OD}} \) and their broad LoA (Figure 4) suggest that \( \text{arm}_{\text{OD}} \) cannot directly replace \( \text{finger}_{\text{OD}} \) to define hypopneas. If the standard criterion of \( \geq 3\% \) drop is applied, it will cause a high rate of false-negative results in diagnosing OSA and in assessing the efficacy of CPAP treatment. The poor agreement between \( \text{finger}_{\text{OD}} \) and \( \text{arm}_{\text{OD}} \) and the low sensitivity of \( \text{arm}_{\text{OD}} \) in measuring hypopneas cannot essentially be improved even after normalization, in which raw \( \text{arm}_{\text{OD}} \) is normalized to its baseline before the start of hypopnea. The poor correlations (Figure 5) between \( \text{finger}_{\text{OD}} \) and \( \text{arm}_{\text{OD}} \) across hypopnea severity further suggest that the \( \text{arm}_{\text{OD}} \) cannot be used to define hypopneas, that is, correlations remain low even in severe hypopneas that are associated with much larger \( \text{finger}_{\text{ODs}} \).

The armband and smartwatch are two of the most popular wearable technologies. Our results have direct implications for wearable armbands and portable oximeters using NIRS techniques to measure OSA, as we discuss below.

First, the FDMD-NIRS system used in our study is well recognized as the most robust and reliable reference NIRS technique [31,42,61]. Arm \( \text{StO}_2 \) measured by our device should be identical to that measured by consumer-grade wearable NIRS armbands (eg, Humon [30,31], Moxy [32,33], and PortaMon [34]). It should also be equal to that measured by FDA-cleared medical-grade portable NIRS oximeters, such as INVOS 5100C (Medtronic) [66], FORE-SIGHT (CAS Medical Systems) [67], SenSmart (Nonin Medical Inc) [75], Hutchinson InSpectra.
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 is the best noninvasive estimate of SaO
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 [50,52]. The ratio of the coefficients a/b is called the arterio-venous ratio (AVR). The AVR of different tissues (eg, brain and muscles) and different populations (eg, healthy people and patients, adults, and children) has been determined by invasive measurements under different conditions but not during sleep [73,78-88]. Commercially available NIRS oximeters, including the aforementioned FDA-certificated medical devices take the fixed AVR value as either 0.25/0.75 or 0.30/0.70 but have not validated it in OSA [78-88]. Our results of poor correlations between arm_OD and finger_OD (Figure 5) indicate that such an uncritical AVR adoption is not justified. According to the mathematical model of fixed relationship between StO
2
 and SaO
2
, we expect a strong correlation between StO
2
 and SpO
2
 that we could not confirm using our data. These conflicting results suggest that the model is not valid for OSA. Therefore, developers of wearable or portable NIRS devices should first study the AVR in muscle tissues and validate it against invasive blood sample measurements before using their devices commercially for OSA diagnosis.

Our findings also indicate that appropriate arterial oxygen saturation measurement is not possible with armbands using the R-PPG method. As mentioned in the Methods section, R-PPG essentially has the same theoretical limitations as CW-NIRS, such that the scattering of light in the human tissues cannot be calculated. R-PPG and T-PPG pulse oximeters estimate SpO
2
 under the assumption that changes in blood volume only occur in arterial but not in the venous compartment. SpO
2
 is measured from the fingertip or the superficial forehead because these locations are well perfused by arteries [36,52,89]. It is not recommended to measure SpO
2
 by using R-PPG at the wrist or arm, because of its low signal-to-noise ratio. Compared to the more precise fingertip T-PPG method, the low signal-to-noise ratio of R-PPG at the wrist or arm is about 10 times weaker due to various factors such as relative low blood perfusion and sensitivity to pressure and ambient light sources [51,89]. Additionally, the key assumption of constant venous blood volume is no longer valid at the wrist or arm [89,90]. Although recently, some smartwatches [26-29] and a few armbands [35-37] claimed that they can measure SpO
2
 at the arm or wrist by using R-PPG, they actually measure both arterial and venous blood [89,90] similar to NIRS. A main difference between NIRS and R-PPG is the measurement depth. Whether R-PPG measures the blood only in the skin or in both the skin and muscle depends on the distance between the light source and detector [91]. The detector can detect the light passing through deeper tissues at a larger separation distance. In vivo studies suggest that R-PPG can obtain its best signal-to-noise ratio at a separation distance of 3 to 6 mm [92]. Thus, a separation distance of several millimeters is used in the design of R-PPG pulse oximetry [36]. A recent study modeled the R-PPG light propagation in human skin [37]. The authors found that even at a separation distance of only 0.6 mm, many light rays reaching deeper into the muscle can still be received by the detector because of the random nature of light scattering [37]. Therefore, similar to NIRS armbands, armband devices using R-PPG capture the oxygen saturation in both skin and muscle. There are challenges in using both techniques to differentiate SaO
2
 and SvO
2
desaturations from the measured StO
2
desaturation to define sleep hypopneas.

We did not include a smartwatch in this study, although recently, leading smartwatch companies like Apple, Fitbit, Garmin, Huami, and Huawei have all added the function of measuring oxygen saturation in their products. This is because these commercially available products cannot or are unwilling to export their raw data for analyses, or their temporal resolutions are simply too low for an event-by-event comparison necessary for our study because usually these consumer-grade smartwatches upload their data to their cloud servers in minute resolution. Nevertheless, our results may have indirect implications for smartwatches. R-PPG smartwatch is different from the fingertip T-PPG in measuring SpO
2
. Lee et al [89] found that the raw light signals measured by wrist R-PPG and fingertip T-PPG change differently during breath-holding, indicating different SpO
2
 values are calculated by these two techniques. Abay et al [36] reported that wrist R-PPG results in lower SpO
2
 values than fingertip T-PPG at rest, and during venous occlusion, fingertip T-PPG SpO
2
 does not exhibit desaturation but wrist R-PPG SpO
2
 drops similarly as the simultaneously measured NIRS StO
2
 at the same arm. Their findings also indicate that although smartwatches measure the wrist and NIRS measures the arm muscle, the measured changes in oxygen saturation by these two techniques are likely to be the same. Thus, the venous blood influences in our NIRS StO
2
 measurements are also likely to be observed in smartwatch measurements.

Conclusions

Our study warns consumers, health care insurance companies, and sleep clinicians and scientists to interpret the AHI provided by smartwatches and armbands with caution until those products are clinically and experimentally validated. An AHI >5/hour suggests the diagnosis of OSA [12]. Our results suggest that AHI is likely to be underestimated if using the criterion of arm_OD ≥3% to define hypopneas. Wearable technology developers who are validating their products can learn from this study and take into account the mismatch between the ODs measured by their products and by the gold-standard technique fingertip pulse oximetry. Developing new parameters (eg, estimated-oxygen-variation provided by Fitbit smartwatches [26]) or combining smartwatches with external fingertip T-PPG sensors [93] may be a more promising strategy to measure OSA. Nevertheless, validations of these new approaches are necessary before releasing them for clinical use. In addition, our finding
of a weak correlation between finger_OD and arm_OD indicates that (1) prediction of finger_OD using arm_OD may be possible but will require development and implementation of sophisticated data-mining, such as machine learning algorithms [90], and (2) as previous studies have validated NIRS oximeters as medical devices, protocols that quantify the arterial and venous contributions to the arm_OD are needed. Arm_OD can then be calibrated to indicate the changes in the arterial ODs at the arm or wrist.
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Abbreviations

<table>
<thead>
<tr>
<th>AHI</th>
<th>Apnea–Hypopnea Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>arm_OD</td>
<td>arm oxygen desaturation</td>
</tr>
<tr>
<td>AVR</td>
<td>arterio-venous ratio</td>
</tr>
<tr>
<td>CPAP</td>
<td>continuous positive airway pressure</td>
</tr>
<tr>
<td>CW-NIRS</td>
<td>continuous wave near-infrared spectroscopy</td>
</tr>
<tr>
<td>DPF</td>
<td>differential path-length factor</td>
</tr>
<tr>
<td>FDMD</td>
<td>frequency-domain multidistance</td>
</tr>
<tr>
<td>finger_OD</td>
<td>fingertip oxygen desaturation</td>
</tr>
<tr>
<td>HbO$_2$</td>
<td>oxygenated hemoglobin</td>
</tr>
<tr>
<td>Hb</td>
<td>deoxygenated hemoglobin</td>
</tr>
<tr>
<td>LoA</td>
<td>limit of agreement</td>
</tr>
<tr>
<td>MBLL</td>
<td>modified Beer–Lambert law</td>
</tr>
<tr>
<td>NIRS</td>
<td>near-infrared spectroscopy</td>
</tr>
<tr>
<td>OD</td>
<td>oxygen desaturation</td>
</tr>
<tr>
<td>OSA</td>
<td>obstructive sleep apnea</td>
</tr>
<tr>
<td>PSG</td>
<td>polysomnography</td>
</tr>
<tr>
<td>R-PPG</td>
<td>reflectance photoplethysmography</td>
</tr>
<tr>
<td>SaO$_2$</td>
<td>arterial oxygen saturation</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SpO$_2$</td>
<td>peripheral capillary oxygen saturation</td>
</tr>
<tr>
<td>STO$_2$</td>
<td>peripheral tissue oxygen saturation</td>
</tr>
<tr>
<td>SvO$_2$</td>
<td>venous oxygen saturation</td>
</tr>
<tr>
<td>T-PPG</td>
<td>transmission photoplethysmography</td>
</tr>
</tbody>
</table>
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Abstract

Background: Video is used daily for various purposes, such as leisure, culture, and even learning. Currently, video is a tool that is available to a large part of the population and is simple to use. This audio-visual format has many advantages such as its low cost, speed of dissemination, and possible interaction between users. For these reasons, it is a tool with high dissemination and educational potential, which could be used in the field of health for learning about and management of chronic diseases by adult patients.

Objective: The following review determines whether the use of health educational videos by adult patients with chronic diseases is effective for their self-management according to the literature.

Methods: An electronic literature search of the PubMed, CINAHL, and MEDLINE (via the EBSCOhost platform) databases up to April 2020 was conducted. The systematic scoping review followed the Preferred Reporting Items for Systematic reviews and Meta-Analysis (PRISMA) methodology.

Results: After reviewing 1427 articles, 12 were selected as the most consistent with the proposed inclusion criteria. After their review, it was found that the studies showed that video is effective as a tool for improving care related to chronic diseases.

Conclusions: Video is effective in improving the care and quality of life for patients with chronic diseases, whether the initiative for using video came from their health care professionals or themselves.

DOI: 10.2196/26427
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Introduction

Overview

The increase in the use of social networks and the need for patients to know more about their disease or that of a loved one and how to manage it properly has led to calls for the health system to be updated and health professionals to offer patients reliable and quality tools. Video has become a powerful teaching and dissemination method in all fields. In the health field, it is also used for educational and empowering purposes for the patient, especially when the patient has a chronic disease.

By supplying educational videos for viewing in the health field, the aim is to help patients improve their quality of life through more rigorous self-care, encouraging their access to the health system and often, making personalized care available if video enables live video conferences with health care professionals. Video is a very useful and effective tool, both for professionals...
and patients, due to its low cost, speed of dissemination, and ease of access.

**Background**

The annual report “The Global State of Digital in 2019” created by Hootsuite and We Are Social [1] positioned the YouTube audio-visual platform as the most used social network in Spanish-speaking countries (Mexico, Colombia, Argentina, and Spain). In Spain, 89% of social network users use YouTube [2]. One of the characteristics of the videosocial networks (e.g., YouTube or Vimeo) is that the shared videos can host comments and these are registered publicly; in this way, a question that a person asks publicly can be read by other users who have a similar question. This feature, together with its enormous popularity, makes it a tool worth considering for disseminating health information [3,4].

Numerous studies consider that online video content on health is useful and highly effective for educating patients [5,6], although others point out that this content should be viewed with caution since it could be erroneous or confusing and not provide quality information [7-10]. In fact, the most popular videos or those with the highest number of views may contain low-quality or even inappropriate content.

For this reason, many researchers agree on the need for professionals to lead the creation of quality video content [4], although it could also be helpful for patients to do so [11].

**Table 1.** The PICO (Patient, Intervention, Comparison, Outcomes) framework.

<table>
<thead>
<tr>
<th>PICO framework</th>
<th>Description</th>
<th>Application to this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Definition of the problem or patient</td>
<td>Adult population with chronic diseases or their adult caregivers</td>
</tr>
<tr>
<td>I</td>
<td>Interventions</td>
<td>Using video to obtain information about their own illness or a family member's illness</td>
</tr>
<tr>
<td>C</td>
<td>Comparison</td>
<td>The effectiveness of viewing videos to improve the care of the chronic pathology to be treated</td>
</tr>
<tr>
<td>O</td>
<td>Outcomes= Results</td>
<td>Management of chronic disease in adult patient after the use of video as an educational tool</td>
</tr>
</tbody>
</table>

The search for journal articles used for this bibliographic review was carried out in the following databases: CINAHL and MEDLINE (via the EBSCOhost platform) and PubMed. The search terms proposed in the process of searching and selecting articles in both databases and the results obtained, in the form of articles, respectively, are shown in the following paragraphs.

The following keywords (MESH descriptors) were used to search for articles: patients, adult, young adult, family, education, health education, self-care, power (psychological), audio-visual aids, video recording, webcasts, chronic disease, chronic pain, caregivers, nursing models. The keywords in Spanish (DECS descriptors) were the following: Pacientes, paciente crónico, familia, cuidadores, educación, autocuidado, video, enfermería, audiovisual, tratamiento, empoderamiento.

It is important to bear in mind that YouTube or Vimeo have their own algorithm for classifying videos that are published, so that, despite efforts from professionals or institutions to generate quality videos, such videos may not reach the target public if they are not properly disseminated and other approaches are not used [12]. Given the lack of quality or patient-specific content on generalist platforms such as YouTube and Vimeo, the main role of the health professional should be that of content curator or link supplier, helping patients to select quality resources [13,14].

The objective of this scoping review is to determine whether the use of educational videos in the health field for self-management of chronic diseases by adult patients is effective.

**Methods**

This study follows the guidelines of the Preferred Reporting Items for Systematic reviews and Meta-Analysis (PRISMA) [15]. The PICO (Patient, Intervention, Comparison, Outcomes) framework was used to answer the question: “Does access to audio-visual tools improve the care of patients and/or their families as a way of empowering them to face up to their pathologies?” as shown in Table 1.
Methodological quality was assessed using the Downs and Black Checklist for Quality Assessment [16] in the modified version used in several previous studies [17-19]. This checklist is made up of a total of 27 questions classified in 4 domains (reporting, external validity, internal validity, and power). Scores on the modified Downs and Black checklist were classified as “excellent” (score 24-28), “good” (19-23), “fair” (14-18), or “poor” (≤13).

Relevant data regarding study design, characteristics of participants including chronic disease, and interventions carried out including characteristics of the video used as an educational tool were extracted. Specifically, regarding video characteristics, information was collected about the source of the video (created ad hoc for the study or already existing videos) and how it was used as an educational tool (self-administered, shown during an outpatient visit, or shown during a video conference in a synchronous form). Information about results was also extracted related to the expected results previously described in each study. Positive results were considered when a significant improvement in the objectives proposed for the study for the educational tool was shown.

Results

In the 12 studies selected to carried out this study, a total of 1398 participants were included. The sample size of the different studies ranged from 8 participants [20] to 429 participants [21], with an average size of 116.5 participants per study. Of the 12 studies, 8 studies included more than 50 subjects. Table 2 summarizes the most relevant data from the articles included.
### Table 2. Descriptive characteristics of the included studies.

<table>
<thead>
<tr>
<th>Author(s), year</th>
<th>Title or objective</th>
<th>Study design</th>
<th>Participants</th>
<th>Intervention</th>
<th>Results</th>
<th>Downs and Black Checklist score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albert et al, 2017 [22]</td>
<td>Factors associated with telemonitoring use among patients with chronic heart failure</td>
<td>Descriptive cross-sectional study</td>
<td>206 outpatients and hospitalized patients with heart failure</td>
<td>A 6-minute video was offered that dealt with telemonitoring, which was intended to collect information on the patient's blood pressure and weight to send to the caregiver. Subsequently, questionnaires were used to evaluate the efficacy.</td>
<td>The intervention was well received by the patients, especially when satisfying the personal needs of care and learning in a bidirectional way with a doctor or a nurse, through the use of smartphones.</td>
<td>16</td>
</tr>
<tr>
<td>Rosen et al, 2017 [23]</td>
<td>Telehealth protocol to prevent readmission among high-risk patients with congestive heart failure</td>
<td>Quasiexperimental study</td>
<td>50 patients with congestive heart failure</td>
<td>A telehealth platform was developed that enables, through videoconferencing, educating patients about their disease, to prevent hospital readmissions for congestive heart failure.</td>
<td>Adherence to treatment was increased, and there was a marked decrease in readmission of patients with congestive heart failure.</td>
<td>19</td>
</tr>
<tr>
<td>Vogler et al, 2017 [24]</td>
<td>Assessing outcomes of educational videos in group visits for patients with chronic pain at an academic primary care clinic</td>
<td>Analytical observational prospective cohort study</td>
<td>14 patients with chronic non-cancerous pain who underwent an educational program on pain</td>
<td>Educational videos were offered to patients and discussed orally in a subsequent group visit. In total, there were 4 group visits.</td>
<td>The study participants, by improving their knowledge, reduced the doses of painkillers they took, in addition to reducing visits to the emergency room for pain.</td>
<td>17</td>
</tr>
<tr>
<td>Farver-Vestergaard et al, 2019 [20]</td>
<td>Teledelivered mindfulness-based cognitive therapy in chronic obstructive pulmonary disease: a mixed methods feasibility study</td>
<td>Quasiexperimental study</td>
<td>8 patients with COPD underwent Mindfulness-Based Cognitive Therapy through videoconferencing</td>
<td>Two groups underwent mindfulness therapy to reduce psychological distress and improve the physical health of COPD through video conference sessions.</td>
<td>Clinical improvement was observed in hospital depression and anxiety. The patients perceived an improvement in unpleasant physical sensations and psychological symptoms.</td>
<td>18</td>
</tr>
<tr>
<td>Ward et al, 2018 [25]</td>
<td>Evaluation of multidisciplinary pulmonary rehabilitation education delivered by either DVD or spoken talk</td>
<td>Analytical observational cohort study</td>
<td>123 patients with COPD in a pulmonary rehabilitation study</td>
<td>Two groups were divided: One was provided with education about pulmonary rehabilitation through DVD, and the other group received the same information through oral and face-to-face discussion.</td>
<td>Education via DVD was found to be as effective as traditional education.</td>
<td>16</td>
</tr>
<tr>
<td>Ketelaars et al, 2017 [26]</td>
<td>The effect of video information on anxiety levels in women attending colposcopy: a randomized controlled trial</td>
<td>Randomized controlled clinical trial</td>
<td>136 women, older than 18 years, with a positive hHPV test, referred for colposcopy</td>
<td>Group A received information about colposcopy through a video and a brochure. Group B was only given the brochure.</td>
<td>The video did not significantly reduce the levels of anxiety, depression, or pain in the participants. But participants positively valued the video information.</td>
<td>17</td>
</tr>
<tr>
<td>De Lepelere et al, 2017 [27]</td>
<td>The effect of an online video intervention “movie models” on specific parenting practices and parental self-efficacy related to children’s physical activity, screen-time and healthy diet</td>
<td>Quasiexperimental two-arm study</td>
<td>238 parents with children 6-12 years old</td>
<td>The study offered 22 online, 2-minute videos on obesity and chronicity prevention for 4 weeks.</td>
<td>Parents valued the video as a useful and applicable tool. It was an effective tool for improving family habits and parental self-efficacy.</td>
<td>20</td>
</tr>
<tr>
<td>Author(s), year</td>
<td>Title or objective</td>
<td>Study design</td>
<td>Participants</td>
<td>Intervention</td>
<td>Results</td>
<td>Downs and Black Checklist score</td>
</tr>
<tr>
<td>----------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Bakas et al, 2019 [28]</td>
<td>Using telehealth to optimize healthy independent living for older adults: a feasibility study</td>
<td>Quasiexperimental study</td>
<td>22 older adults with some chronic health condition</td>
<td>A textbook, advice sheets, and 2 DVDs were provided; 3 telepresence sessions were held where the patients were trained using the tools provided.</td>
<td>Improvements were found in quality of life, self-efficacy, and confidence perceived by the patients.</td>
<td>17</td>
</tr>
<tr>
<td>Zanaboni et al, 2017 [29]</td>
<td>Long-term exercise maintenance in COPD via telerehabilitation: a 2-year pilot study</td>
<td>Quasiexperimental study</td>
<td>10 adult COPD patients</td>
<td>The intervention consisted of providing patients with exercises at home, supervised by videoconference by a physiotherapist.</td>
<td>It was determined that telerehabilitation is feasible for maintaining good long-term health status in COPD patients.</td>
<td>20</td>
</tr>
<tr>
<td>Taylor et al, 2018 [30]</td>
<td>Integrating innovative telehealth solutions into an interprofessional team-delivered chronic care management pilot program</td>
<td>Retrospective observational study</td>
<td>69 patients with 3 or more chronic pathologies, taking at least 5 drugs</td>
<td>A teleconsultation service was provided with a pharmacist to review treatments, doses, and improve adherence.</td>
<td>One-third of the patients changed their habits after pharmaceutical advice. It was found to be a useful tool for reducing errors.</td>
<td>15</td>
</tr>
<tr>
<td>McLeod et al, 2020 [21]</td>
<td>Impact of a comprehensive digital health programme on HbA1c and weight after 12 months for people with diabetes and prediabetes: a randomised controlled trial</td>
<td>Randomized controlled trial</td>
<td>429 patients with diabetes not taking insulin and daily access to the internet</td>
<td>The control and intervention arms received usual care. The intervention arm received the BetaMe/Melon program over 12 months, delivered through mobile devices and web-based platforms.</td>
<td>There were small improvements in HbA1c and weight at 4 months that had largely attenuated by 12 months. The BetaMe/Melon program in its current form cannot be recommended for use in the management of diabetes or prediabetes.</td>
<td>25</td>
</tr>
<tr>
<td>Locke et al, 2019 [31]</td>
<td>Using video telehealth to facilitate inhaler training in rural patients with obstructive lung disease</td>
<td>Retrospective observational analytical cohort study</td>
<td>93 resident patients with COPD or asthma in a rural setting</td>
<td>Live video training sessions were given to patients to explain the use of inhalers.</td>
<td>Improvement in inhalation technique was achieved by patients with asthma or COPD.</td>
<td>19</td>
</tr>
</tbody>
</table>

aCOPD: chronic obstructive pulmonary disease.
bHPV: high-risk human papillomavirus.
cHbA1c: glycosylated hemoglobin.

All videos employed as educational tools were specifically created within the frame of research. None of the studies included in the review used public videos or videos already hosted on a YouTube channel.

Regarding the study design, 5 of the studies were designed as a quasiexperimental, pre-post study. Another 5 studies were observational with either a retrospective, prospective, or descriptive design. In those studies, the objective was to assess the impact of videos as an educational tool provided to a group of patients for training or follow-up. Only 2 of the studies were designed as a randomized controlled trial.

Regarding the chronic disease of the participants, the selected studies included participants with diagnoses of chronic obstructive pulmonary disease (COPD: 4/12, 33%) [20,25,29,31], which was the most frequent; heart failure (2/12, 17%) [22,23]; chronic pain (1/12, 8%) [24]; diabetes (1/12, 8%) [21]; or squamous intraepithelial lesion due to human papillomavirus (HPV; 1/12, 8%) [26]. Participants with any chronic conditions were included in 3 of the studies [27,28,30], while quality of life was measured in 25% (3/12) of the studies. Each study included in the review provided different educational video tools to the subjects who participated in the research: educational video, informative video, video based on real cases, explanatory video. They were provided in different ways and in some cases combined with other educational strategies. Specifically, some studies used videoconferencing to provide physical therapy exercises [29], mindfulness therapy [20], pharmacological advice [30], or training about using inhalers [31]. Other studies used online videos [26,27] for different purposes such as education for pain management [24], information about diagnostic procedures [26], or disease prevention [27]. One study took advantage of an outpatient visit or hospitalization for the patient to view 1 short video about telemonitoring options for their disease [22]. In other studies, videos were provided in a DVD delivered to the patient independently [25] or combined with other activities such as...
These studies assessed whether the application of video had improved the management of chronic disease, and successful results were obtained in most cases. Of the 12 studies included in the review, 2 studies [21,26] did not show significant results to support the hypothesis that video is an effective tool to improve the health of patients with chronic disease in the long term. The study carried out by Ketelaars et al [26] found that the educational video did not significantly reduce the anxiety levels of the participants; that is, it was not effective as a stress reduction tool for women with HPV before a diagnostic procedure, compared with a brochure. However, the patients positively valued the videos offered. On the other hand, McLeod et al [21] found positive results on different outcomes in the first few months of a complex intervention for patients with diabetes. Nevertheless, after 12 months of follow-up, there were no significant differences.

Positive significant results were found in 10 of the 12 studies with a great heterogeneity of outcome variables: The doses of drugs and analgesics [24,30], exacerbations of chronic diseases, readmissions, and emergency room visits [23,24] were all reduced. Studies aimed specifically at patients with COPD showed that rehabilitation using video resources is also effective [25,29,31]. In addition to this, studies also found a decrease in pain, anxiety, and depression [20].

Lastly, improvements in disease knowledge [25], satisfaction [27], and health-related quality of life [28] were also found. These data indicate the effectiveness of the audio-visual tools provided to patients for improving management of chronic diseases and reinforcing health advice.

In terms of methodological quality, according to the modified version of the Downs and Black Checklist for Quality Assessment (Multimedia Appendix 1), 7 of the studies presented with a fair quality grade (scores from 15 to 18), and the other 5 studies had excellent or good methodological quality (scores from 19 to 25). The average score was 18.25. Items with the worst ratings on the quality scale were those related to blinding and randomization.

**Discussion**

**Principal Findings**

This scoping review identified 1427 articles, of which 12 fulfilled the selection criteria to determine the effectiveness of video as an educational and empowering tool for patients with chronic disease and their caregivers. The results of the review showed that audio-visual instruments are highly effective in the acquisition of competencies by the patient for self-management of chronic diseases. According to the studies reviewed, patients and caregivers themselves were able to improve their self-care and management of chronic diseases after complementing health advice with specific video resources.

In all the articles analyzed in this review, professionals offered the patient or group of patients videos or different audio-visual instruments specifically developed for research. Data on videos freely consulted on the internet by the patient were not included in these articles, nor were different video formats (eg, videoconferencing, DVD viewing, informative or explanatory video, educational video) and their effectiveness compared.

The use of educational videos could contribute to improving the general health status of patients with chronic disease and could even act at a preventive level, reducing the number of admissions and hospital stays. Along these lines, the use of educational videos with adult patients with chronic disease could help reduce anxiety, depression, pain, and even rescue medication doses that patients routinely take.

In addition, educational videos could be a powerful tool for the empowerment of patients with chronic diseases, helping to resolve their issues in a fast, economical, and dynamic way.

It was observed that in all the studies reviewed, health professionals directly offered the video or other audio-visual instruments to a group of patients, and patients did not freely search for videos on the internet. This issue omits investigations where a significant proportion of the population consults and shares videos on the internet, and thus, we were unable to affirm whether in this freer area, not guided by a professional, there are differences in effectiveness.

If audio-visual tools were used in the health system, patients could improve their health status and decrease their admissions and stays in hospital. In addition to this, they could resolve issues wherever they may be, in a fast, economical, and dynamic way.

The implementation of audio-visual tools could reduce the workload of health professionals, reach a greater number of people, decrease health spending, and carry out more effective health education, among other possible benefits.

In this review, in most of the studies, the professionals reinforced the videos with other types of supplementary educational material, such as infographics, brochures, and face-to-face visits.

Despite these results, video is not yet implemented in clinical practice as an educational tool of great value, perhaps due to the scarce evidence in this regard and the lack of training for professionals, among other factors.

Health professionals could have a relevant part in developing or selecting useful and high-quality video material for patients, particularly since videos available via services such as YouTube or Vimeo should be screened by an expert before patients view them, to increase the level of safety and trust in the content [32]. Indeed, material obtained in these video platforms without supervision could even contain dangerous information for patients’ health [33,34].

For this reason, it would be useful for health professionals to be updated in the use of new technologies and more specifically video, since audio-visual instruments are highly effective in the management of chronic diseases. Despite this, these tools, in some of the studies that were reviewed, had to be reinforced with additional information that was intelligible by the entire population, including the elderly population.
Although audio-visual tools are effective for improving the management of pathologies, personalized attention should not be omitted when necessary, so that the combined effectiveness of all educational instruments persists over time and is retained in the population. Good communication between patients and health professionals, either face-to-face or using videoconference, will reduce the need to get additional information. That would avoid browsing video material with low scientific evidence that could be harmful for the patient [35].

The present scoping review was conducted following the PRISMA checklist. Despite this, one of the limitations we found was the low number of articles included in the review and the great heterogeneity in the design of the included studies and chronic diseases included. On the other hand, the methodological quality of some of the studies could be explained by the challenge of recruiting participants for educational research studies and designing randomized controlled trials with a long-term follow-up. At the same time, the diverse range of aspects related to chronicity analyzed in the included studies also represents that using video as an educational and empowering tool for patients with chronic disease could improve several aspects of the disease.

With regard to chronic diseases, after reviewing the 12 selected articles, we concluded that the authors attached great importance to a group of chronic diseases such as COPD, heart disease, and diabetes. On the other hand, there are various chronic diseases that have a high impact on the population and were not included in the studies (eg, hypertension, obesity, fibromyalgia, and dementias); therefore, it would be useful to include them in this type of research. Further possible benefits in the use of video might be found.

On the other hand, the authors suggested tools such as videoconferencing with health care professionals (ie, nurses, doctors, pharmacists) and showed that after use of such tools, significant improvements in patient education are obtained. However, these types of resources are not widely used in health services either. It would be appropriate to study the barriers that hinder the use of these tools when receiving and offering health information through videos, such as lack of expertise in use, lack of technical resources, security, or support problems from the health system.

Conclusions
Despite the conclusion of the effectiveness of video for educating patients and improving self-care for chronic diseases in different articles published in well-known and high-impact medical journals, the use of video in the health field has not yet been implemented on a routine basis. It would be advisable to continue researching in this area and identify the advantages and benefits that audio-visual instruments can bring to patients with chronic diseases, their caregivers, and health professionals themselves, consolidating video as a complementary tool and of great support in reinforcing the health advice offered in consultations and clinical events.
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Abstract

Background: Patient portals have been introduced in several countries in the last few decades. Despite worldwide objectives of introducing patient portals, nationwide portals are rare, and studies about their use are limited. Finland is one of the forerunners in developing nationwide health data systems. A nationwide patient portal, My Kanta, for viewing electronic prescriptions and health data has been phased in, starting in 2010.

Objective: The aim of this study was to investigate what functions Finnish pharmacy customers use in My Kanta, their perceptions of the service's usability, and how satisfied users are with My Kanta overall.

Methods: In spring 2019, questionnaires (N=2866) were distributed from 18 pharmacies of varying size across mainland Finland to adult pharmacy customers purchasing prescription medications for themselves or for their child under 18 years of age. Questions were asked about the use and usability of the patient portal by means of structured and Likert-scale questions. Statistical analyses included frequencies, means, medians, chi-square tests, Fisher exact tests, and Kruskal-Wallis tests.

Results: In total, 994 completed questionnaires of 2866 delivered questionnaires (34.68%) were returned. The most-used My Kanta functions were browsing prescription information (781/802, 97.4%), records of health care visits (772/802, 96.3%), and results of laboratory tests and x-ray examinations (722/804, 89.8%). Most users (558/793, 70.4%) had also requested a prescription renewal using the service. My Kanta was perceived as easy to log into (772/816, 94.6%) and clear to view (709/808, 87.7%). Most users considered the service useful for monitoring their health information (753/813, 92.6%) and felt that it provides a good overall picture of the medications prescribed to them (711/813, 87.5%). The majority of users found the information recorded about them easy to understand (684/800, 85.5%). Of the users, 16.7% (135/807) disagreed with the statement that the information they were looking for was easy to find. Approximately two-thirds (501/814, 61.5%) of users did not know whether it is easy to view in which pharmacies and health care units their prescription information has been visited (772/802, 96.3%), and results of laboratory tests and x-ray examinations (722/804, 89.8%). Most users (558/793, 70.4%) also requested a prescription renewal using the service. My Kanta was perceived as easy to log into (772/816, 94.6%) and clear to view (709/808, 87.7%). Most users considered the service useful for monitoring their health information (753/813, 92.6%) and felt that it provides a good overall picture of the medications prescribed to them (711/813, 87.5%). The majority of users found the information recorded about them easy to understand (684/800, 85.5%). Of the users, 16.7% (135/807) disagreed with the statement that the information they were looking for was easy to find. Approximately two-thirds (501/814, 61.5%) of users did not know whether it is easy to view in which pharmacies and health care units their prescription information has been viewed, and over one-third (306/805, 38.0%) did not know whether it is easy to view in which health care units their health information has been processed. Approximately one-fifth of participants (181/805, 22.5%) feared that unauthorized persons might view their information and that their electronically saved prescription and health information might disappear (180/810, 22.2%). In addition, 16.1% (129/799) expressed interest in receiving guidance on My Kanta use. The vast majority of users (719/804, 89.4%) were satisfied with the service overall.

Conclusions: Pharmacy customers were satisfied with the nationwide patient portal. It was mostly used for browsing e-prescriptions and medical records. Overall, the usability of the service was good. However, users need to be better informed about data privacy and security issues, and guidance on using the portal needs to be improved.

(J Med Internet Res 2021;23(7):e25368) doi:10.2196/25368
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Introduction

Background

Patient portals displaying electronic health records have been developed worldwide in the last few decades. One aim of patient portals is to increase patients’ empowerment and their responsibility for their own health and well-being [1-6]. In most countries, for example, in the United States, the Netherlands, and the United Kingdom, portals cater to patients of a specific organization, with a particular disease, or of a specific region [3,5,7-11], while nationwide portals are rare. Nationwide portals have, however, been introduced in the Nordic countries and Estonia [12-18].

The contents and functions of portals vary between countries and portals. Portals based on an organization, disease, or region often include functions such as viewing medical notes, visit summaries, diagnoses, laboratory tests, and medications; scheduling appointments; renewing prescriptions; and secure messaging with health care professionals [3,7-10]. The contents of nationwide portals are broadly the same as in organization-based or disease-specific portals, allowing patients to monitor health and medication data [2,12-15,17,18]. However, nationwide portals seldom include the opportunity to request a prescription renewal, schedule appointments, or communicate with health care professionals. On the other hand, some nationwide portals allow users to declare organ donation testaments, access log lists (a list where one can view who or which organization has viewed one’s information), or restrict access to health records. Nationwide patient portals also vary in terms of how widely available the health records are from different units (eg, hospitals, private providers, or health centers) or regions. For example, some private providers in Sweden and some regions in Norway do not provide access to their records, whereas electronic health records from all units in Denmark and Finland are available to patients.

Studies about the use and patients’ perceptions of organization-based or disease-specific portals are common, most of them conducted in the United States and the Netherlands. Studies show that the most-used functions of patient portals are viewing laboratory results and medical records [3,5,7-10]. Studies on the usability of services have shown that, overall, patients are satisfied with the services [3,8,10,19,20]. However, there are few studies about the use and usability of nationwide patient portals [13,14,17]. The World Health Organization is encouraging its member states to develop national digital health systems [21]. It is thus important to study the use and usability of nationwide portals to provide countries developing such systems information to support their development work. In addition, users’ perceptions of portal use are also important to help make existing systems more useful and user-friendly.

In Finland, a nationwide patient portal, My Kanta, has been introduced. The aims of this study were to investigate what functions are used in My Kanta, users’ perceptions of the service’s usability, and how satisfied users are with My Kanta overall.

Study Context

In Finland, Kanta services are nationwide digital health care and social welfare services intended to be used by health care professionals, pharmacies, and citizens throughout the country [22]. The services have been phased-in starting in 2010 and are continuously under development. Kanta services are maintained and developed in cooperation with national authors such as the Social Insurance Institution of Finland, the Ministry of Social Affairs and Health, and the National Institute for Health and Welfare [23].

In Finland, it has been obligatory to issue all prescriptions electronically since the beginning of 2017 [24]. Every stage of the Finnish prescribing system is electronic. A physician saves electronic prescriptions (e-prescriptions) to a centralized database, called the Prescription Centre, from where they can be retrieved for dispensing in every pharmacy across Finland. In exceptional situations, such as power blackouts, paper or telephone prescriptions are permitted, but conventional prescriptions are saved to the Prescription Centre at pharmacies when dispensing the prescription for the first time. All Finnish public health care units (primary and special health care) and private health care providers record patients’ health care data in the nationwide Patient Data Repository [25]. Health data has been recorded in this service from public health care since 2013 and from private units since 2016. To access the Kanta services, health care and pharmacy professionals need to verify their identity with strong electronic identification (a smart card). All data viewing and processing by professionals can be traced.

Prescriptions and health data recorded in one unit can be shared with other units, with the patient’s consent [25]. e-Prescriptions can be viewed in pharmacies and health care units via oral consent from the patient. To share health data, informed consent from the patient has to be approved and saved in Kanta services. The consent is valid until further notice and covers all the health data recorded in the Patient Data Repository. However, the patient can deny the sharing of certain health data (eg, certain health care visits or all the data of certain units) or e-prescriptions. All consents and refusal can be approved or canceled by the patient in health care units or in My Kanta.

My Kanta, a part of Kanta services, is an online service allowing information about e-prescriptions and health data to be viewed by patients [26]. Every person with a Finnish identity number and an ID for electronic services, such as an online banking code, can sign into the service. My Kanta shows an overview of the user’s e-prescriptions: when and where the prescription was issued, name of the prescriber, dosage instructions, valid date of prescription, whether there is any medication left, when and where the medication was purchased, and whether the prescription has been renewed. Health data shown in the service consist of records of health care visits, diagnoses, critical risk factors, laboratory tests, x-ray examinations, referrals, health and careplans, and medical certificates and statements (issued, for example, to secure allowances from the Finnish Social Insurance Institute). Using My Kanta, patients can request a prescription renewal, print out a summary of their e-prescriptions, consent to or limit the disclosure of personal data, record living wills and organ donation testaments, and
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view in which health care units and pharmacies their personal data has been viewed or processed (later referred to as browsing disclosed information). Guardians can view the health data and e-prescriptions of dependents under 10 years of age and also request a renewal of dependents’ prescriptions. This paper focused on functions concerning participants’ personal data.

Methods

Data Collection

In spring 2019, a questionnaire survey was conducted among pharmacy customers aged 18 years or older who were purchasing prescription medications for themselves or for their child under 18 years of age. Questionnaires (Multimedia Appendix 1) were distributed by 18 community pharmacies of varying size across mainland Finland (of 623 total pharmacies in Finland). Pharmacies were recruited from all 6 Regional State Administrative Agency areas in mainland Finland. One university pharmacy branch (owned by a university but operating as a privately owned pharmacy); one large, privately owned, urban pharmacy; and one small, privately owned, rural pharmacy were chosen from each region using convenience sampling. Pharmacies were instructed to offer questionnaires to all eligible customers after dispensing prescription medications. The number of questionnaires delivered to a pharmacy was in relation to the number of prescriptions dispensed annually at that pharmacy and varied between 40 and 320 questionnaires. In total, 3560 questionnaires were delivered to the pharmacies. Pharmacists requested customers to complete the questionnaires at home and to post them in return envelopes to the research group. Pharmacies did not keep a record of customers taking questionnaires or refusing to participate in the study. Pharmacies distributed questionnaires for a maximum of 2 weeks. After the study period, pharmacies informed the research group of how many questionnaires remained, to allow the response rate to be calculated. In total, 2866 questionnaires were distributed.

Questionnaire

The questionnaire was designed based on My Kanta pages and previous studies about patient portals [3-5,16,19,26-29]. It was tested for face validity by 3 researchers experienced with designing questionnaires, before a pilot test at a pharmacy. In the pilot test, pharmacy customers completed questionnaires and discussed the questions and their intelligibility with researchers. Minor revisions were made as a result.

The questionnaire included 22 questions and was divided into 3 parts. The first part was for all participants and concerned background information, the second was for users of the service, and the third part was for those who did not use the service. Questions about background information (ie, gender, age, education, region, internet use, internet use for searching health-related information, existence of chronic diseases, and number of currently used, regular prescriptions) were structured except for age and number of currently used, regular prescriptions, which took the form of open-ended questions.

This paper reports results from 4 of the questions from the second part of the questionnaire. Two structured questions concerned the use of different functions in My Kanta, asking “Have you used the following functions in My Kanta?” The first question concerned e-prescriptions and health data, and response options were “often,” “sometimes,” “rarely,” and “never.” The second question concerned consenting and limiting consent, for which the response options were “yes,” “no,” and “do not know.” A 5-point Likert-scale question, “What do you think about the following statements?” with response options “fully agree,” “agree to some extent,” “disagree to some extent,” “fully disagree,” and “do not know,” included 18 statements about the service and its usability. A 6-point Likert-scale question concerned users’ overall satisfaction with My Kanta: “How satisfied are you with My Kanta as a whole?” with responses ranging from 1 (“not satisfied at all”) to 6 (“very satisfied”).

Statistical Analysis

Statistical analyses were conducted using SPSS software (version 25.0; IBM Corp). Descriptive analyses included frequencies, means, and medians. Differences in the use of My Kanta functions between participants were examined using the chi-square test and Fisher exact test. The nonparametric Kruskal-Wallis test was used to analyze differences between means in independent groups for satisfaction with My Kanta. Statistical significance was determined as \( P < .05 \).

For the analyses, participants’ years of birth were converted to ages, in years, and then categorized into 4 age groups: 18-34, 35-59, 60-74, and ≥75. In the questionnaire, education had 5 response options: “basic education,” “vocational degree,” “secondary school graduate,” “lower university degree,” and “higher university degree.” For the analyses, “vocational degree” and “secondary school graduate” were combined into “secondary education,” and “lower university degree” and “higher university degree” were combined into “university degree.” In the question concerning existence of chronic diseases, the responses “do not know” were regarded as missing values due to the low number of these responses. The number of regularly used prescription medications was placed into 3 groups: 0, 1–4, and ≥5. In the Likert-scale question about users’ perceptions of My Kanta and its usability, response options “fully agree” and “agree to some extent” were combined, and “fully disagree” and “disagree to some extent” were also combined.

Ethical Statement

According to the National Instruction for Research Ethics [30], this study did not require ethical approval. However, approval was obtained at the request of the funding organization from the Committee on Research Ethics of the University of Eastern Finland (number 23/2018). Participation in the study was voluntary; responding to the questionnaire and posting it to the researchers was regarded as informed consent to participate. No incentives were provided for participating in the study. Pharmacy owners permitted the distribution of questionnaires at their pharmacies.
Results

Study Population

In total, 996 questionnaires were returned. Two of them were blank and were therefore excluded from the study. The final study sample comprised 994 responses from the 2866 questionnaires distributed (34.68%). Over two-thirds (687/990, 69.4%) of participants were female (Table 1), and the mean age was 62 years (range 18-99, median 66). Participants were from all 6 regions across Finland. Of all participants, 82.5% (820/994) were My Kanta users. The characteristics of My Kanta users were very similar to those of all participants except for more frequent internet use and internet use for searching health-related information. In addition, there appears to be less participants aged 75 years or older among My Kanta users.
Table 1. Study population characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total participants (N=994)(^a), n (%)</th>
<th>My Kanta users (n=820)(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>687 (69.4)</td>
<td>576 (70.3)</td>
</tr>
<tr>
<td>Male</td>
<td>303 (30.6)</td>
<td>243 (29.7)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>54 (5.6)</td>
<td>50 (6.3)</td>
</tr>
<tr>
<td>35-59</td>
<td>269 (28.1)</td>
<td>236 (29.8)</td>
</tr>
<tr>
<td>60-74</td>
<td>467 (48.7)</td>
<td>396 (50.1)</td>
</tr>
<tr>
<td>≥75</td>
<td>168 (17.5)</td>
<td>109 (13.8)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic education</td>
<td>185 (18.6)</td>
<td>129 (15.7)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>523 (52.6)</td>
<td>444 (54.1)</td>
</tr>
<tr>
<td>University degree</td>
<td>286 (28.8)</td>
<td>247 (30.1)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Finland</td>
<td>135 (13.6)</td>
<td>107 (13.1)</td>
</tr>
<tr>
<td>Southwestern Finland</td>
<td>144 (14.5)</td>
<td>109 (13.3)</td>
</tr>
<tr>
<td>Western and Central Finland</td>
<td>192 (19.4)</td>
<td>155 (18.9)</td>
</tr>
<tr>
<td>Eastern Finland</td>
<td>224 (22.6)</td>
<td>189 (23.1)</td>
</tr>
<tr>
<td>Northern Finland</td>
<td>222 (22.4)</td>
<td>193 (23.6)</td>
</tr>
<tr>
<td>Lapland</td>
<td>75 (7.6)</td>
<td>65 (7.9)</td>
</tr>
<tr>
<td><strong>Internet use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily or on several days a week</td>
<td>851 (86.2)</td>
<td>772 (94.8)</td>
</tr>
<tr>
<td>Once a week or less often</td>
<td>79 (8.0)</td>
<td>42 (5.2)</td>
</tr>
<tr>
<td>Not at all</td>
<td>57 (5.8)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Internet use for searching health-related information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>842 (85.0)</td>
<td>770 (94.0)</td>
</tr>
<tr>
<td>No</td>
<td>149 (15.0)</td>
<td>49 (6.0)</td>
</tr>
<tr>
<td><strong>Has any chronic disease diagnosed by a physician</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>823 (83.8)</td>
<td>682 (84.3)</td>
</tr>
<tr>
<td>No</td>
<td>140 (14.3)</td>
<td>113 (14.0)</td>
</tr>
<tr>
<td>Does not know</td>
<td>19 (1.9)</td>
<td>14 (1.7)</td>
</tr>
<tr>
<td><strong>Current use of regular prescription medications</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>101 (10.7)</td>
<td>87 (11.2)</td>
</tr>
<tr>
<td>1-4</td>
<td>604 (64.1)</td>
<td>496 (63.6)</td>
</tr>
<tr>
<td>≥5</td>
<td>237 (25.2)</td>
<td>197 (25.3)</td>
</tr>
<tr>
<td><strong>Use of the My Kanta service</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>820 (82.5)</td>
<td>820 (100.0)</td>
</tr>
<tr>
<td>Has used it but is not going to use it anymore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has never used it</td>
<td>21 (2.1)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)Some participants did not answer the question. Therefore, the total for each variable category differs.
Use of Different Functions in My Kanta

Use of Functions Concerning e-Prescriptions and Health Data

The most-used My Kanta functions concerning e-prescriptions and health data were browsing prescription information (781/802, 97.4%), records of health care visits (772/802, 96.3%), and results of laboratory tests and x-ray examinations (722/804, 89.8%) (Figure 1). Over one-third of users used these functions often (340/802, 42.4%; 306/802, 38.2%; 290/804, 36.1%; respectively). Browsing prescription information was associated with internet use ($P<.001$); use of the internet to search for health-related information ($P<.001$); existence of chronic diseases ($P<.001$); and number of currently used, regular prescription medications ($P<.001$) (Multimedia Appendix 2).

Records of health care visits was also associated with internet use ($P=.002$); use of the internet to search for health-related information ($P<.001$); existence of chronic diseases ($P=.02$); and number of currently used, regular prescription medications ($P=.003$). For example, those who seldom used the internet or did not use the internet to search for health-related information more commonly had never browsed prescription information or records of health care visits. Users without chronic diseases were less likely to have often browsed prescription information or records of health care visits. Users who currently used $\geq 5$ regular prescription medications more commonly had often browsed prescription information and records of health care visits.

Of My Kanta users, 70.4% (558/793) had requested a renewal of their prescriptions in the service (Figure 1). Approximately one-third did this often (268/793, 33.8%). Requesting a prescription renewal was associated with education ($P=.01$), internet use ($P=.01$), existence of chronic diseases ($P<.001$), and number of currently used, regular prescription medications ($P<.001$) (Multimedia Appendix 2). For example, users with a university degree, those who seldom used the internet, users without chronic diseases, or those who did not use any regular prescription medications more commonly had never requested a prescription renewal. Instead, those who currently used $\geq 5$ regular prescription medications more commonly had often requested a prescription renewal in My Kanta.

The least-used functions were browsing disclosed information (438/787, 55.7%) and printing out prescription information (327/765, 42.7%) (Figure 1). Users with a basic education more commonly browsed disclosed information often, whereas users with a university degree more commonly had never browsed disclosed information ($P=.001$) (Multimedia Appendix 2). Printing out prescription information was associated with gender ($P=.02$), age ($P=.001$), existence of chronic diseases ($P<.001$), and number of currently used, regular prescription medications ($P<.001$). For example, men less often had never printed out prescription information. Users aged 75 years and older or those who currently used $\geq 5$ regular prescription medications more commonly printed out prescription information often. Users without chronic diseases more commonly had never printed out prescription information.

Figure 1. Frequency of using functions concerning electronic prescriptions and health data in My Kanta.

Consents and Limitations

Most My Kanta users (584/808, 72.3%) had consented to disclosure of their health information in the service (Figure 2). Approximately one-fifth of users (151/800, 18.9%) had declared an organ donation testament and approximately one-tenth (95/803, 11.8%) had declared a living will in the service. It was rare that participants limited disclosure of health (45/797, 5.6%) and prescription information (26/799, 3.3%). Giving consent for disclosure of health information was associated with age ($P=.001$) and internet use ($P<.001$) (Multimedia Appendix 3). Young participants (18-34 years), more commonly than older participants, did not know whether they had given consent for disclosure of health information. In addition, those who seldom used the internet had less often consented to disclosure of health information in the service. Age was associated with limiting...
the disclosure of health (P=.02) and prescription information (P=.04). For example, young participants (18-34 years), more commonly than older participants, did not know whether they had limited the disclosure of health data. Declaring an organ donation testament was associated with age (P<.001), education (P<.001), and internet use (P=.03). For example, participants aged 18-59 years had more commonly declared an organ donation testament, whereas those 75 years and older had declared it less often. In addition, those with a basic education had declared an organ donation testament less often, while the declaration was more common among participants with a university degree.

**Figure 2.** Use of functions concerning consents and limitations in My Kanta.

---

**Usability of My Kanta**

Most My Kanta users reported that My Kanta is easy to log into (772/816, 94.6%), its view is clear (709/808, 87.7%), it works without problems (655/802, 81.7%), and it is easy to find the information they are looking for (634/807, 78.6%) (Figure 3).

Most users said My Kanta is useful for monitoring their health information (753/813, 92.6%) and that the service provides a good overall picture of the medications prescribed to them (711/813, 87.5%) (Figure 3). A high proportion of users agreed that, in My Kanta, it is easy to monitor how much medicine is left for a prescription (682/817, 83.5%) and what the expiry dates for prescriptions are (668/811, 82.4%). Most users found the information recorded about them easy to understand (684/800, 85.5%).

Conversely, 16.7% (135/807) of users disagreed with the statement that it is easy to find the information they are looking for (Figure 3). Approximately two-thirds (501/814, 61.5%) of users did not know whether it is easy to view in which pharmacies and health care units their prescription information has been viewed. In addition, over one-third (306/805, 38.0%) did not know whether it is easy to view in which health care units their health information has been processed. Approximately one-fifth of participants feared that unauthorized persons might view their prescription and health information (181/805, 22.5%) and that their electronically saved prescription and health information might disappear (180/810, 22.2%). Altogether, 16.1% (129/799) of My Kanta users expressed interest in receiving guidance on using the service.
Overall Satisfaction With My Kanta

On the 6-point Likert scale, 89.4% (719/804) of My Kanta users had rated their overall satisfaction with the service within a range of 4-6 (mean 4.8; median 5) (Table 2). Overall satisfaction differed significantly across participants’ education levels ($P=0.03$) and frequency of internet use ($P=0.001$). Participants with a basic education were more satisfied with My Kanta than those with a university degree, and participants who used the internet daily or several times a week were more satisfied than those who used the internet once a week or less.
Table 2. Participants’ overall satisfaction rating with My Kanta (N=804).

<table>
<thead>
<tr>
<th>Participant group</th>
<th>Rating</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1, n (%)</td>
<td>2, n (%)</td>
</tr>
<tr>
<td>All participants</td>
<td>7 (0.9)</td>
<td>16 (2.0)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5 (0.9)</td>
<td>13 (2.3)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (0.8)</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>193 (24.0)</td>
<td>373 (46.4)</td>
</tr>
<tr>
<td>35-59</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>60-74</td>
<td>4 (1.0)</td>
<td>11 (2.8)</td>
</tr>
<tr>
<td>≥75</td>
<td>3 (2.9)</td>
<td>3 (2.9)</td>
</tr>
</tbody>
</table>

| Education         |        |         |         |         |         |         | 0.01 |
| Basic education   | 3 (2.3) | 2 (1.6)  | 5 (3.9)  | 21 (16.4) | 54 (42.2) | 43 (33.6) | 0.06 |
| Secondary education | 3 (0.7) | 9 (2.1)  | 36 (8.3) | 79 (18.3) | 205 (47.5) | 100 (23.1) | 0.18 |
| University degree | 1 (0.4) | 5 (2.0)  | 21 (8.6) | 53 (21.7) | 114 (46.7) | 50 (20.5) | 0.54 |
| Internet use      |        |         |         |         |         |         | 0.54 |
| Daily or on several days a week | 5 (0.7) | 12 (1.6) | 55 (7.2) | 142 (18.7) | 357 (47.0) | 188 (24.8) | 0.06 |
| Once a week or less often | 1 (2.6) | 2 (5.1)  | 7 (17.9) | 10 (25.6) | 14 (35.9) | 5 (12.8)  | 0.06 |
| Internet use for searching health-related information | 5 (0.7) | 15 (2.0) | 56 (7.4) | 142 (18.8) | 354 (46.8) | 184 (24.3) | 0.18 |
| Yes               | 2 (4.3) | 1 (2.1)  | 6 (12.8) | 11 (23.4) | 18 (38.3) | 9 (19.1)  | 0.54 |
| No                | 2 (1.8) | 0 (0.0)  | 8 (7.1)  | 19 (17.0) | 51 (45.5) | 32 (28.6) | 0.54 |
| Has any chronic disease diagnosed by a physician | 5 (0.7) | 16 (2.4) | 53 (7.9) | 131 (19.6) | 306 (45.9) | 156 (23.4) | 0.54 |
| Yes | 2 (1.8) | 0 (0.0)  | 8 (7.1)  | 19 (17.0) | 51 (45.5) | 32 (28.6) | 0.54 |
| No  | 1 (1.2) | 1 (1.2)  | 6 (7.0)  | 25 (29.1) | 33 (38.4) | 20 (23.3) | 0.54 |
| Current use of regular prescription medications | 1 (0.5) | 3 (1.6)  | 15 (7.8) | 36 (18.8) | 92 (47.9) | 45 (23.4) | 0.54 |

<sup>a</sup>Rating scale: 1 (“not satisfied at all”) to 6 (“very satisfied”).
<sup>b</sup>N/A: not applicable.

**Discussion**

**Principal Results and Comparison With Prior Work**

Finnish pharmacy customers mostly used the nationwide patient portal to browse their e-prescriptions and records of health care visits. e-Prescriptions and My Kanta were introduced in Finland in 2010. Since 2017, all prescriptions have been issued electronically, and My Kanta is the only place where patients themselves can find up-to-date information about their e-prescriptions. The frequent browsing of e-prescriptions is therefore understandable. However, the frequent use of this function is a positive finding as, in a study conducted in 2015 in Finland, pharmacy customers felt that the biggest problem with e-prescriptions was keeping up to date with their medication [31]. In this study, users reported that the patient portal provides a good overall picture of their medication and makes e-prescriptions easy to monitor. These findings, and the fact that portal use has significantly increased in the last few years [32], suggest that people have learned to monitor their prescription information via the online service. Use of the patient portal mainly to view prescriptions differs from the findings of previous studies about patient portals [9,10,13,14,17]. This may be because a fully electronic, nationwide prescribing system integrated into a nationwide electronic health record system is rare worldwide [33], and the use of patient portals to monitor medication is not as essential in other countries.

Although monitoring e-prescriptions via My Kanta has been regarded as easy, almost half of My Kanta users, especially older users and those using several regular prescription medications, have printed out prescription information via the service. This suggests that although most My Kanta users can...
manage their medication via the online service, for others, the printed information is still necessary.

In addition to e-prescriptions, almost all My Kanta users browsed records of their health care visits and test results via the service. My Kanta was perceived as useful for monitoring health data. This is in line with previous studies, which found viewing medical records and results of laboratory tests to be the most-used or useful functions in patient portals [3,5,7,10,13,14]. In previous studies, health data have mainly been used to prepare for health care visits, to reread medical information after visits, and to become more aware and involved in patients’ own health and care. Future studies should examine the reasons for My Kanta use, in order to find out what role the patient portal has in patients’ involvement in their own health and care.

This study showed no differences in the frequencies of using My Kanta for monitoring health and prescription information between user characteristics (ie, gender, age, and education). Instead, using the internet only seldom and not using the internet to search for health-related information were associated with not using My Kanta for browsing health and prescription information. This suggests that information in patient portals is browsed by those who are generally interested in their own health information and search for it on the internet. In agreement with these results, in a previous study, greater health literacy was associated with the use of a patient portal to check test results, whereas gender, age, and education were not [4].

The vast majority of users had used the service to request a prescription renewal. This function has been available in My Kanta since 2015. According to Kanta services’ statistical reports, the number of prescription renewal requests is continuously increasing [32]. In 2019, approximately 250,000 renewal requests were submitted monthly via My Kanta (of approximately 2.5 million monthly issued e-prescriptions in Finland). A study conducted in Finland in 2019 showed that physicians regard the fact that patients can request a prescription renewal in My Kanta as largely beneficial, and one reason was that it saves nurses time [34]. However, physicians also saw this function as problematic, as patients can send a request for any medications to any health care units across Finland regardless of where the prescription was issued. Physicians also felt that allowing patients to submit their own renewal requests may cause difficulties in pharmacotherapy monitoring, as physicians have to search for all necessary information in support of a renewal. In the future, it will be important to study how patients’ renewal requests have affected physicians’ workloads and pharmacotherapy monitoring and, therefore, medication safety. The opportunity to request a prescription renewal is rare in nationwide patient portals. To the best of our knowledge, the function is available in Denmark and Iceland [2,12], although there are no studies reporting the use of this function.

Declaring an organ donation testament or a living will was a rarely used function in My Kanta. Of countries with a nationwide patient portal, at least in Denmark, Estonia, and Iceland, patients have an opportunity to register an organ donor testament [12,18], but studies on the use of this function are unavailable. The purpose of an organ donation testament or a living will is to help health care professionals and patient’s relatives make decisions relating to care in unexpected situations [35]. In Finland, according to law, the organs of a deceased person can be salvaged to treat other patients unless the deceased had previously declined [36]. My Kanta is an easy way to record an organ donation testament and living will, and, via the service, wills are secure and available for health care professionals in situations where patients are not able to express their will themselves. The significance and importance of expressing one’s will should be clarified for citizens, to increase the use of these functions. This study showed that younger people and people educated with a university degree were more likely to declare an organ donation testament.

According to this study, pharmacy customers have rarely limited the disclosure of e-prescriptions and health data. In Finland, one key aim of e-prescriptions is to improve the management of overall medication [24]. It is important that health care professionals can observe patients’ overall medication whenever needed. Another aim of Kanta services is to enable cooperation between health care units and secure the continuity of care [22]. The findings of this study suggest that patients have not prevented achievement of these aims by limiting data disclosure. However, in previous studies, physicians found it difficult to view patients’ overall medication via the Prescription Centre, as there is no list of currently used medications [34,37]. This problem will be solved in the future, as Kanta services are developing a national medication list where up-to-date information about currently used medications is available [38]. Further studies are needed to investigate how health care professionals experience the usability of shared e-prescriptions and health data when caring for patients.

Pharmacy customers were, overall, satisfied with My Kanta. This is in line with previous studies [3,13,17,39], which showed that users are largely satisfied with the patient portals they are using. Compared to a study conducted in 2015 that investigated viewing e-prescriptions via My Kanta [16], pharmacy customers’ perceptions about the usability of the service have remained broadly the same. This is encouraging, as My Kanta is perceived as easy to sign into and monitor e-prescriptions information, the service works without problems, and its layout is regarded as clear. However, there are also some challenges involved in the use of My Kanta that have remained. For example, a substantial proportion of users still did not know whether it is easy to view in which health care units or pharmacies their information has been viewed and processed. This may indicate that users do not know that this information can be found in the service or that they have not tried to search for it. These assumptions are supported by the finding that almost half of users had never browsed disclosed information in My Kanta. However, some My Kanta users were worried that unauthorized persons might view their information. The situation has not changed since 2015 when the issue was last studied [40]. It is therefore important to inform people and My Kanta users, specifically, about the data protection and privacy procedures in Kanta services [41] and that disclosed information can be checked in My Kanta. This might ease unnecessary concerns about data protection.
Data recorded in My Kanta were mostly perceived as easy to understand. However, approximately one-tenth of users disagreed. This is supported by some previous studies, which revealed that the language used in patient portals is sometimes too complicated for patients and should be simplified [10,17]. In Finland, the patient portal is meant for all citizens. Health care professionals therefore need to pay attention to the language they use when recording health data in the Patient Data Repository. The aim of a patient portal is to make patients more involved in their own health and well-being, but this will not be achieved if patients do not understand the information provided in the service. In addition to simple language, the patient portal has to be simple enough for everyone to use. Of My Kanta users, approximately 16% expressed the desire to receive guidance on My Kanta use. This means that current information and guidance about My Kanta (eg, My Kanta pages, frequently-asked-question pages, and the online course) [26,42,43] need to be improved. As all nationally organized guidance is available only on the internet, face-to-face guidance about the use of My Kanta might also be needed. According to our previous study, main reasons for nonuse of My Kanta were the lack of need and tools [44]. In addition, some pharmacy customers had difficulties with My Kanta use and some were unfamiliar with the service. These results also underline the need for improving the guidance and information about the service.

**Strengths and Limitations**

This study had several strengths. The patient portal studied here is nationwide and available to everyone living in Finland with internet access and an ID for electronic services. By distributing questionnaires at pharmacies to customers purchasing prescription medications, we reached a target population likely to need to use the patient portal. The study sample was large and included participants across Finland. We achieved our goal of reaching both users and nonusers of the patient portal, and these were distributed similarly by background information except for internet-related characteristics. The questionnaire did not include validated measures, but it was designed based on previous studies about patient portals [3-5,16,19,27-29,45], and some of the questions reported in this paper were based on previous surveys but had minor revisions [16,19,28,45]. The response rates for the questions reported in this paper were high (93%-100%), and, thus, it can be assumed that the questions were understandable.

This study also had limitations. Of the 3560 questionnaires delivered to the pharmacies, 694 questionnaires were not distributed. Most of the pharmacies distributed all the questionnaires, but a few pharmacies distributed one-half or less of the questionnaires delivered to them. We lacked the information on whether these pharmacies attempted to distribute these remaining questionnaires or if the pharmacies were not motivated to do so. The survey response rate was low. We had no information about who declined to participate in the study. As a result, the response rate may be even lower than reported. It was also lower than in studies conducted with the same method earlier in Finland (40%-44%) [16,46]. The trend in survey response rates has generally been declining in recent decades [16,46-49]. We do not have comparable statistics about pharmacy customers purchasing prescription medications in Finland, but, compared to customers receiving reimbursement for medication costs under the Health Insurance Scheme [50], the participants were older and more often women. This is also in line with trends in previous survey studies [16,46-48]. However, participants’ characteristics were similar to those in studies conducted previously with the same method [16,46].

**Conclusions**

Pharmacy customers were satisfied with the nationwide patient portal. It was mostly used for browsing e-prescriptions and medical records. The usability of the service was mainly good, but users need to be better informed about data privacy and security issues as well as the guidance available for use of the portal.
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Abstract

Background: Functionalities of personal health record (PHR) are evolving, and continued discussions about PHR functionalities need to be performed to keep it up-to-date. Technological issues such as nonfunctional requirements should also be discussed in the implementation of PHR.

Objective: This study systematically reviewed the main functionalities and issues in implementing the PHR.

Methods: This systematic review was conducted using Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines. The search is performed using the online databases Scopus, ScienceDirect, IEEE, MEDLINE, CINAHL, and PubMed for English journal articles and conference proceedings published between 2015 and 2020.

Results: A total of 105 articles were selected in the review. Seven function categories were identified in this review, which is grouped into basic and advanced functions. Health records and administrative records were grouped into basic functions. Medication management, communication, appointment management, education, and self-health monitoring were grouped into advanced functions. The issues found in this study include interoperability, security and privacy, usability, data quality, and personalization.

Conclusions: In addition to PHR basic and advanced functions, other supporting functionalities may also need to be developed based on the issues identified in this study. This paper provides an integrated PHR architectural model that describes the functional requirements and data sources of PHRs.

(J Med Internet Res 2021;23(7):e26236) doi:10.2196/26236
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Introduction

In health emergencies such as epidemics, natural disasters, or artificial disasters, access to reliable health information becomes crucial for the community [1,2]. As of 2020, the COVID-19 pandemic throughout the world has led to an increasing need for electronic health records (EHRs) to provide reliable health information [3,4]. According to the World Health Organization, the EHR that collects data from various health service providers will provide better patient care during a pandemic, such as preventing and detecting an outbreak [5]. The EHR’s function will be more optimal if patients can share their health data with health care providers [6]. Personal health records (PHRs) can help patients share their data with health care providers and provide useful information during health emergencies [2].

The EHR aims to collect health data managed by health care providers, while the PHR aims to collect health data entered by individuals [1]. The PHR was developed with a patient-centered approach in the capture and storage of information [7]. In its simplest form, a PHR is a stand-alone application that is not connected to other systems. Users can access their PHR using commercially available applications to record and analyze daily activities and habits to maintain a healthy lifestyle. In a more complex form, the PHR’s health information is connected to...
the EHR of the health care provider (tethered PHR) or to various health service data sources (integrated or interconnected PHR). A PHR integrated with an EHR, either through tethering or interconnectivity, provides far more significant benefits than a stand-alone PHR [1].

One of the important PHR research areas is PHR functionality [8]. Previous studies have provided data types and functionalities of PHRs [9] and a guide to evaluate PHR functionalities [10]. Some studies reviewed PHRs used for chronic diseases, which include discussions about their functionalities [11,12]. However, these studies focused only on PHRs in the United States and developed countries [9,11,12]. Moreover, previous studies have also discussed technological issues in implementing or using PHRs, such as data quality [13], personalization [14], privacy [13,15], and usability [14]. These studies still have no clear explanations about how these issues can be included as requirements in implementing PHRs.

Functions or features of PHRs are evolving [9,12], so continued discussions about PHR functionalities need to be held to keep the research up-to-date. In addition, technological issues as nonfunctional requirements [16] in the design and development of a system must be discussed. Technological issues can be defined as constraints and qualities related to the technology used to perform the function [17]. Thus, this paper aims to review the PHR studies focusing on the functionalities and technological issues in building the PHR system. This paper addresses the following research question: What are the main functionalities and issues in the implementation of PHRs? This study can provide PHR design or implementation recommendations to health care management, application developers, policymakers, or other related stakeholders.

Methods

This systematic review was conducted using the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) guidelines [18]. PRISMA is suitable for studies related to health care interventions, and it focuses on ways in which authors can ensure the transparent and complete reporting of systematic reviews [19]. The PRISMA checklist for this study is provided in Multimedia Appendix 1.

Search Strategy

The search is conducted using the online databases Scopus, ScienceDirect, IEEE Xplore, MEDLINE, CINAHL, and PubMed. Terms or keywords used to search the articles: (“phr” OR “personal health record” OR “personal medical record” OR “personal health information” OR “personally controlled electronic health record” OR “pcehr” OR “patient portal”) AND (“functionality” OR “features” OR “issues” OR “implementation”). The search was conducted for journal articles and conference proceedings published between January 2015 and December 2020 to ensure that the data were current because the functions of PHRs are evolving.

Eligibility Criteria

The authors defined inclusion criteria as the review guidelines for study selection. The articles included for this study must have full text available and written in English, be original research articles, focus on discussing the electronic PHR platform, and discuss functionalities and/or issues in the implementation of PHRs.

In this study, the PHRs discussed are all PHR types (stand-alone, tethered, and integrated) that provide access to health information or records to patients electronically. Therefore, papers with related terms such as patient health records or patient portals are also included in this review. The authors also reviewed PHRs at the design stage to include conceptual papers in this review.

Study Selection

The study selection consists of the following phases:

1. Keyword or search string was searched in each online database previously mentioned. Duplicated records were checked and removed.
2. The title and abstract of identified articles were selected based on the eligibility criteria. Articles that did not meet inclusion criteria were eliminated.
3. Articles that were not eliminated in the previous stage were read in full text to determine whether they should be included in the review based on the eligibility criteria. Reference lists of the included studies were also checked to identify additional relevant articles.

The first author screened the titles and abstracts based on the eligibility criteria. The same author reviewed full-text versions of the articles that were not excluded from the previous screening. The first author extracted data from selected studies and the second author reviewed the extracted data. Disagreements between the two authors were resolved through discussion. If an agreement could not be made, the third author would determine the decision. We were unable to consistently evaluate the risk of bias due to the variety of methodologies within the studies.

Data Items and Synthesis

Data collection was performed manually using a data extraction form. Information extracted from each article consists of characteristics of selected articles, such as study location, PHR purpose, and methodology, and functionalities of PHRs and issues in PHR implementation.

Authors categorized functionalities of PHRs based on their purpose as defined in Bouayad et al [9], Price et al [12], and Genitsaridi et al [10]. For each function category, the authors explained subfunctions or data elements that were implemented or recommended from the selected articles. Moreover, each function category was grouped based on basic and advanced functions defined by Detmer et al [20]. Basic functionalities help people collect, organize, and store health information, while advanced functionalities enable patients to play a more active role in their health [20]. The authors explained PHR implementation issues that are mentioned explicitly or implicitly from the selected articles.
Results

Study Selection
The database search results identified 2248 studies from 2015 to 2020. Next, duplicate records were removed, resulting in a total of 1511 studies; 124 studies were excluded after the title and abstract screening (articles that mentioned literature review and articles not related to PHRs, patient portals, or access to health records to patients were excluded at this stage). A total of 387 articles were assessed in full text, of which 297 were excluded because they did not meet the selection criteria. However, 15 additional studies were identified from reference lists checking, for a total of 105 studies included in this review (Figure 1).

Figure 1. Flow diagram for search results. IEEE: Institute of Electrical and Electronics Engineers; MEDLINE: Medical Literature Analysis and Retrieval System Online; CINAHL: Cumulative Index to Nursing and Allied Health Literature; PHR: personal health record.

Study Characteristics
The chosen articles showed that PHR research has mainly been done in developed countries such as the United States, Canada, and European countries compared to developing countries. This country classification was based on the United Nations World Economic Situation and Prospects 2020 [21]. Countries involved in selected studies consist of developed countries such as the United States (42 studies), Canada (10 studies), Germany (8 studies), Australia (5 studies), Italy (4 studies), Netherlands (4 studies), United Kingdom (4 studies), South Korea (3 studies), European Union (2 studies), New Zealand (2 studies), Austria (1 study), Belgium (1 study), Norway (1 study), Portugal (1 study), and Taiwan (1 study) and developing countries such as Argentina (3 studies), China (3 studies), Iran (2 studies), Sri Lanka (2 studies), Brazil (1 study), Colombia (1 study), India (1 study), Malaysia (1 study), Romania (1 study), and Thailand (1 study; Figure 2).
The purposes of PHRs (Table 1) in selected articles include general, not specific to the disease, health status, or population (48 studies); chronic diseases such as cancer, cardiovascular disease, and diabetes (31 studies); hospital patients such as inpatients and outpatients (10 studies), older adults (5 studies), women and child health (4 studies), mental health (4 studies), and other specific populations such as employees and foster youth (3 studies).

The study methods (Table 2) used in selected studies include qualitative (41 studies), quantitative (33 studies), conceptual paper (16 studies), and mixed method (15 studies). A summary table of the characteristics of the included studies is provided in Multimedia Appendix 2.

**Table 1.** Purposes of PHRs\(^a\).

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>PHR designated not specific to any diseases, health status, or population.</td>
<td>48</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>PHR for chronic diseases such as cancer, diabetes, or cardiovascular disease.</td>
<td>31</td>
</tr>
<tr>
<td>Hospital patients</td>
<td>PHR for patients who have visited the hospital, such as inpatients and outpatients.</td>
<td>10</td>
</tr>
<tr>
<td>Older adults</td>
<td>PHR for patients with the age of more than 50 years.</td>
<td>5</td>
</tr>
<tr>
<td>Women and child health</td>
<td>PHR for women, pregnancy, and pediatric health.</td>
<td>4</td>
</tr>
<tr>
<td>Mental health</td>
<td>PHR for mental health diseases, such as bipolar disorder.</td>
<td>4</td>
</tr>
<tr>
<td>Other populations</td>
<td>PHR for other specific populations, such as employees and foster youth.</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>_b</td>
<td>105</td>
</tr>
</tbody>
</table>

\(^a\)PHRs: patient health records.

\(^b\)Not applicable.
Table 2. Methods used in the studies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type of study</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative</td>
<td>Interview and focus group discussion</td>
<td>41</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Questionnaire, cohort study, and randomized clinical trial</td>
<td>33</td>
</tr>
<tr>
<td>Conceptual paper</td>
<td>—</td>
<td>16</td>
</tr>
<tr>
<td>Mixed method</td>
<td>—</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>105</td>
</tr>
</tbody>
</table>

aNot applicable.

Main Functionalities of PHR

Basic functions identified in this study consist of the health record and administrative record. Advanced functions consist of medication management, communication, appointment management, education, and self-health monitoring (Table 3). A summary table of the data elements and subfunctions is provided in Multimedia Appendix 3.

Table 3. Identified Functionalities in PHR.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health record</td>
<td>Allows patients to view or access clinical documents from health providers’ EHR(^b).</td>
<td>[22-71]</td>
</tr>
<tr>
<td>Administrative record</td>
<td>Allows patients to manage personal information and view information related to health providers and insurance.</td>
<td>[22,25,26,30,31,34,39,42,44-46,55,59,66,68,70,72-78]</td>
</tr>
<tr>
<td><strong>Advanced function</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medication management</td>
<td>Allows patients to manage information related to medications and prescriptions.</td>
<td>[24-36,38-40,42,45,46,48,51-57,59-61,63,68-71,73,74,77,79-85]</td>
</tr>
<tr>
<td>Communication</td>
<td>Allows patients to interact and communicate with health care providers and others, such as support groups and families.</td>
<td>[22-24,27-32,36,38,40,42,43,46,48,49,51-53,55-57,59,61,62,67,69,71,74,75,80,82-84,86-94]</td>
</tr>
<tr>
<td>Appointment management</td>
<td>Allows patients to manage appointments with health care providers.</td>
<td>[22,23,25-31,33,34,36,40,42,47-53,55-57,59-61,63,64,67,71,73,77,78,81,85-87,92,94]</td>
</tr>
<tr>
<td>Education</td>
<td>Allows patients to access health-related education resources.</td>
<td>[22,30,31,40,45,46,55,57,59,61,70,71,76,77,90,95-99]</td>
</tr>
<tr>
<td>Self-health monitoring</td>
<td>Allows patients to manage their self-health data through clinical measures.</td>
<td>[23,26,30,33,39,44,58,66,67,70,72,81,85,86,90,93,95,96,98,100-105]</td>
</tr>
</tbody>
</table>

\(^a\)PHR: patient health record.  
\(^b\)EHR: electronic health record.

Basic Functions

Health Record

The health record function provides patients options to view clinical documents that can be retrieved from health providers’ EHR [22,23,34]. This information can include problem lists [22,24-29,45,56,67-71], allergies [22,25-28,30-33,35-39,56,67-70], immunization [22,26-28,30-32,35,40-42,56,68-71], laboratory and test results [22,24-26,30,33,36,37,40,42-61,67-71], diagnostic information [32,37,44,45,62], discharge information [31,34,63], and clinical notes [24,30,33,42,50,61,64,67,69]. Figure 3 shows an example of test results in PittPHR [33].

This function can also include information about medical history [22,24,30,33,35,37,39,45,51,57,64,65,67,68], family history [28,30,32,33,35,37,66], genetic history [45], surgical history [26,28,33,35,45,66,68], social history [32,33,35,37,45,68]. Some studies suggested that this function also supports patients’ ability to print the record [24,36] and add comments or notes in health records [28,61].
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Administrative Record

This function enables the patient to manage information about demographics or personal information [25,26,31,44,45,68,72] such as name [25,39,44,72,73], gender [25,26,44,72], birthdate [25,26,44,72,73], blood type [39,44], contact information [25,31,68,72], and parents’ names [25,45]. Patients can also change their information, such as change password, address, and email address [22]. Patients can enter this information [22,31,68,72] or retrieve it from a central patient registry, such as in Lifelong PHR [34].

Patients can also view health professionals’ information, such as name of health worker [34,39,55,74], role [74,75], educational background [75], contact information [42,45], specialty [76], location [76], and pictures [46,55,59,74,77,78]. Patients can also view hospital information, such as location, contact info, address, navigation [70]. Patients can also view and pay bill [42,55,77] and get insurance-related information [22,30,34,45,66]. This data can be retrieved from the regional health care information system [34]. Figure 4 shows an example of the health care team information in the PHR app [74].

Figure 3. Test results menu in the health records module of PittPHR [33].
Advanced Functions

Medication Management

Health care providers publish prescriptions to the patient’s PHR, while pharmacists dispense the prescribed medication [34]. This function provides information about the list of medications that patients are currently taking [25,28,29,35,38,43,46,52,56,59,68,69], medication name and dosage [32,35,40,60,74,77,79,80], and list of past medications [28,29,36,42,45,46,60,69,70,73,81]. PHRs should also add information about the purpose or class of medications to give patients an understanding of the medication type [74] and allow pharmacists to explore the data according to their common questions [80].

This function also allows patients to view list of prescribed medications [26,30,39,54,79,82,83], prescribing physician [79], refill prescription [24,27,29-31,33,34,36,39,48,53,55,57,60,61,84], order medications [29,39,71], deliver purchased medication [79], as well as track the delivery of medication [36,39,42]. Some PHRs also provide medication schedulers and reminders of when to take medicines [28,70,83,85], drug or medicine reconciliation [42,51,63,83], and warning alerts of potential adverse interactions based on the medication and allergy list [38,68,73]. Figure 5 shows an example of medication management in medication management in My Chart in My Hand [85].
**Communication**

The patient can send messages to the health care provider to inform them of health condition [23], share doubts and worries [86], receive medical advice [56,86], or send nonurgent messages [40,46,71]. The communication can be in the form of messaging [23,27,29-32,36,38,40,42,43,46,48,49,51-53,55-57,59,61,67,69,71,74,75,82-84,86-92] or text where patients can write questions (Figure 6) [74,80]. Some PHRs also enable patients to contact others in a similar situation [28,29,83,88], support groups [62,87], family [75,89], or customer support and billing departments [22]. Some studies also suggested this function have the ability to maintain a record of past conversations [36] and provide email or text notification when a health care provider leaves a message on the PHR [24,93,94]. Moreover, some studies suggested tracking the status of a question [80], message multiple providers at the same time [24], and import selected emails and interactions on the social network to PHRs [86].

*Figure 5. Medication management in My Chart in My Hand [85].*
Figure 6. Comments or questions page in myNYP.org [80].

Appointment Management

Some PHRs may allow a patient to request or schedule appointments (Figure 7) [22,23,25-28,30,33,34,40, 42,48-50,52,55,57,60,61,67,71,85,87,92], while others only allow patients to view their past and upcoming appointments [29,31,36,51,53,56,59,63,64,73,77]. The types of appointments can include patient-doctor visit consultation services and other health services such as specialist encounters, sample takings, hospital admissions, result withdrawal [86], therapies, and online consultation [23]. Moreover, some studies suggested that PHRs include reminders or notifications for upcoming appointments [33,42,47,48,60,61,81,94]. This reminder can be in the form of email notifications about the date and time of the appointment [42,81]. PHRs can also add a calendar to keep track of future appointments [34,78].
Figure 7. Appointment scheduling in mPHR [25].

Education

The education function can include resources from trusted websites [45,90], health information libraries [22,30], video resources [46,59,95], or government supported information [95]. The information can consist of lifestyle management [45,57,71], first-aid information [40,70], discharge instructions [31], surgical procedure [77], physical activities guidance [96], or health-specific education such as pregnancy [97,98], mental health [45,61], or chronic diseases–related education [90,95]. Figure 8 shows an example of the education page in the Maternity Information Access Point [97]. Health providers are responsible for providing clinical topics and resources for credible information [55,76,99]. Moreover, PHRs should also have the ability to search for information using an intelligent search engine [99].
Self-Health Monitoring

Patients can manage their own health related to nutrition and diet information such as weight [30,33,39,58,66,72,85,86,90,98,100-102], height [39,58,66], physical activity or exercise [30,33,58,67,96,100,101], and food and meals [33,66,98]. Patients can also manage their vital sign data such as temperature [26,44], blood pressure [30,33,44,58,66,67,70,72,85,90,98,101,103], blood glucose [30,58,66,70,72,85,86,98,103], and heart rate [90]. Patients can also monitor other self-health data such as sleep [33,66,95,100,101], period [33,100], moods [98,100,101], and stress [66,70,100].

These clinical measures enable calculation such as BMI [39,66,70,85,100], body fat percentage [70], waist-to-height ratio [70], calorie [70], cholesterol level [66,86], and glycemia [86]. This information can also calculate disease risks such as cardiovascular disease risk and metabolic syndrome risk [85]. The data in this function can be retrieved from home monitoring devices [23,39,58,85,104,105] such as Bluetooth-enabled health monitors [104], accelerometers [105], blood pressure monitors [58], blood glucose meters [58,81,85,93], and pedometer [72] and fitness tracker apps [39].

The monitoring of health data can be shown as a dashboard that visualizes data in graphs, charts, or diagrams [30,33,70,72,81,86,101,102,105]. Key performance indicators can be different for each patient, depending on their conditions. For example, in the MyHealthKeeper app, the clinician provided individual diet and physical activity targets for each patient during an outpatient visit (Figure 9) [101]. This function can be integrated into a clinician’s EHR, and clinicians could review these data and provide feedback about the health-related lifestyle management of their patients [101].
Issues in Implementation of the PHR

Some issues must be considered in implementing PHRs because these issues can define additional functionalities that can support the main functionalities in PHRs. The issues identified included interoperability, security and privacy, usability, data quality, and personalization (Table 4).

Table 4. Issues in implementation of the PHR.<sup>a</sup>

<table>
<thead>
<tr>
<th>Issues</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interoperability</td>
<td>Ability of PHR to share or exchange data with other systems</td>
<td>[22,25,29,33,35,37-39,51,53,61-63, 68,72,76,86,88-90,96,100,102,104,106-112]</td>
</tr>
<tr>
<td>Security and privacy</td>
<td>Safeguarding of data and personal information in PHR</td>
<td>[25,26,32-34,42,45,47,54,55,57,60-65,69,70,72-74,76,77,83, 92,94,97,103,108,110,112-122]</td>
</tr>
<tr>
<td>Data quality</td>
<td>Ensures consistency, completeness, accuracy, and timeliness of the PHR information</td>
<td>[24,30,31,33-35,64,68,81,90,91,107,108,110-113,115]</td>
</tr>
<tr>
<td>Personalization</td>
<td>Ability of PHR to be tailored and adapted to patient needs and preferences</td>
<td>[22,23,32,57,59,78,87,88,95,99,102,112,117,118,123,125]</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHR: personal health record.

Interoperability

An important issue raised in several studies is PHR compatibility with other systems [51,88,90,100,106]. Health service providers such as clinicians should input data from other systems into the PHR or vice versa, which was considered too time-consuming and unfeasible for daily practice [100]. This problem can also be caused by health organizations adapting their formats to use health records and not allowing health information sharing in their PHR to other applications or organizations [63,107]. As a result, a patient may have health records scattered in several applications [107]. To provide more benefits and ensure its successful implementation, PHRs should realize interoperability among various data and systems [106,108]. PHRs should have the ability to share information with others [88], such as health professionals [37,61,89].

In the tethered or integrated PHR, patients may connect their PHR to the health care provider system [25,62,72,76,86,102,104]. With this integration, health information is automatically transferred to the PHR [33,39,62,109,110]. This can reduce data entry load [33,96], improve data accuracy [62,96], prevent medical errors [38], reduce the health information recall [35], and contribute to users’ better perceptions about the system’s usefulness [111]. It is also suggested that PHRs be integrated into various health providers...
and not limited to one health provider [53,102]. Patients may also have the ability to share information with trusted institutions and insurance bodies to speed up reimbursement procedures [86] and access other family members’ records [22,102].

It is necessary to create legislation to realize PHR interoperability [106]. Health providers need to provide standard definitions for data exchange and cooperate with other providers [63]. There are international standards or frameworks for interoperability, such as OpenEHR, Health Level 7 (HL7) Fast Healthcare Interoperability Resources (FHIR), and Integrating the Healthcare Enterprise and Continua Health Alliance specifications [29,68,72,107,112]. OpenEHR describes the management and exchange of data in EHRs for developing PHRs using specific language [68]. OpenEHR integrated with other standards in particular health data types, such as laboratory results [107]. Similarly, HL7 FHIR enables the management of a single data entity, group of entities, or a record using well-known standard languages [68]. FHIR application program interface allows any arbitrary system connected with another medical system already equipped with the FHIR application program interface [72]. FHIR allows the patient portal to be interconnected but independent [29]. Moreover, Integrating the Healthcare Enterprise specifies architectural approaches using international standards for the health data exchange and can fit the mobile platform’s resources. At the same time, Continua enables communication from personal health devices to EHRs and PHRs [112].

Security and Privacy

PHRs contain personal and sensitive data [47,77,108,112-114]. Some people have concerns about storing these data online [54,103,108,113,115] and consent to use the system [116]. They may have concerns about identity theft and unauthorized access in PHRs [54,55,57,61,69]. Confidentiality and privacy of information in PHRs should be ensured through secured access to PHRs [110].

To ensure the security of information, PHRs should use a single sign-on mechanism [70], user authentication [26,33,64,72,73,112,117], authorization [42,112], identity verification [34,63], encryption [25,33,112,118] or pseudonymization [114], backup mechanism [25,33,72], and firewalls [72]. PHRs can also implement an access log so that users can see who viewed and downloaded information [76]. The use of complicated or complex passwords can improve the security of s [47,119]. However, some studies show that users have difficulty remembering their passwords [47,74,77,92,94,97,103,120]. Thus, PHRs should also add other methods such as fingerprint authentication [97], biometric identification [33,94], citizen digital certificate [121], and allow users to change their passwords [62,72].

To address privacy concerns related to data sharing, PHRs should have the ability for patients to choose what information to share and who can see that information [34,42,45,60,61,65,76,83,121,122] and provide a privacy policy in the system [32]. The consent model should also be considered in implementing PHRs [116]. Moreover, PHR systems need to follow specific legal requirements related to security and privacy defined on regional, national, or international levels [112]. For example, the Health Insurance Portability and Accountability Act ensures secure data exchange with entire clinics [76].

Usage

Some usability problems identified in selected studies include font or text size that are difficult to use [71,94], confusing format [81], unclear visualization of data [90], problem with navigation [51,59], and complicated data entry [85,118]. Complicated data entry may cause users to not enter data correctly into their PHR [118]. The reduction and simplification of PHR system data entry should be considered in PHR design [35,93,118]. Users prefer easy to use, simple, and user-friendly interface [24,41,45,54,61,62,65,92,94,110,118,120-124]. Users are also interested in attractive and interactive systems [25,33,108,110,120,124] such as the use of contrasting colors for scroll bars and menu items [59]. Moreover, it is also important to maintain consistency and standardization of interfaces [35,74,117,118]. A mobile app version of the PHR was also suggested because it was perceived as more user-friendly and easy to use [25,34,61,65,81,93,100].

A PHR may add a section to guide patients about the features in the PHR [46,54,59,61,65,83,90,96,118] and quick access to the essential functionalities [37,48,108]. The use of interface elements like buttons and a dropdown menu can enhance the user-friendliness and simplicity of the PHR interface [25,100]. However, icons should be avoided when designing for older adults since they may not recognize them [96]. PHRs should be easy to understand and navigate for all user groups [110], including those with basic computer knowledge and those who are not computer literate [94,118]. PHR usability should be determined using health literacy assessments and there should be different PHR versions for specific groups of users [36].

Developers should involve users in designing, updating, or improving PHR systems [48,71,119]. Using a user-centered design approach can facilitate users’ involvement in PHR design [76,87]. The user-centered design process increased the development process’s complexity, but the product quality was higher, especially satisfaction and user acceptance [105]. However, user-centered design may not apply to all PHR types, especially PHRs targeting the general population, which necessitates identifying specific user groups and specific use contexts [125]. Adopting a usability design framework that includes usability and user testing may help address PHR usability issues [126]. Standardization used for PHR design is International Standards Organization (ISO 9241-210), which focuses on the requirements and user needs [105], and ISO 9241-11 for software systems components that define usability [96].

Data Quality

Health care providers may doubt patient-entered data in a PHR [30,113]. Not all patients have enough knowledge to generate health data in a PHR [107,112]. Data uploaded by the patient may be inconsistent [91], incomplete [81,90,110], inaccurate [30,81,90,110,115], or not up to date [90]. PHRs require patient commitment to keep the system up-to-date and relevant over time [111]. This issue needs particular attention, especially
when PHR data are transferred to EHRs and used in professional medical decision-making and treatment processes [112].

To ensure data quality of patient-generated data in PHRs, health care professionals need to take time to supervise the quality of information generated by patients in PHRs [110,112]. PHRs should differentiate patient-generated data from the health care provider’s data [68]. Moreover, PHR design needs to define what information is required because an incomplete record is preferable to an inaccurate one from a provider’s perspective [35]. Standardization of patient-entered information is essential to ensure data quality [33]. Input control should be comfortable and descriptive words should appear to help patients enter PHR data [108].

In tethered PHRs, which are tied to EHRs in health organizations, health information on the PHRs are created automatically from the original patient clinical reports to make this information more reliable [34]. However, this can be a problem if the EHR’s information is incomplete [30,64] or if the information is not generated automatically. This can also be caused by health care providers not updating the PHR information consistently [24,31].

**Personalization**

Some users may have more health issues than others, such as older patients having more health issues, appointments, and information to manage [22]. People want the PHR to be tailored to their needs and capable of changing based on their health and well-being needs [59,78,88,102,123]. This person-specific health and well-being information can make the PHR system more appealing [118]. The PHR system needs to be adaptable and extensible to ensure successful operation [112]. It is also suggested that PHRs support customizability based on computer literacy [87].

PHR systems should provide medical information that can be dynamically adapted to patient preferences for simpler or more complex information [99] [117]. For example, in PittPHR, users can customize the trackers according to their own needs by hiding or unhiding available trackers in a given list and add or delete links in the resources module according to their own needs [33]. PHRs could also provide tailored health education materials based on patient health problems [52,57,95,117]. Despite the need for personalization, designers or developers need to define the extent to which PHRs can be personalized but still maintain standardization, uniformity, and simplicity [125].

**Discussion**

**Principal Findings**

Seven function categories of PHRs are identified as the main functionalities of PHRs, which are grouped into basic and advanced functions. Basic functions (health records and administrative records) provide essential information for patients in their health care. Health records could provide a complete summary of patient health status and condition. Information on this function could reduce health workers’ time gathering patient history and reduce redundant transactions and tests [20]. Information on administrative records such as personal information serves as a patient identifier on a PHR.

Advanced functions (medication management, communication, appointment management, education, and self-health monitoring) could support patient involvement in their health care. Involving patients in controlling their health information improves the chance that health providers would have a comprehensive view of patient health conditions [20]. Medication management functions such as medication scheduler and reminders could help patients take medicine on time. Moreover, the medication reconciliation option could avoid medication errors [127]. Communication functions such as messaging could free physicians from the limitations of phone and face-to-face communication [1]. Appointment management reduces the chance of a patient missing an appointment. Education could support health knowledge promotion [20], which may improve the patient’s health literacy. The information recorded from the self-health monitoring function may help health providers with disease diagnosis and treatment [10]. This function could help patients track their progress to reach specific health goals [9] and monitor the impact of their behavioral changes [12].

In addition to these functionalities, other supporting functionalities may also need to be developed based on the issues identified in this study. To improve security and privacy, PHRs should implement access control, which includes authentication and authorization. PHRs can also provide a backup option to avoid data loss and audit logs to review who accessed the record and what data have been access. To improve usability, PHRs can provide quick access to the important information or functions that users frequently use and add a menu for help or a user guide about using features in the PHR. Customization options to show or hide specific health data according to patient health needs are also recommended to increase personalization.

Interoperability represents a key component of PHR architecture [8]. When PHRs are integrated with health providers, they provide more significant benefits and valuable content for users [1,20]. Interoperability can also reduce data entry load because health information is automatically transferred to the PHR. This can increase the usability and the quality of data on the PHR. PHRs need to provide standard definitions for data exchange and implement sharing functions to connect PHRs with other stakeholders, such as health providers, insurance, government agency, pharmacy, community or support groups, and other systems such as home monitoring devices. Figure 10 describes the integrated PHR architecture based on the result of this review.
The main functionalities described in this review, such as health records, administrative records, medication management, communication, appointment management, education, and self-health monitoring, have also been described in previous reviews [9-12]. Most of these reviews [9,11,12] focus more on discussing the functionality of PHRs related to improving health service delivery. Only Genitsaridi et al [10] discussed supporting functionalities such as access control to be included in requirements on the PHR. Previous studies also have discussed technological issues [13-15]. Our research augments that of previous studies by translating these issues as supporting functionalities in PHR systems.

The functionalities in PHRs can help health care providers and patients obtain useful health information during public health emergencies such as natural disasters and pandemics. For example, in the COVID-19 pandemic, hospital services experienced a crisis [128]. Observations of health outside of standard hospital settings can be difficult [129]. Functions such as communication can help patients and health care providers consult without making eye contact. Furthermore, in the education function, PHR providers can provide information about updated COVID-19 and health care information. The health record function helps patients obtain and store test results. The self-health monitoring function increases the patient’s ability to control and manage health conditions. Functions such as measuring body temperature can be used to detect early signs of infection [129]. Integrating PHRs into a broader telehealth infrastructure could improve emergency health care delivery by reducing patient spikes in health care facilities [2].

Comparison With Prior Work

The Health Level 7 Personal Health Record System Functional Model (HL7 PHR-S FM) defines a standardized model of the functions present in PHR systems [130,131]. The model consists of 3 sections: personal health (PH), supportive (S), and information infrastructure (IN). Personal health functions enable an individual to manage information about their health care. Supportive roles assist with the administrative and financial requirements within health care delivery. Information infrastructure functions support personal health and supportive functions.

Health records, medication management, communication, education, and self-health monitoring can be categorized into personal health sections. Administrative records such as managing patient profiles can be categorized into a personal health section, while information about health professionals, hospitals, and insurance can be categorized as a supportive section. Supporting functions defined based on PHR implementation issues, namely sharing, access control, audit logs, backup options, and customization, can be categorized in the information infrastructure section. This section ensures the privacy and security of PHRs, promotes interoperability between PHRs and other systems, and enables PHR function to be accessible and easy to use [130,131]. Table 5 summarized comparisons between functions identified in this review study and functions defined in the HL7 PHR-S FM.
<table>
<thead>
<tr>
<th>Basic functions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health record</strong></td>
<td></td>
</tr>
<tr>
<td>PH.2.5</td>
<td>Manage historical and current state data</td>
</tr>
<tr>
<td><strong>Administrative record</strong></td>
<td></td>
</tr>
<tr>
<td>PH.1.2</td>
<td>Manage PHR^b account holder demographics</td>
</tr>
<tr>
<td>S.1.3</td>
<td>Manage health care provider information</td>
</tr>
<tr>
<td>S.1.5</td>
<td>Manage health care facility information</td>
</tr>
<tr>
<td>S.2.1</td>
<td>Capture and read health insurance account and benefit information</td>
</tr>
<tr>
<td><strong>Advanced functions</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Medications management</strong></td>
<td></td>
</tr>
<tr>
<td>PH.3.4</td>
<td>Manage medications</td>
</tr>
<tr>
<td><strong>Communication (patient-provider communication)</strong></td>
<td></td>
</tr>
<tr>
<td>PH.6.3</td>
<td>Communications between provider and/or the PHR account holder’s representative</td>
</tr>
<tr>
<td>IN.3.10</td>
<td>Secure messaging</td>
</tr>
<tr>
<td><strong>Appointment management</strong></td>
<td></td>
</tr>
<tr>
<td>PH.6.3</td>
<td>Communications between provider and/or the PHR account holder’s representative</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>PH.4</td>
<td>Manage health education</td>
</tr>
<tr>
<td><strong>Self-health monitoring</strong></td>
<td></td>
</tr>
<tr>
<td>PH.3.1</td>
<td>Manage personal clinical measurements and observations</td>
</tr>
<tr>
<td><strong>Supporting functions</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Sharing</strong></td>
<td></td>
</tr>
<tr>
<td>IN.2</td>
<td>Standards-based interoperability</td>
</tr>
<tr>
<td><strong>Access control</strong></td>
<td></td>
</tr>
<tr>
<td>IN.3.3</td>
<td>Entity access control</td>
</tr>
<tr>
<td><strong>Audit logs and backup option</strong></td>
<td></td>
</tr>
<tr>
<td>IN.4</td>
<td>Auditable records</td>
</tr>
<tr>
<td><strong>Customization option</strong></td>
<td></td>
</tr>
<tr>
<td>IN.1.3</td>
<td>Present ad hoc views of the health record</td>
</tr>
<tr>
<td><strong>User guide</strong></td>
<td></td>
</tr>
<tr>
<td>PH.1.1</td>
<td>Identify and maintain a PHR account holder record</td>
</tr>
</tbody>
</table>

^aHL7 PHR-S FM: Health Level 7 Personal Health Record System Functional Model.

^bPHR: personal health record.
The functionality identified in this review covers the main section (PH, S, IN) in the HL7 PHR-S FM. However, functionalities and data elements found in this review are on the individual level that focuses on improving health care. Functions that are not included in this review are functions related to the secondary use of health data. Secondary health data use applies to personal health information for uses outside direct health care delivery [132]. In the HL7 PHR-S FM, a population health and wellness (PH 3.6) function helps control public health risks to the population and patients. For example, it enables patients to export anonymized data for biosurveillance and public health reporting, and patients can get alerts or warnings regarding population health threats. A manager other resources (S.4) function supports patient enrollment in clinical trials or research [131]. From this review, only a few studies [34,91] mentioned that PHRs could be used for secondary health data use, but they did not explain specific data needed for this function. A discussion about secondary health data use in PHRs can be an opportunity for future research.

Not all functions in the HL7 PHR-S FM were found in this review study because the HL7 PHR-S FM is universal and generic by design. There may be additional constraints in certain realms or regions. PHR developers or designers can create a functional profile to define a selected set of applicable functions for a particular purpose, group of users, degree of interoperability, or custodian [130]. This study defines PHR functionalities based on the current state of research and provides more examples of data elements and subfunctions for each functionality. This study also found that the HL7 PHR-S FM only includes patient-provider communication. Other communications, such as communication with others in a similar situation and support groups, are not discussed in the HL7 PHR-S FM.

Limitations

This study is limited to reviewing the implementation of PHRs in research articles and does not address the implementation of commercial PHRs available on the internet. Thus, the functionalities and issues of the PHRs defined in this study may not reflect the state of the practice. This paper does not discuss which functions are more common or whether certain functions are used more frequently than others and does not discuss each function’s benefits and impact on health outcomes. We cannot determine which functionality should be prioritized in the implementation of PHR. We only discuss the functions that are generally mentioned in the selected paper. Each function’s data element may not be comprehensive and might not be generalizable to all patient populations. This is because each disease or condition has different specific data.

Conclusions

This systematic literature review paper discussed functionalities and issues in the implementation of PHRs. Seven function categories are identified in this review, which are grouped into basic and advanced functions. In addition to these functionalities, other supporting functionalities may also need to be developed based on the issues identified in this study. Based on the results, this paper provides an integrated PHR architectural model that describes the functional requirements and data sources of PHRs. This study can offer recommendations or guidance in implementing PHRs by health care facilities management, application developers, policymakers, or other related stakeholders. Functionalities (including data elements and subfunctions) listed in this study and architectural model (Figure 10) can be used when considering what features to implement in a PHR. The model (Figure 10) can also serve as the target data sources to be integrated into the PHR system. Moreover, technological issues explained in this study can be used to develop policies in the implementation of PHRs. For example, since security and privacy are identified as technological issues in this study, implementers of PHRs should develop policies that govern access control in PHRs. The findings of this study may be translated as functional and nonfunctional requirements of the PHR system. This study’s findings can also serve as a basis and comparison for other researchers who will examine PHR functionality and use in the future. PHR integrated architecture (Figure 10) can be used as a model that other researchers can use to compare, map, or evaluate the PHR functionalities that will be examined. Furthermore, personal factors such as age, culture, and health and technology literacy levels can influence security, privacy, and usability issues. Future studies can be conducted to analyze the effect of personal factors on technological issues.
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Abstract

Background: Patient portals tethered to electronic health records systems have become attractive web platforms since the enacting of the Medicare Access and Children’s Health Insurance Program Reauthorization Act and the introduction of the Meaningful Use program in the United States. Patients can conveniently access their health records and seek consultation from providers through secure web portals. With increasing adoption and patient engagement, the volume of patient secure messages has risen substantially, which opens up new research and development opportunities for patient-centered care.

Objective: This study aims to develop a data model for patient secure messages based on the Fast Healthcare Interoperability Resources (FHIR) standard to identify and extract significant information.

Methods: We initiated the first draft of the data model by analyzing FHIR and manually reviewing 100 sentences randomly sampled from more than 2 million patient-generated secure messages obtained from the online patient portal at the Mayo Clinic Rochester between February 18, 2010, and December 31, 2017. We then annotated additional sets of 100 randomly selected sentences using the Multi-purpose Annotation Environment tool and updated the data model and annotation guideline iteratively until the interannotator agreement was satisfactory. We then created a larger corpus by annotating 1200 randomly selected sentences and calculated the frequency of the identified medical concepts in these sentences. Finally, we performed topic modeling analysis to learn the hidden topics of patient secure messages related to 3 highly mentioned microconcepts, namely, fatigue, prednisone, and patient visit. and to evaluate the proposed data model independently.

Results: The proposed data model has a 3-level hierarchical structure of health system concepts, including 3 macroconcepts, 28 mesoconcepts, and 85 microconcepts. Foundation and base macroconcepts comprise 33.99% (841/2474), clinical macroconcepts comprise 64.38% (1593/2474), and financial macroconcepts comprise 1.61% (40/2474) of the annotated corpus. The top 3 mesoconcepts among the 28 mesoconcepts are condition (505/2474, 20.41%), medication (424/2474, 17.13%), and practitioner (243/2474, 9.82%). Topic modeling identified hidden topics of patient secure messages related to fatigue, prednisone, and patient visit. A total of 89.2% (107/120) of the top-ranked topic keywords are actually the health concepts of the data model.

Conclusions: Our data model and annotated corpus enable us to identify and understand important medical concepts in patient secure messages and prepare us for further natural language processing analysis of such free texts. The data model could be potentially used to automatically identify other types of patient narratives, such as those in various social media and patient forums. In the future, we plan to develop a machine learning and natural language processing solution to enable automatic triaging solutions to reduce the workload of clinicians and perform more granular content analysis to understand patients’ needs and improve patient-centered care.
patient secure messages; patient portal; data model; FHIR; annotated corpus; topic modeling

Introduction

Background

In the United States, the Medicare Access and CHIP (Children’s Health Insurance Program) Reauthorization Act [1] and Meaningful Use program [2] have incentivized the growing adoption of electronic health records (EHRs) and patient health records with the goal of improving the quality of health care delivery systems. Consequently, many health care delivery systems now offer patient portals, tethered to their EHR systems, that allow patients to access their medical records and communicate with their clinicians through secure messages [3]. Patient portals encourage patients to become equal partners in their care and health management and be more engaged and participatory in shared decision making [4]. After the Health Information Technology for Economic and Clinical Health Act was enacted in 2009, patient portals have gained widespread adoption by health care delivery systems in the United States [5,6]. In 2017, more than 90% of the health care delivery systems, including the Veterans Health Administration, Mass General Brigham, Kaiser Permanente, and the Mayo Clinic, offered patient portal access to their patients [7]. Currently, patients send secure web-based messages to request medical appointments and prescription refills [8,9]. Clinicians send patients appointment reminders and promote timely preventive care [10,11]. Patients and clinicians can communicate back and forth easily and in a timely manner about complex situations such as new symptoms, follow-up visits, medication concerns, and medical questions.

With the increase in the number of patients signing up for these portals, the number of secure messages has risen substantially [12-15]. Unfortunately, the content of the large number of patient secure messages in free-text format has not been processed and analyzed systematically and incorporated into the present EHR systems organically to unfold its potential for improving patient-centered care because of technical hurdles. For instance, existing annotated corpora have been mainly developed for sublanguages such as scientific literature in biomedicine and clinical notes; no annotated corpus is available for developing natural language processing (NLP) capabilities in patient-generated formal language. In this study, we propose to develop a data model of health concepts for patient secure messages based on the Fast Healthcare Interoperability Resources (FHIR) standard [16].

A data model is usually made up of entities that represent important items in the domain and relationship assertions among the entities. In our case, a data model will illustrate the key concepts occurring in patient secure messages and the relationships among them. The data model is critical to the development of any information system (eg, a health information exchange system or NLP-based semantic representation system for a patient portal) by providing the definition of the concepts and format of data. Building the factual and useful data model requires a deep understanding of the underlying process and data. Therefore, we also create a large annotated corpus for analyzing the contents of sample patient secure messages to better understand patients’ concerns. Once complete, we further apply topic modeling techniques independently to investigate whether the patients’ focuses and concerns in 3 common medical conditions align with the developed data model. We build the annotated corpus primarily to build the data model, and topic modeling can serve as an independent and primitive validation of the data model. We choose topic modeling instead of information extraction because we build the annotated corpus primarily to build the data model. Topic modeling, as an unsupervised method, generates results independently of the corpus and thus can serve as an independent validation of the data model. We expect a much more rigorous evaluation and validation by building collaborations and partnerships with domestic and international researchers in the field.

With all the necessary preparation, our ultimate objective is to develop an NLP system that will automatically identify and extract significant information from unstructured patient secure messages for the purpose of automatically triaging patient secure messages, reducing the workload of clinicians by chatbot, and performing more granular and sophisticated content analysis to understand patients’ needs and improve shared decision making and patient-centered care.

Related Work

As patient secure messages are relatively new, very little research has focused on automatically identifying and standardizing their content despite their important implications. North et al [17] analyzed the content of 6430 secure messages to assess the overall risk associated with the messages and to determine whether patients were using portal messages for symptoms requiring urgent evaluation. Their study showed that patients used portal messages 3.5% of the time for potentially high-risk symptoms of chest pain, breathing concerns, abdominal pain, palpitations, lightheadedness, and vomiting. Suliman et al [18] also developed machine learning models on patient portal secure messages regarding surgical issues to identify message threads that involve medical decision making from a health care provider and to classify the complexity of the decision. Cronin et al [19] built patient portal message classifiers using rule-based and NLP techniques such as the bag-of-words model. They curated a gold standard data set of 3253 portal messages annotated by communication types such as informational, medical, logistical, and social. This study also focuses on developing a data model—a standard framework—to address the issues of content analysis, information extraction, and integration of significant information from patient secure messages leveraging Health Level-7 (HL7) FHIR.

HL7 is a nonprofit standard development organization accredited by the American National Standards Institute, and it is dedicated to providing a comprehensive framework and related standards
for the data exchange, integration, sharing, and retrieval of electronic health information [20]. FHIR is an improved health data exchange standard that comprehensively defines how information can be exchanged among different systems regardless of how it has been stored and allows health care information to be accessible to those who need it for the benefit of health care quickly and easily [21]. Instead of traditional document-centric approaches, HL7 FHIR takes a modular approach and represents atomic or granular health care data (eg, heart rate, procedure, medication, and allergies) as independent modular entities, concepts, and actions involved in health care information analysis, exchange, and integration as resources [22]. Existing studies on developing data standards have mostly focused on analyzing, extracting, and integrating structured data from EHRs, mobile-based patient health records, and medical apps. In 2018, Hong et al [23] for the first time introduced a scalable and standard-based framework for analyzing and integrating both structured and unstructured EHR data by leveraging the FHIR specification [23]. The scope and use of the FHIR framework do not completely meet the requirements of our study. We aim to develop an HL7 FHIR–based data model that precisely analyzes and extracts patient secure messages.

**Methods**

**Overview**

A 3-phase workflow for developing the data model and annotated corpus is shown in Figure 1. We collected more than 2 million patient-generated secure messages from Mayo Clinic Patient Online Services [24]. We developed the first draft of the data model and annotation guideline by analyzing FHIR and manually reviewing 100 sentences from the sampled secure messages. We then randomly selected, annotated, and examined additional sets of 100 sentences from the secure messages to iteratively update the data model and annotation guideline until interannotator agreement (IAA) was achieved. Subsequently, we created the annotated corpus by annotating 1200 sentences from the randomly selected 2100 sentences. Finally, we calculated the frequency of the identified health concepts in the annotated corpus and performed topic modeling to extract hidden topics of all the patient secure messages linked to frequently mentioned health concepts. In the following sections, we will discuss data collection and preprocessing, design of the data model, development of the annotation guideline, creation and analysis of the annotated corpus, and topic modeling in more detail. The entire data model can be found in Multimedia Appendix 1. The details of data set collection and processing and annotation and topic modeling and annotation guideline can be found in Multimedia Appendix 2 [16,24-33] and Multimedia Appendix 3 [1-3,16,24].
Figure 1. The workflow for developing the data model for patient secure messages, annotated corpus, and topic modeling analysis. FHIR: Fast Healthcare Interoperability Resources; IAA: interannotator agreement.
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**Data Set Collection and Preprocessing**

The Mayo Clinic Rochester started the patient portal (Patient Online Services) in 2010 for primary care practice and later extended it to specialty practice in 2013 [24]. We collected more than 2 million patient-generated secure messages from the online patient portal between February 18, 2010, and December 31, 2017. We removed messages with empty message bodies. Each message has a unique message ID, previous message ID, initial message ID, sender ID, recipient ID, date and time of the message creation, message subject, and message body. As we have mentioned earlier, the details are in Multimedia Appendix 2.

**Design of a Data Model for Patient Secure Messages**

Creating a data model for unstructured patient narratives is a very challenging task. After the literature review and initial analysis of the sampled secure messages, we decided to use the FHIR standard to develop the data model (Multimedia Appendix 1) because it comprehensively represents the modular entities, concepts, and actions involved in health care information exchange.

FHIR defines a hierarchical set of core and infrastructure resources for handling health concepts in an EHR [34]. After analyzing version 4 of the FHIR standard [16] and the sampled secure messages, we generated the first draft of the data model with 3 hierarchical levels—macroconcepts, mesoconcepts, and microconcepts—to extract information from the patient secure messages. We merged and revised some concepts from FHIR after analyzing the messages. For example, we merged 2 similar but separately defined top-level concepts (foundation concept and base concept) in FHIR into 1 macroconcept (foundation and base concept) in the data model. We also introduced a microconcept—unspecified—as an attribute under all mesoconcepts. Unspecified refers to the general terms under most of the mesoconcepts that cannot be categorized into any specific microconcepts. We deleted some mesoconcepts under clinical macroconcepts such as clinical impression, detected issue, medication knowledge, molecular sequence, and care team because they are not relevant to patient secure messages. The data model also underwent rounds of revisions during the annotation process to handle inconsistencies, and disagreement...
occurred between the annotators. For instance, in the first draft of the data model, the mesoconcept patient has 7 microconcepts following FHIR, such as identifier, name, telecom, gender, birthdate, address, and marital status. In the final data model, the mesoconcept patient has 4 microconcepts, such as unspecified, privacy, lifestyle, and diet, to better understand patients’ medical records and history. All personal information related to the patient is kept under privacy to maintain data privacy.

Development of an Annotation Guideline

For any annotation task, it is important that all annotators follow the same standard (annotation guideline) to minimize annotation confusion and errors. We manually reviewed several sets of 100 randomly selected message sentences to develop an annotation guideline. More specifically, we created the first version of our annotation guideline by analyzing the first set of 100 message sentences. Subsequently, our annotators independently annotated another set of 100 message sentences to examine the effectiveness of the annotation guideline until the annotators reached a considerable amount of agreement.

The final annotation guideline consists of 2 sections: (1) the first section discusses the general annotation rules; (2) the second section describes the health concepts and associative rules for the identification and extraction of these concepts together with specific examples. For instance, it is challenging to differentiate 2 microconcepts (name and symptoms) under the mesoconcept condition. The condition-name microconcept refers to the name of a disease and/or medical condition (eg, rheumatoid arthritis, diabetes mellitus, and influenza). The condition-symptom microconcept denotes a physical or mental feature or symptom (eg, sore bottom and numb arm) of a disease and/or medical condition. As per general annotation rules, all modifiers (eg, adjectives and adverbs) and possessives are removed for annotation to make text spans consistent. For the cases special calcium pill, this medicine, and my rheumatoid arthritis, the modifiers and possessives special, this, and my are not considered for annotation. All patient private information (eg, name, identity number, and clinic number) is not disclosed to maintain data privacy. The guideline clearly defines the concepts and rules to lessen the scope of ambiguity and error in the annotation and increase the possibility of agreement among the annotators to develop a quality corpus. The complete guideline for annotating patient secure messages is listed in Multimedia Appendix 3.

Development and Analysis of an Annotated Corpus of Patient Secure Messages

We chose the Multi-purpose Annotation Environment tool to annotate patient secure messages because of its ease of use and ability to fix discrepancies [25]. The Multi-purpose Annotation Environment tool requires a document type definition file with concept tags and attributes. We chose 2 professional annotators—a clinically trained linguist and a student pharmacist—to create a standard error-free corpus. They initially analyzed and revised several sets of 100 randomly sampled message sentences to iteratively improve the data model and annotation guideline. To check the consistency between the annotators, we calculated the F1 score of 2 separate annotation sets as the IAA score using General Architecture for Text Engineering software [26]. The IAA scores were computed using the F1 score as a criterion at the level of entities. This helped us to understand the span of the concepts on which the annotators agreed, disagreed, and partially agreed. We decided to follow the lenient parameter for measuring the IAA. With the lenient approach, the annotations that overlap are counted as a partial match, in contrast with the strict approach in which the annotations have to match with one another completely. We can consider this sentence as an example: “My mother has severe sinus headaches for several months.” Now, if one annotator annotates “sinus headache” and another annotates “severe sinus headache,” then the strict IAA approach will give us no match, but the lenient approach will consider this as an overlap. The F1 scores of the first set of annotations were 0.42 (macro mean) and 0.67 (micro mean). After discussing and resolving the disagreements, the annotators annotated another set of the same sentences, and the F1 scores were quite satisfactory: 0.62 (macro mean) and 0.74 (micro mean). Our annotators finally developed a quality corpus of 1200 randomly selected sentences.

After annotation, we performed summary statistics to calculate the frequencies of the identified health concepts (ie, macroconcepts, mesoconcepts, and microconcepts) in the annotated corpus of patient secure messages. The distribution of these health concepts helps us to understand which concepts patients were mostly concerned about and communicated to their health care providers. The details are provided in Multimedia Appendix 2.

Topic Modeling

After analyzing the annotated corpus, we selected 3 health microconcepts (ie, fatigue, prednisone, and patient visit) as representative cases for topic modeling analysis. The chosen microconcepts and the corresponding meso concepts and macroconcepts were frequently discussed in the patient portal messages (refer to the Results section for more details). Fatigue is an instance of a top-mentioned microconcept, symptom, under the condition mesoconcept and clinical macroconcept. Prednisone is a case of a microconcept, name, under the medication mesoconcept and clinical macroconcept, about which patients have expressed most concern in the patient secure messages. Patient visit is an example of a largely discussed microconcept, type, under the appointment mesoconcept and the foundation and base macroconcept.

After multi-word concept encoding and health concept recognition using MetaMap [27], we collected 41,490, 27,743, and 95,533 patient secure messages that mentioned the health microconcepts fatigue, prednisone, and patient visit, respectively, to examine the focus of those messages. MetaMap is a highly configurable program. It has been developed by Dr Alan Aronson at the National Library of Medicine to map biomedical texts to the Unified Medical Language System.

Topic modeling automatically identifies topics or themes in a large collection of documents in terms of a set of keywords that occur together and most frequently [35,36]. We used latent Dirichlet allocation (LDA) [28], a state-of-the-art unsupervised topic modeling method as implemented in Machine Learning...
for Language Toolkit [29], to learn the hidden topics of patient secure messages related to each of the 3 health microconcepts. After tokenization, stop word removal, and lemmatization, each patient secure message was converted into a vocabulary vector where the elements were the frequency of each lemma (including Concept Unique Identifier encoded by MetaMap) without considering the order of the lemma.

We quantitatively calculated topic coherence [30] and asked domain experts to qualitatively evaluate the learned topics. More specifically, we evaluated the topic coherence at different topic numbers (ie, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, and 30) to determine the optimal topic number for the 3 selected health microconcepts. We found that the optimal topic number was 8 for fatigue-related messages, 10 for prednisone-related messages, and 12 for patient visit–related messages. We also investigated the hyperparameters of and in the LDA. controls the topic distributions over a document. A smaller results in fewer topics that are statistically associated with a document. determines the word distributions over a topic. A smaller leads to fewer words that are statistically linked to a topic. We set the automatic optimization of the hyperparameters of and in Machine Learning for Language Toolkit (Mallet) during topic modeling.

Results

Data Model for Patient Secure Messages

The data model for patient secure messages has a 3-level hierarchical structure consisting of 3 macroconcepts, 28 mesoconcepts, and 85 microconcepts. Textbox 1 provides a partial illustration of the data model (refer to Multimedia Appendix 1 for the full data model). The 3 macroconcepts in the data model are the foundation and base macroconcept, clinical macroconcept, and financial macroconcept. Foundation and base concepts are the basic infrastructure of the health care system concepts on which the rest of the specifications are built. The mesoconcepts of the foundation and base macroconcept include patient, practitioner, related person, organization, health care service, device, appointment, encounter, and document reference. Clinical macroconcepts refer to core clinical components, including allergy intolerance, adverse event, body structure, specimen, condition, procedure, family member history, observation, laboratory test, imaging, medication, immunization, care plan, care team, referral, and risk. The financial macroconcepts cover all finance-related issues such as coverage eligibility, claim payment, account, and explanation of benefits. All the mesoconcepts have been further categorized into microconcepts as attributes, and each mesoconcept has an unspecified microconcept. For example, as shown in Textbox 1, the mesoconcept patient is categorized as unspecified, privacy, lifestyle, and diet. The mesoconcept coverage-eligibility has 5 microconcepts, including unspecified, percentage, insurance ID, benefit category, insurer, and insurance.
Textbox 1. A partial illustration of the data model for patient secure messages.

<table>
<thead>
<tr>
<th>Health Care System Concepts and Their Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Foundation and base concepts</strong></td>
</tr>
<tr>
<td>- <strong>Patient</strong>—Demographic and other administrative information about an individual receiving health care services</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
<tr>
<td>- Privacy</td>
</tr>
<tr>
<td>- Lifestyle</td>
</tr>
<tr>
<td>- Diet</td>
</tr>
<tr>
<td>- <strong>Appointment</strong>—A booking of a health care event between patients and practitioners (or other related persons or devices) on a specific date at a specific time</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
<tr>
<td>- Status</td>
</tr>
<tr>
<td>- Type</td>
</tr>
<tr>
<td>- Reason</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinical concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>- <strong>Specimen</strong>—A sample taken from a biological entity for laboratory analysis</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
<tr>
<td>- Name</td>
</tr>
<tr>
<td>- <strong>Laboratory test</strong>—Tests (eg, clinical, hematological, or microbiology tests) performed on patients and groups of patients and the results derived from the tests</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
<tr>
<td>- Name</td>
</tr>
<tr>
<td>- Result</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Financial concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>- <strong>Coverage eligibility</strong>—Information on patients, insurers, insurance, coverage, plan details, reimbursement, and payment for health care services</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
<tr>
<td>- Percentage</td>
</tr>
<tr>
<td>- Insurance ID</td>
</tr>
<tr>
<td>- Benefit category</td>
</tr>
<tr>
<td>- Insurer</td>
</tr>
<tr>
<td>- Insurance</td>
</tr>
<tr>
<td>- <strong>Explanation of benefits</strong>—Information on claim details and adjudication details from the processing of claims</td>
</tr>
<tr>
<td>- Unspecified</td>
</tr>
</tbody>
</table>

Annotated Corpus of Patient Secure Messages

We annotated 1200 sentences of patient secure messages based on the data model. Figure 2 illustrates the frequency of hierarchical health concepts in the annotated corpus. The concepts in blue, purple, and black represent macroconcepts, mesoconcepts, and microconcepts, respectively. The concepts in orange illustrate the most frequent microconcepts along with their occurrences in the annotated text. Foundation and base macroconcepts make up 33.99% (841/2474) of the annotated corpus, clinical macroconcepts make up 64.38% (1593/2474) of the annotated corpus, and financial macroconcepts make up 1.61% (40/2474) of the annotated corpus, respectively. Patients shared some information about insurance, coverage, and payments in the secure messages. Among the 28 mesoconcepts, the most discussed were condition (505/2474, 20.41%), medication (424/2474, 17.13%), practitioner (243/2474, 9.82%), patient (189/2474, 7.63%), laboratory test (175/2474, 7.07%), appointment (164/2474, 6.62%), procedure (150/2474, 6.06%), and organization (108/2474, 4.36%). The most frequently used
microconcepts were various condition names (eg, fatigue), medication names (eg, prednisone), and appointment types (eg, patient visit).

**Figure 2.** Radial tree to illustrate hierarchical health concepts in the annotated corpus.

**Topics of Patient Secure Messages**

After identifying the frequently discussed health concepts, we used a topic modeling technique to discover the latent topics in terms of a group of keywords for patient secure messages mentioning fatigue, prednisone, and patient visit. As shown in **Figure 3**, we highlight 8, 10, and 12 meaningful topics of patient secure messages related to fatigue, prednisone, and patient visit, respectively. We use a color scheme to represent the top health microconcepts in the topics of patient secure messages associated with fatigue, prednisone, and patient visit. More topic keywords and details can be found in **Multimedia Appendix 4**. Among the 120 top keywords, 107 (89.2%) were found to be health concepts in the data model. The concepts that were not mapped include general English words such as *hours, trouble, and difficult.*
Fatigue is a common clinical condition discussed by patients in patient-secure messages. Topic modeling on patient-secure messages targeting fatigue showed that most of the patient discussions were centered around sleepiness, adverse drug effects, and relevant symptoms and conditions. More specifically, the keywords sleep, beds, fall asleep, and wake up frequently appeared in these patient-secure messages. The topic words pharmaceutical preparations, dose, and headache revealed that fatigue might be an adverse effect related to some drugs. Other relevant symptoms and conditions such as headache, coughing, fever, and pain were also found in patient-secure messages discussing fatigue. After tracing back to the original patient-secure messages, we specifically found that the keywords sleep, beds, fall asleep, and wake up frequently appeared in these patient-secure messages, which highlighted the strong association between fatigue and sleepiness. The topic words pharmaceutical preparations, dose, and headache revealed that fatigue might be an adverse effect related to some drugs. Other relevant symptoms and conditions such as headache, coughing, fever, and pain were also found in patient-secure messages discussing fatigue.
also found mentions of low, thyroid gland, and dietary iron. This finding is consistent with studies reporting that fatigue is one of the most common signs of an underactive thyroid (hypothyroidism) [37] and iron deficiency [38].

**Prednisone**

Prednisone is a corticosteroid drug that controls inflammation by suppressing the human immune system. Prednisone appeared frequently in the patient secure messages. The focus of patient secure messages related to prednisone was primarily on drug use, side effects, and disease treatment. The topic words related to prednisone use and dose such as taper, dose, daily, dosage, and tapering were mentioned most often. Prednisone has been used to treat a variety of medical conditions, as shown by the keywords such as cough, dyspnea, asthma, pruritus, and urticaria [39-42]. In addition, the patients reported side effects such as fatigue, headache, sleep and pain after taking prednisone [43].

**Patient Visit**

Patient visit is a type (attribute) of patient appointment under the foundation and base concept. The topics of patient secure messages related to patient visits revealed various potential reasons for patient visits by making appointments. For example, many patients requested appointments to visit the Mayo Clinic by mentioning their health information and medical records (mayo, information, and records), laboratory tests and test results (experimental result, laboratory procedure, blood, scan, and radionuclide imaging), and medications (pharmaceutical preparation, prescription procedure, and pharmaceutical services). The keywords pain, symptoms, headache, coughing, diarrhea, exanthema, heart, and cardiologists suggest the purpose of their visit to the Mayo Clinic. In addition, some patients made appointments for financial issues indicated by the topic words insurance and pay.

**Discussion**

**Principal Findings**

Patient secure messages contain valuable information about the quality of health care delivery systems, drug efficacy and safety signals, and other pain points of patient health management. The data model and annotated corpus enable us to extract information from patient secure messages for systematic content analysis and to resolve the challenges of data analysis and integration by standardizing the unstructured data with the structured data system. In future, this data model can be used and extended to model patient narratives from social media platforms [44] to analyze their content. Our future aim is to leverage this data model and annotated corpus for developing machine learning models and NLP-enabled parsing tools for automatically parsing patient narratives to advance clinical research and practice [45,46].

During annotation, we faced some challenges because of the heterogeneous and superficial nature of the language used in the messages, which often deviated from formal English grammar, spelling, and punctuation rules. These challenges can often lower the quality of the data and make them less accessible to automated processing by a system. We discussed and designed some solutions to overcome these challenges. The challenges and their solutions are discussed in detail in Multimedia Appendix 2. During the comparison between the 2 sets of the first set of annotation, the level of agreement between the annotators was consistent for a few subconcepts, such as appointment, diagnostic report, immunization, medication, and practitioner. In contrast, it was very unsatisfactory for subconcepts such as specimen, related-person, document-reference, eligibility, and health care-service. Although the 2 annotators achieved a satisfactory IAA score later, annotation bias likely exists in the annotated corpus.

After analyzing the annotated corpus and identifying important health concepts in patient secure messages, we further used topic modeling to automatically uncover hidden topics of patient secure messages mentioning health concepts [47]. In this way, we were able to evaluate the data model and understand the focus of patient discussion and concerns in the patient secure messages. For example, prednisone, because it is a corticosteroid drug that controls inflammation, was a highly discussed topic in the patient secure messages. The patient-provider discussion on prednisone was primarily centered around medication use, side effects, and disease treatment [39-43]. These findings offer useful information for shared clinical decision making and patient-centered care. LDA exploits statistical inference to identify latent topics using a bag-of-words model and term frequency. Therefore, LDA mainly discovers topics with high frequency and dominant terms and pays little attention to rare, yet meaningful, topics from patient secure messages. In addition, hypermeter tuning in LDA can be more art than science.

Our study is the first to develop a data model based on HL7 FHIR to understand and analyze the content of patient secure messages. This study has several limitations. For annotation, the F1 scores were 0.62 (macro mean) and 0.74 (micro mean). This indicates that the task of annotation is a difficult one because we need to assign 3-level hierarchical health concepts to an identified health entity, and there are 85 microconcepts to be selected in the data model. Our annotators not only need to assign a category to these potential entities but also to identify their boundaries. If the boundaries are defined differently by different annotators, it is considered notconsistent. The language used in patient secure messages to describe medical concepts is casual, colloquial, and ambiguous. We revised our annotation guideline 5 times and trained our annotators 4 times. We believe that the F1 score could be improved, given more resources for annotation.

All the messages analyzed in this study were sent by patients. We did not analyze the messages generated by the clinicians who read and replied to these patient secure messages. The Mayo Clinic at Rochester, Minnesota, is a large nonprofit academic medical center that provides comprehensive patient care in the United States. We acknowledge that the patients and medical practices at the Mayo Clinic are not necessarily a representative cross-section of all patients and medical practices in the country. It is also unknown how the data model can be applied to other hospitals in other countries, given different models of care and patient-clinician relationships. For example, we are aware that in China, there are no patient portals, and patients communicate with their providers through other means.
Thus, we share our model, annotation guideline, and other materials with the broader scientific community and welcome all sorts of collaboration or partnership.

Finally, we acknowledge that evaluation and validation are key and challenging in this case. Strictly speaking, the data model can only be validated for the claimed utilities in real-world implementations. The topic modeling analysis we conducted was only an initial and weak evaluation. We expect to conduct a much more rigorous evaluation and validation by building collaborations and partnerships with domestic and international researchers in the field and by moving forward with building the NLP systems.

In the next stage of our study, we aim to curate a larger annotated corpus and use it for training and testing machine learning models for automated triaging. The manually annotated corpus is reusable for future NLP research to save manual effort and cost, although there might be some challenges related to its reuse because of data privacy and confidentiality challenges. This corpus is also generated based on patient secure messages; therefore, there always will remain a question of its usability in different domains of medical research.

Conclusions

A patient portal as a tethered EHR system enables patients to access their medical records, seek support, and share their opinions with their caregivers through secure messaging between their clinical visits. The large volume of secure messages opens new opportunities and challenges for understanding patient concerns and information integration into EHRs to improve patient-centered care. This study is a novel attempt to identify the content of patient secure messages based on the foundation and base, clinical, and financial concepts of HL7 FHIR standards. The data model and annotated corpus enable us to meet the challenges of analyzing and understanding unstructured health information from patient secure messages along with the topic modeling technique to discover the hidden topics on interesting health concepts in patient secure messages.

The data model could be potentially used for automatically identifying and analyzing other types of patient narratives such as those in various social media and patient forums. In the future, we plan to develop a machine learning and NLP solution to enable automatic triaging solutions to reduce the workload of clinicians and perform more granular content analysis to understand patients’ needs and improve patient-centered care.
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Abstract

Background: Survival analysis is a cornerstone of medical research, enabling the assessment of clinical outcomes for disease progression and treatment efficiency. Despite its central importance, no commonly used spreadsheet software can handle survival analysis and there is no web server available for its computation.

Objective: Here, we introduce a web-based tool capable of performing univariate and multivariate Cox proportional hazards survival analysis using data generated by genomic, transcriptomic, proteomic, or metabolomic studies.

Methods: We implemented different methods to establish cut-off values for the trichotomization or dichotomization of continuous data. The false discovery rate is computed to correct for multiple hypothesis testing. A multivariate analysis option enables comparing omics data with clinical variables.

Results: We established a registration-free web-based survival analysis tool capable of performing univariate and multivariate survival analysis using any custom-generated data.

Conclusions: This tool fills a gap and will be an invaluable contribution to basic medical and clinical research.

(J Med Internet Res 2021;23(7):e27633) doi:10.2196/27633
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Introduction

Bioinformatic programs include databases, algorithms, services, and software tools. These not only span a wide range of utility but have also gained increased value in scientific research in recent years; approximately 80% of papers published in biology and 60% of papers published in medicine report the use of at least one bioinformatic tool [1]. We recently analyzed the landscape of web-based bioinformatic services and uncovered 3649 such publications since 1994, 69% of which are actively maintained [2]. The leading advantages of browser-based bioinformatic programs include unrestricted availability, the lack of need for the installation of specific software packages, optimized allocation of computational resources, the possibility of constant updates, instant access to the latest versions, and the opportunity to enable real-time validation of previous analysis results. A subcohort of these tools enables certain analyses with user-provided data. A few representative examples used in these tools in medical research include an online calculator for receiver operator characteristics [3], a tool to determine optimal cut-off values for clinical tests [4], and a sample size calculator for randomized clinical trials [5].

The assessment of survival following the onset of a disease or of a treatment is a fundamental analysis in medical research. In an optimal scenario, the differential survival of two cohorts can be compared by employing a simple Mann-Whitney test. However, survival times do not follow a normal distribution and it is common for numerous subjects to lack associated event data at the end of follow-up. Kaplan and Meier [6] proposed a simple and elegant solution to these issues by including all cases
regardless of endpoint status in the analysis. The basic concept of Kaplan-Meier survival analysis is to assign a “censored” status to incomplete observations at the end of the follow-up time. In other words, there are two inputs for each case: the length of the follow-up time and a binary classifier designating the case as one with an event or one that is censored. Then, starting from 100, at each event, the survival line drops in proportion to the number of samples remaining within the investigated cohort. If there are multiple survival curves, the statistical difference between these is most commonly computed by employing the Cox proportional-hazards regression model [7].

Despite its widespread use, there is no online tool available for survival analysis. Therefore, it is necessary to acquire specialized software packages, as none of the general office packages (OpenOffice, LibreOffice, MS Office) is suitable for analyzing follow-up data. We previously established an online platform capable of linking survival outcome in various cancer types to mRNA [8] and microRNA [9] expression alterations. Here, we aimed to establish a freely available, easy-to-use online platform capable of performing survival analysis and constructing a Kaplan-Meier plot with any type of user-uploaded custom data containing any type of genomic or clinical information.

Methods

Setup of the Web Platform

The website is built on an Apache 2.4 web server and hosted by a Linux-based server machine. The user interface is written in PHP 7 and JavaScript using JQuery. The backend side is written in PHP 7 and R, and the repository layer is built on the PostgreSQL 12 database. The database temporarily contains the uploaded data and generated results. The analysis platform is accessible via any standard browser (Firefox, Edge, Chrome, Safari).

Survival Analysis

Multiple R packages are used for the statistical computations and for generating the output graphs. The survival package [10] is used for univariate Kaplan-Meier analysis and the multivariate analysis. The survival curve and the beeswarm plot are generated by the survplot [11] and beeswarm [12] packages, respectively. The XML and rjson R packages are used to load the configuration files, the RODBC package is used to communicate with the database, and the ggplot2 package [13] is used to visualize the results.

When comparing two cohorts, the significance is computed using the Cox-Mantel (log rank) test [7]. The difference between the cohorts is numerically characterized by the hazard rate (HR), which is based on the differential descent rate of the two cohorts (Figure 1A). Of note, since the hazard rate is by definition a comparison to the baseline, a relative two-fold drop in one cohort is equal to a half-fold drop in the other cohorts. Basically, depending on the context, an HR of 2 equals an HR of 0.5. As it is easier to understand an HR value above 1 in most cases, we implemented an option to invert all HR values below 1.

Figure 1. Kaplan-Meier curves showing main concepts used in survival analysis, including the (A) hazard rate (high/low) and (B) median survival. The green arrow shows the visually determined median survival and the blue arrow shows the survival probability at 50 months.

The generated results also include the median survival time, which is the time at which the probability of 0.5 is reached in one of the cohorts. The median time can also be determined visually by drawing a vertical line from the selected probability to the X axis. Of note, performing the steps backward can determine the cumulative probability of survival at a given time point (Figure 1B).
Assigning the Samples into Two Cohorts

To enable visualization in the Kaplan-Meier plot, it is necessary to establish a cut-off value and assign the samples to one of two cohorts. We implemented three different options for this task: using a predefined quantile (including the median, upper, and lower quartiles), trichotomizing the data (e.g., assign the data into three cohorts and then omit the middle cohort), and using the best available cut-off value.

To find the best cutoff, we iterate over the input variable values from the lower quartile to the upper quartile and compute the Cox regression [7] for each setting. The most significant cut-off value is used as the best cutoff to separate the input data into two groups. We implemented a simple visual representation of this analysis by showing the achieved P values in relation to the used cut-off values (Figure 2A). In case the generated cut-off values are ambiguous (e.g., multiple cut-off values deliver very low P values), the cut-off value corresponding to the highest HR is used (see Figure 2B).

Figure 2. A cut-off plot can be used to visualize the correlation between the used cut-off values and the achieved P values (A) and hazard rate (HR) (B). The red circle identifies the best cutoff. The computation of false discovery rate across all P values provides correction for multiple hypothesis testing.

Quality Control

During the computation of multiple cut-off values, multiple hypotheses are generated. Therefore, the false discovery rate (FDR) is computed by default in this setting using the Benjamini-Hochberg method [14] to correct for multiple hypothesis testing. The FDR results are normally shown in the “Results” page.

A requirement for Cox regression is that the hazard is independent of time. To fulfill this requirement, the censoring should be independent of the prognosis, samples entering at different time points in the analysis should have the same prognosis, and the time should be measured as a continuous variable (not in bins). We employed the coxph function of the survival package [10] for performing the proportional hazard assumption test.

In some cases, one might want to compare clinical and genomic variables. To enable this, clinical data can be selected not only as filters but also as variables to be included in the multivariate analysis. In these analyses, the “Results” page displays the P values and HR values for each variable included in the multivariate analysis in a table format.

Using Multiple Variables

We implemented multiple options to simultaneously use and combine multiple variables. Each of these settings uses the original variable values as input and basic mathematical functions to calculate the new joint values.

The simplest option is to select multiple variables and then use each variable separately. In this case, the same analysis is performed for each selected marker using the exact same filtering settings. This option is identical to running the analysis for each variable consecutively.

In the second feature, one can use the mean expression of a panel of variables; in this case, any variable can be inverted and a weight can be added to each. Using the mean expression of a set of genes can be termed a “signature analysis,” as the expression of each included variable will influence the value of the final “composite variable.” This feature can also be used to validate previously published gene expression signatures utilizing a preselected panel of genes.

A third option is utilization of the ratio of two genes; in this case, one variable is used as the numerator, the other variable is used as the denominator, and a new value is computed for
each sample. This setting is useful when one wants to compare the expression values to a reference gene such as GAPDH.

The fourth option enables the stratification of all patients based on the median expression level of a selected variable and then use another variable in the high or low cohort only. This enables the investigation of a selected variable in an already stratified cohort and ultimately the setup of a decision tree–like classification for the investigated cohort.

In each of the settings where multiple variables are combined, a new value based on the equation is generated for each sample, which is then used when performing the survival analysis, including the cut-off selection. Of note, one might want to directly compare two or more selected continuous variables to each other. For this purpose, we implemented an option to compute Spearman and Pearson correlation coefficients between the variables using the cor.test function from the basic R distribution.

**Results**

We established an online survival analysis platform that grabs a user-generated tab-separated or semicolon-separated file as input. The table headers can include case-insensitive letters of the English alphabet, numbers, spaces, underscores, colons, round brackets, and exclamation marks as characters. The content within the table cells can be numeric or text values. Some columns can be used as filters and a maximum of three filters are allowed. Table 1 provides a quick guide for the setup of an input file. The file can be a comma-separated value or a tab-separated table, and different types of data are allowed in each column. Table 2 shows a sample input file using this guide: the maximal dimensions of the table are 100 columns and 8000 rows. Note that a gene can be in the form of text when used as a group. Using this data table, the system is capable of performing univariate and multivariate survival analysis by using one or multiple variables and clinical data. In addition to drawing a Kaplan-Meier plot, the P values and HR values with 95% CIs are also computed. A separate plot visualizes the correlation between the P values and HR values and the employed cut-off values. Median survival values are computed for cohorts reaching a cumulative probability of 0.5, and upper-quartile survival is computed for the remaining cases. Of note, when performing multivariate analysis, only patient samples for which all variables of interest are concurrently available can be included. The platform includes multiple quality-control steps, including validation of the proportional hazard assumption and computation of the FDR for cases where multiple analyses are run simultaneously. The web service is freely available without requiring registration [15].

<table>
<thead>
<tr>
<th>Header name</th>
<th>Sample ID</th>
<th>Survival time</th>
<th>Survival event</th>
<th>Filter</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatically recognized</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Maximal number of different values</td>
<td>No limit</td>
<td>No limit</td>
<td>2 (0 or 1)</td>
<td>10</td>
<td>No limit</td>
</tr>
<tr>
<td>Can be text</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Can be binary</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Can be continuous</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Discussion**

Currently, genomics, transcriptomics, proteomics, and metabolomics enable the simultaneous investigation of multiple markers related to patient prognosis in experimental and clinical studies. Multiple online tools make survival analysis possible using previously published datasets such as those employing data from The Cancer Genome Atlas [9,16]. Despite the almost ubiquitous use of Cox regression to correlate different marker levels to prognosis, there is no available software to perform survival analysis for user-generated custom datasets. We
established a wide-ranging online tool capable of performing Cox regression and constructing Kaplan-Meier plots for user-generated data. A comprehensive and practical review of the Kaplan-Meier curves has been published previously [17].

A major advantage of our platform is the inclusion of multiple choices to select a cut-off value to be used in the analysis. To generate a Kaplan-Meier plot, one must first determine a cutoff; a convenient and widespread option for this task is the median expression value [18,19]. However, the cutoff should be based on the intention of the study. In most medical studies, there is no biological reason that a certain predetermined quantile cutoff should discriminate two cohorts [20]. When a researcher aims to uncover any potential correlation between a variable and outcome, then all possible cut-off values can be checked. Of course, in such cases, the chance of false-positive results also increases; therefore, we have implemented the Benjamini-Hochberg method [14] to calculate the FDR to correct for multiple hypothesis testing. Our approach is rather conservative as the different analyses are not truly independent in such a scenario, as only a few samples can switch cohorts between successive analyses. Of note, independent of the used cutoff, a single-variable analysis is almost never sufficient to prove a direct correlation and thus multivariate analysis should not be omitted.

The analysis automatically checks the proportional hazards assumption to evaluate the independence from time. This can also be achieved by a simple visual inspection of the graph: in case there seems to be a significant difference between the two cohorts but the lines cross at multiple time points, then the hazard is clearly not independent of time [21]. Of note, a common question is whether or not crossing at the right end of the plot violates the proportional hazards assumption. In most cases, at the end of the follow-up time, only few patients remain in both cohorts. Thus, because the drop in the line for each event is proportional to all samples remaining in the analysis, even an event for a single patient can result in crossing of the two lines. However, this will not affect the significance of the entire analysis.

When interpreting the results, one has to be aware of some common caveats of survival analysis. First, the \( P \) value should be interpreted with respect to the sample size. The Cox model is not suitable for small sample sizes (\( N<40 \)), and in these cases the generalized log-rank method is a better choice [22]. Higher sample numbers will lead to better significance, even in cases where the HR values are lower. A representative example of this bias is the ill-fated FLEX phase III trial [23]. By investigating the effect of cetuximab in patients with advanced nonsmall cell lung cancer, the authors observed a difference in survival of 10.1 months vs 11.3 months in the untreated and treated cohort, respectively. Although this difference was initially considered to be sufficient to gain approval by the US Food and Drug Administration, the European Medicines Agency rejected approval of the drug. Their main problem with the trial was the minimal overall survival benefit of only 12% and that only the exceptionally high sample number (\( N=1125 \)) helped to reach a minimally significant \( P \) value of .04 [23].

A second important deception is the proportion of recorded events within a study. As only the actual events contribute to the drops in survival curves, it is not possible to perform a meaningful survival analysis when the number of events is very low. This not only prevents the computation of median (or upper quartile) survival, but the accidental concentration of all events into one of the cohorts can lead to an infinite HR. For example, The Cancer Genome Atlas Network published a breast cancer dataset with approximately 1000 patient samples [24]. The authors had to note that because of the very short follow-up, only 11% of the samples had survival events, which prevented utilization of the dataset for survival analyses [24].

We also have to discuss some limitations of the software. The input file has to be carefully formatted, and a maximum of 100 columns and 8000 rows are allowed. Only full columns are acceptable as variables, a maximum of three filters can be defined, and the survival event can only be coded “0” or “1.” Although these restrictions can make the setup of the analysis challenging, when a correctly formatted table is uploaded, the system can automatically recognize columns representing a survival event or survival time. A second limitation is the exclusive use of the Cox proportional-hazards model to compute significance, and other tests such as the Cochran-Mantel-Haenszel test [25,26] or the Gehan-Breslow-Wilcoxon test [27,28] are not implemented. The reason for our restriction is the almost exclusive use of the Cox test in the current medical literature. In summary, we established an online survival analysis tool capable of performing univariate and multivariate survival analysis using any custom-generated data. We believe that this registration-free online platform simultaneously integrating multiple different analysis and quality-control options will be a valuable tool for biomedical researchers.
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Abstract

Background: COVID-19 has affected individuals with lived experience of eating disorders (EDs), with many reporting higher psychological distress, higher prevalence of ED symptoms, and compensatory behaviors. The COVID-19 pandemic and the health and safety measures taken to contain its spread also disrupted routines and reduced access to familiar coping mechanisms, social support networks, and health care services. Social media and the ED communities on social media platforms have been an important source of support for individuals with EDs in the past. So far, it is unknown how discussions in online ED communities changed as offline support networks were disrupted and people spent more time at home in the first months of the COVID-19 pandemic.

Objective: The aim of this study is to identify changes in language content and style in an online ED community during the initial onset of the COVID-19 pandemic.

Methods: We extracted posts and their comments from the ED community on the social media website Reddit and concatenated them to comment threads. To analyze these threads, we applied top-down and bottom-up language analysis methods based on topic modeling with latent Dirichlet allocation and 13 indicators from the Linguistic Inquiry and Word Count program, respectively. Threads were split into prepandemic (before March 11, 2020) and midpandemic (after March 11, 2020) groups. Standardized mean differences were calculated to estimate change between pre- and midpandemic threads.

Results: A total of 17,715 threads (n=8772, 49.5% prepandemic threads; n=8943, 50.5% midpandemic threads) were extracted from the ED community and analyzed. The final topic model contained 21 topics. CIs excluding zero were found for standardized mean differences of 15 topics and 9 Linguistic Inquiry and Word Count categories covering themes such as ED symptoms, mental health, treatment for EDs, cognitive processing, social life, and emotions.

Conclusions: Although we observed a reduction in discussions about ED symptoms, an increase in mental health and treatment-related topics was observed at the same time. This points to a change in the focus of the ED community from promoting potentially harmful weight loss methods to bringing attention to mental health and treatments for EDs. These results together with heightened cognitive processing, increased social references, and reduced inhibition of negative emotions detected in discussions indicate a shift in the ED community toward a pro-recovery orientation.
COVID-19, caused by SARS-CoV-2, emerged in late 2019 in Wuhan, China and has since spread worldwide before being declared a global pandemic on March 11, 2020, by the World Health Organization. With the number of infections and deaths in the millions, the COVID-19 pandemic has already led to suffering for much of the world population. The pandemic has also contributed to elevated levels of anxiety, depression, and stress in the general population [1,2], with potentially greater effects on individuals with pre-existing mental disorders [3]. Quarantines, social distancing, lockdowns, and other public health measures taken to contain the spread of COVID-19 also have the potential for adverse effects on psychological well-being [4]. These measures were associated with increased depression, anxiety, and psychological distress in the general population [5], with indications for persisting effects after lockdowns were lifted [6]. During previous epidemics, experiences of quarantine led to long-term increases in depressive symptoms [7] and heightened anxiety symptoms, especially in those with a history of mental disorders [8]. Similarly, the COVID-19 pandemic and its associated public health measures impact individuals with lived experience of eating disorders (EDs) in numerous ways, affecting their symptomatology, social support, coping mechanisms, treatment, and engagement with media and the internet.

Individuals with EDs showed higher psychological distress including heightened fear and health anxiety since the beginning of the pandemic [9,10]. ED symptoms such as bingeing and food restriction have worsened [10-13], which has been linked to increased food insecurity, as opportunities to shop for food have been reduced and food shortages appeared in supermarkets [14]. Former patients with bulimia nervosa reported higher shape, weight, and eating concerns; body dissatisfaction; and drive for thinness [13]. Studies have also found a higher prevalence of compensatory behaviors such as purging, excessive exercise, or the abuse of laxative and diuretics during this time [9,10,12,13].

Health and safety measures due to COVID-19, such as quarantine, social distancing, or lockdowns disrupted the structure and routine of everyday life, as most people spent a lot more time at home than usual [15]. For many individuals with EDs, this has led to the loss of familiar coping mechanisms and increased rumination about food, weight, or exercise [11]. Similarly, social support has been impacted by health and safety measures that left many individuals isolated and cut off from their usual social support networks [10]. Additionally, access to health care services and ED treatment has been limited during this time [13,15,16]. Although many services transitioned to telehealth applications rather quickly, patients report that the quality of their treatment has declined during the pandemic [10]. At the same time, contacts to helplines and instant chats have increased compared to previous years with individuals contacting these services being more strongly affected by EDs, depression, or anxiety [17].

The COVID-19 pandemic also put topics such as food, weight gain, and physical exercise, which can be triggering for individuals with EDs, into the spotlight of traditional and social media [9,11]. This includes news coverage of food shortages and news reports about potential weight gain due to lower activity levels and increased time spent at home as well as a spread of online workout videos on social media [14,18]. For individuals with mental health issues, and especially for individuals with a lived experience of an ED, or those at-risk for developing an ED, could be reaching out to these communities during the COVID-19 pandemic to receive the social support they are lacking in their everyday life. A qualitative study on three ED communities on the social media website Reddit during the first months of the COVID-19 pandemic uncovered themes such as increased ED symptomatology, changes in daily routine, and treatment interruptions [28], which echo issues that were also found in survey studies.

Research on social media can complement, extend, and even offer some advantages over more traditional clinical research approaches. For example, on social media, a wide group of individuals is active including those at risk for EDs, those that have never been in treatment, or those that would not be reached by traditional surveys. Furthermore, the analysis of social media text is free from the biases introduced by experimental or interview situations. Social media research has contributed to our understanding of the social and psychological implications of disruptive events such as a global pandemic, for example, through tracking developments and interactions, and analyzing their temporal and geographical distributions [29]. Studying social media can also bring to light how an infodemic, that is,
health-related misinformation, spreads [30]. A number of phenomena related to the COVID-19 pandemic have already been explored with data from social media websites. One study charted the course of COVID-19 symptoms based on topics and language styles extracted from firsthand accounts infected individuals had shared on Reddit [31]. Another study observed the impact of lockdowns on the language styles of Twitter users in Wuhan and Lombardy [32]. The researchers discovered changes in indicators for cognitive processing, uncertainty, and increased time spent at home.

In this study, we explored how social media activity in an online ED community develops during the first months of the COVID-19 pandemic. Although this time is certainly difficult for all individuals with mental health conditions, it posed a particular challenge for individuals with lived experience of EDs. Recent survey studies have shown not only that these individuals are at high risk of experiencing deteriorating symptomatology but also that they were particularly affected by the health and safety measures imposed to curb the spread of the virus and by the news reports on food shortages, weight gain, and home workouts. We sought to determine whether the aforementioned effects such as worsened ED symptomatology and anxiety and reduction of treatment services and social support are reflected in changes in one of the largest ED communities on the social media website Reddit. Due to lockdowns and quarantines, many individuals were spending more time on the internet and social media, potentially discovering ED communities for the first time or becoming more active in them. These communities differ from other mental health online communities in that they often contain both harmful and supportive elements. Therefore, it is vital to investigate the communities that individuals with lived experience of EDs can encounter on social media and how these communities changed as the COVID-19 pandemic began to develop. To the best of our knowledge, only one qualitative study has investigated online ED communities on the social network Reddit.com at the beginning of the COVID-19 pandemic [28]. In contrast to this study, we took a quantitative approach to one of the largest ED communities on Reddit by using two state-of-the-art quantitative text analysis methods. Such methods allow researchers to turn large samples of texts into quantitative representation and to estimate differences between chosen subsets. Specifically, we applied top-down and bottom-up automated language analysis methods to track verbal behavior during the early weeks of the pandemic. First, we extracted the major topics and estimated changes in their prevalence during this time. Second, by using a validated dictionary approach, we analyzed language styles in this community before and after the initial onset of the pandemic. These two analysis methods each provide distinct insights and at the same time complement each other to produce a richer understanding of the changes in an online ED community during the first months of the COVID-19 pandemic than either method on its own. Because our study focuses on the changes in the community as a whole and not on individual users, the unit of analysis for both methods is a discussion thread, which consists of an initial post and all comments made to this post. The aim of our study was to investigate possible changes in the content and language style of these threads at the beginning of the COVID-19 pandemic.

Methods

Study Design

We conducted an observational study in an online ED community to identify changes in content and language style in comment threads after COVID-19 became a global pandemic. We chose March 11, 2020, as the start date for the global pandemic, as it coincides with the declaration of COVID-19 as a global pandemic by the World Health Organization [33]. All data were categorized as prepandemic (before March 11) or midpandemic (after March 11) in a dichotomous variable global pandemic status. All topic and language style variables were standardized, resulting in variables with a mean of 0 and a SD of 1, allowing for easier interpretation. Changes in topics and language styles from pre- to midpandemic threads were estimated by subtracting their midpandemic mean standardized prevalence from their prepandemic mean standardized prevalence. These standardized mean differences (SMDs) between pre- and midpandemic prevalences can be considered as analogues to effect sizes such as Cohen $\text{d}$. They were illustrated in a graph together with their 99% CIs. A significant change in the mean prevalence of a topic or language style can be observed if its CI does not include zero. A stricter level of confidence at 99% was chosen as even small differences can become significant in a large data set such as the one used in this study.

Data Set

We collected data from a large ED community on the social media website Reddit. The community is not identified by name in this paper, as the users wish to remain anonymous. The community was founded in November 2017 after the largest ED community on Reddit at the time, r/proed, was shut down by the administrators of Reddit for violating its rules (for more information on r/proed, see [34]). Posts and comments in this community were accessed in regular time intervals from April 6 to May 20, 2020, through Reddit’s official application programming interface (API) using the R package redditoR. As the API limits the access to 1000 items at a time, posts and comments earlier than April 6 were not available through this approach. To gather earlier posts and comments and, thus, derive a prepandemic sample, we accessed earlier posts and comments in the ED community by users who had contributed at least one post or comment in the time period between April 6 and May 20. In total, 18,071 posts and 100,143 comments created by 6683 users between November 1, 2019, and May 20, 2020, were available for analysis. We concatenated the text of a post and the texts of all comments made to that post into a single thread, thereby combining texts from different users. This approach was deemed appropriate because the focus of our study was not on changes in individual users but rather on trends in topics and language stylistics in the community as a whole. In the following, threads are used as the unit of analysis.
Data Preprocessing

We removed 195 posts and 7 comments made by self-identified bots from the data. The native language of posts and comments was determined using the R packages clld2 and clld3, and 22 comments in a language other than English were excluded from further analyses. The threads were prepared for the text analyses by removing HTML code and Unicode characters.

Topic Modeling

We used topic modeling with latent Dirichlet allocation (LDA) [35] to discover latent topics in threads. LDA is a state-of-the-art unsupervised bottom-up text analysis method that has previously provided intelligible topics for text corpora from Reddit communities for depression [36] and EDs [34]. It can be applied on large text corpora without manual coding and little input by the researchers. Two additional text preprocessing steps were performed to prepare the threads for topic modeling. First, the removal of numbers, punctuation marks, and stop words, which are common words with little meaning, such as is or this. For this, a list of stop words created by the Snowball stemmer project and included in the R package tm was used. The second preprocessing step was reducing words to their word stem. The R package stm was used to estimate a structural topic model of the preprocessed threads. The variable global pandemic status was included as a covariate in the model, allowing the prevalence of topics in threads to vary according to whether they were started before or after the declaration of COVID-19 as a pandemic. An initial search for the appropriate number of topics, K, for the corpus was conducted with topic models with different values of K=3, 6, 9, 12...30. In this first step, the models were evaluated using the indicators exclusivity and semantic coherence to narrow down the number of topics [37,38]. In a second step, a number of models with K=9 to 21 topics were estimated. For these models, we set the number of runs to 50 for each K, the number of expectation-maximization iterations to a maximum of 200, and all other parameters to default values. From these candidate models, a final model with K=21 topics was chosen based on inspection of semantic coherence and exclusivity and manual evaluation of interpretability of its topics. The exclusivity and semantic coherence for models in both steps are displayed in Figures S1 and S2 in Multimedia Appendix 1. Topics were manually evaluated using the indicators exclusivity and semantic coherence to narrow down the number of topics, and 7 characteristic words as measured by the FREX metric, which balances how frequent and how exclusive to one topic a word is [37].

Language Style Analysis

Language style in threads was assessed with a set of 13 indicators that have been shown to be associated with ED-related social online activities [39]. These indicators cover behavioral, affective, social, and cognitive dimensions of language use (see the Results section for the names and exemplary words for the indicators). To assess the frequency of these indicators, we used the Linguistic Inquiry and Word Count (LIWC) text analysis program [40]. LIWC is based on a word count algorithm that searches each text unit for words that are assigned to prespecified language categories in its internal dictionary. Words in a given text are matched to these categories and counted to determine the frequency of each category in the text. We also included the relative frequencies of question marks and exclamation marks provided by LIWC, as their use can be an indicator for complexity reduction in texts [39]. We excluded 161 (0.91%) threads from the analyses because less than 70% of their words were captured by the LIWC 2015 dictionary to prevent unreliable analyses (eg, short text units or due to misspellings or typing errors).

Results

The final sample used in the analysis consisted of 17,715 threads (n=8772, 49.5% prepandemic threads; n=8943, 50.5% midpandemic threads). Descriptive statistics of the threads are listed in Table 1. An average thread contained 4 (SD 7.55) comments, was populated by 4.02 (SD 5.19) users, and consisted of 258.41 (SD 390.18) words. Of the 6554 users that participated in the final sample of threads, 2595 (39.59%) participated in both pre- and midpandemic threads. These users participated in more threads per day in the midpandemic period (mean 0.12, SD 0.25) than in the prepandemic period (mean 0.08, SD 0.15; t2594=−9.18; P<.001). There were 3215 (49.05%) users who participated in the ED community for the first time during the midpandemic period.

Table 1. Descriptive statistics of comment threads (N=17,715) in the eating disorder community on the social media website Reddit.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Prepandemic threads</th>
<th>Midpandemic threads</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threads, n (%)</td>
<td>8772 (49.5)</td>
<td>8943 (50.5)</td>
<td>17,715 (100)</td>
</tr>
<tr>
<td>Threads per day, mean (SD)</td>
<td>66.45 (16.70)</td>
<td>129.61 (43.91)</td>
<td>88.13 (41.74)</td>
</tr>
<tr>
<td>Users per thread, mean (SD)</td>
<td>3.43 (3.58)</td>
<td>4.6 (6.33)</td>
<td>4.02 (5.19)</td>
</tr>
<tr>
<td>Comments per thread, mean (SD)</td>
<td>3.24 (5.20)</td>
<td>4.74 (9.24)</td>
<td>4.00 (7.55)</td>
</tr>
<tr>
<td>LIWC word count per thread, mean (SD)</td>
<td>204.03 (247.54)</td>
<td>311.76 (485.53)</td>
<td>258.41 (390.18)</td>
</tr>
<tr>
<td>LIWC dictionary words per thread, mean (SD)</td>
<td>89.83 (5.06)</td>
<td>90.51 (4.62)</td>
<td>90.17 (4.85)</td>
</tr>
</tbody>
</table>

a Users per thread includes the post author and all users that commented on the thread.

b LIWC: Linguistic Inquiry and Word Count.
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The labels of the final topic model, exemplary words for topics and LIWC categories, and their unstandardized mean prevalence rates in threads before and after March 11, 2020, are shown in Table 2. Topics can be subsumed into broad categories such as ED symptom-related topics (binge or restrict, purging, binge foods, low calorie foods); weight, shape, and eating concerns (weight loss or gain, body dysmorphia, exercise, appearance, meals); mental health and treatment (mental health, ED treatment); everyday life (domestic life, entertainment, drinks); social aspects (romantic relationships, social support); EDs in community and society (ED communities, EDs and society); and expressions of emotions (affect).

Overall, the most common topics were affect, support, time, and binge or restrict. The order of topics from most to least prevalent changes from pre- to midpandemic threads, with the topics meals and romantic relationships becoming more common than the topic binge or restrict as an example. SMDs of topics between pre- and midpandemic threads are shown in Figure 1. A total of 15 out of the 21 topics showed a significant change, that is, they had CIs that did not include zero. Significant increases in the first 2 months of the pandemic compared to the prepandemic time period were observed in the prevalence of the following nine topics: affect (SMD 0.079, 99% CI 0.040-0.117), social support (SMD 0.180, 99% CI 0.142-0.219), meals (SMD 0.057, 99% CI 0.019-0.096), romantic relationships (SMD 0.087, 99% CI 0.048-0.125), mental health (SMD 0.186, 99% CI 0.148-0.225), ED treatment (SMD 0.049, 99% CI 0.01-0.088), EDs and society (SMD 0.133, 99% CI 0.095-0.172), ED community (SMD 0.101, 99% CI 0.061-0.139), and development of ED (SMD 0.091, 99% CI 0.052-0.13). The prevalence of the following six topics decreased in midpandemic threads in relation to prepandemic threads: binge or restrict (SMD –0.186, 99% CI –0.225 to –0.148), purging (SMD –0.208, 99% CI –0.246 to –0.169), low calorie foods (SMD –0.048, 99% CI –0.087 to –0.009), drinks (SMD –0.105, 99% CI –0.144 to –0.067), binge foods (SMD –0.099, 99% CI –0.137 to –0.06), and appearance (SMD –0.067, 99% CI –0.106 to –0.029). Figures of daily mean prevalence rates of all topics between November 1, 2019, and May 20, 2020, can be found in Supplement S3 in Multimedia Appendix 1.

Out of the 13 LIWC categories, 9 showed a significant change, that is, they had a 99% CI excluding zero. Five LIWC categories, anxiety (SMD 0.086, 99% CI 0.047-0.125), cognitive processes (SMD 0.18, 99% CI 0.141-0.218), insight (SMD 0.113, 99% CI 0.074-0.152), social processes (SMD 0.101, 99% CI 0.062-0.139), and third-person singular (SMD 0.047, 99% CI 0.008-0.086), became more frequent in mid- compared to prepandemic threads. Question marks (SMD –0.146, 99% CI –0.185 to –0.107); exclamation marks (SMD –0.043, 99% CI –0.082 to –0.004); and words from the LIWC categories body (SMD –0.071, 99% CI –0.109 to –0.032), health (SMD –0.041, 99% CI –0.079 to –0.002), ingestion (SMD –0.085, 99% CI –0.124 to –0.047), and death (SMD –0.055, 99% CI –0.094 to –0.016) were used less frequently in threads after the onset of the COVID-19 pandemic. Figures of daily mean prevalence rates of all LIWC categories between November 1, 2019, and May 20, 2020, can be found in Supplement S4 in Multimedia Appendix 1.
Table 2. Names, exemplary words, and unstandardized prevalences of topics (n=21) and LIWC categories (n=15) in a corpus of comment threads from the ED community on the social media website Reddit.

<table>
<thead>
<tr>
<th>Name</th>
<th>Exemplary wordsa</th>
<th>Prevalence in corpusb, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prepandemic threads</td>
</tr>
<tr>
<td><strong>Topics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affect</td>
<td>feel hate brain bad just like els</td>
<td>11.16 (5.33)</td>
</tr>
<tr>
<td>Social support</td>
<td>hope happi deserv thank proud better strong</td>
<td>7.2 (5.67)</td>
</tr>
<tr>
<td>Time</td>
<td>back month ve start ago sinc now</td>
<td>6.81 (4.12)</td>
</tr>
<tr>
<td>Binge/restrict</td>
<td>bing fast tomorrow day restrict urg christma</td>
<td>6.91 (6.60)</td>
</tr>
<tr>
<td>Meals</td>
<td>hungri eat meal food dinner hunger lunch</td>
<td>5.98 (5.33)</td>
</tr>
<tr>
<td>Romantic relationships</td>
<td>friend tell boyfriend said ask told partner</td>
<td>5.64 (5.26)</td>
</tr>
<tr>
<td>Purging</td>
<td>ive im throat cant ur vomit spit</td>
<td>6.49 (6.45)</td>
</tr>
<tr>
<td>Weight loss/gain</td>
<td>gain scale pound lbs lose weight maintain</td>
<td>5.42 (7.55)</td>
</tr>
<tr>
<td>Domestic life</td>
<td>home hous room kitchen money groceri car</td>
<td>4.21 (5.61)</td>
</tr>
<tr>
<td>Mental health</td>
<td>disord anorexia behavior valid mental ed behaviour</td>
<td>3.80 (4.30)</td>
</tr>
<tr>
<td>ED treatment</td>
<td>doctor hospit treatment appoint medic inpati therapist</td>
<td>3.81 (7.15)</td>
</tr>
<tr>
<td>Exercise</td>
<td>burn sleep gym workout faint exerciz dizzi</td>
<td>3.93 (5.87)</td>
</tr>
<tr>
<td>Low calorie foods</td>
<td>veggi vegan salad veget soup carrot sauc</td>
<td>3.84 (8.43)</td>
</tr>
<tr>
<td>Body dysmoria</td>
<td>mirror attract photo skinnier compliment skinni thinner</td>
<td>3.7 (5.71)</td>
</tr>
<tr>
<td>Drinks</td>
<td>drink coffe tea soda coke caffein sweeten</td>
<td>4.08 (9.60)</td>
</tr>
<tr>
<td>Binge foods</td>
<td>cooki chocol peanut cake cream chip pizza</td>
<td>3.91 (7.56)</td>
</tr>
<tr>
<td>EDs and society</td>
<td>peopl cultur judg societi shame agre opinion</td>
<td>3.07 (4.08)</td>
</tr>
<tr>
<td>Entertainment</td>
<td>movi song hair scene mukbang video film</td>
<td>2.89 (6.68)</td>
</tr>
<tr>
<td>Appearance</td>
<td>cloth wear hip boob jean waist shirt</td>
<td>2.95 (7.43)</td>
</tr>
<tr>
<td>ED communities</td>
<td>sub reddit post substr reddit pro account delet</td>
<td>2.15 (4.86)</td>
</tr>
<tr>
<td>Development of ED</td>
<td>sister parent grade mom school teacher mum</td>
<td>2.04 (2.99)</td>
</tr>
<tr>
<td><strong>LIWCd categories</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive emotion</td>
<td>love, nice, sweet</td>
<td>3.41 (2.70)</td>
</tr>
<tr>
<td>Negative emotion</td>
<td>hurt, ugly, nasty</td>
<td>3.64 (2.66)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>worried, fearful</td>
<td>0.58 (0.95)</td>
</tr>
<tr>
<td>Sadness</td>
<td>crying, grief, sad</td>
<td>0.87 (1.27)</td>
</tr>
<tr>
<td>Cognitive processes</td>
<td>cause, know, ought</td>
<td>13.45 (4.70)</td>
</tr>
<tr>
<td>Insight</td>
<td>think, know</td>
<td>2.48 (1.92)</td>
</tr>
<tr>
<td>Question marks</td>
<td>?</td>
<td>1.41 (3.55)</td>
</tr>
<tr>
<td>Exclamation marks</td>
<td>!</td>
<td>1.06 (2.85)</td>
</tr>
<tr>
<td>Social words</td>
<td>mate, talk, they</td>
<td>6.30 (4.57)</td>
</tr>
<tr>
<td>First-person singular</td>
<td>I, me, mine</td>
<td>10.08 (4.07)</td>
</tr>
<tr>
<td>Third-person singular</td>
<td>she, her, him</td>
<td>0.59 (1.45)</td>
</tr>
<tr>
<td>Body</td>
<td>cheek, hands, spit</td>
<td>1.41 (2.10)</td>
</tr>
<tr>
<td>Health</td>
<td>clinic, flu, pill</td>
<td>1.67 (2.13)</td>
</tr>
<tr>
<td>Ingestion</td>
<td>dish, eat, pizza</td>
<td>4.18 (3.72)</td>
</tr>
<tr>
<td>Death</td>
<td>bury, coffin, kill</td>
<td>0.12 (0.51)</td>
</tr>
</tbody>
</table>

aFor topics, exemplary words are the most characteristic words as measured by the FREX metric [37]. For LIWC categories, exemplary words are taken from the LIWC manual [40].
For topics, prevalence in corpus is measured as the percentage of each topic in the corpus. For LIWC categories, it represents the relative percentage of category words per thread.

ED: eating disorder.


**Figure 1.** Standardized mean differences of the prevalence of topics and LIWC categories from pre- to midpandemic threads. ED: eating disorder; LIWC: Linguistic Inquiry and Word Count.

### Discussion

**Principal Findings**

This study is the first to explore discussions in one of the largest ED online communities on the social media website Reddit during the onset of the global COVID-19 pandemic. We used automated text analysis methods to investigate changes in language style and topics in comment threads around the time when COVID-19 was declared a global pandemic on March 11, 2020. We were able to identify 21 topics in comment threads using LDA, addressing a number of domains and behaviors of individuals who were actively contributing to the online ED community. They cover areas such as ED symptoms; weight, shape, and eating concerns; mental health and treatment; everyday social life; or the expression of emotions. Additionally, we investigated changes in language styles at the beginning of the global pandemic using a set of indicators covering affective, cognitive, social, and behavioral dimensions of language use.

As the two text analysis methods used in our study follow different approaches, bottom-up in the case of LDA and top-down in the case of LIWC, their combined results provide a more complete picture of discussion in the ED community than either method on its own. By providing unique insights into the online social media behaviors in this large community, our results complement and contrast with existing survey studies on the effects of the pandemic on individuals with EDs (eg, [12,13]) and a qualitative analysis of other ED communities on Reddit [28]. With this study, we followed the call to study the experiences of individuals with or at risk of EDs during the global COVID-19 pandemic, as they can aid in developing studies and interventions that address the needs of these vulnerable groups in future crises [14].
Although the focus of our study was not on individual users but rather on the community as a whole, our findings were still in line with another study that showed that individuals with EDs were more active on social media during the first months of the COVID-19 pandemic [11]. Recurring users, that is, users who were active in both time periods of our study, had higher participation rates in threads in the midpandemic period. Additionally, a high number of new users joined and participated in the ED community in the midpandemic period. However, the actual number of new individuals in the ED community is most likely lower, as many Reddit users abandon their existing accounts after some time and create new accounts.

Topics covering ED symptom–related discussion such as binge or restrict, purging, low calorie foods, or binge foods had lower prevalences in midpandemic than in preparembed threads. This was supported by a decrease in the LIWC category ingestion after March 11, 2020, which suggests that the communication in the community focused less frequently on ED symptom–related discussions at the onset of the global COVID-19 pandemic. This pattern stands in contrast to recent surveys that found marked increases in self-reported ED symptoms during the COVID-19 pandemic [9,11-13,16]. However, a qualitative study of ED communities during this time also noted a reduction in ED symptoms in a small percentage of users [28].

At the onset of the COVID-19 pandemic, traditional and social media were focusing on reports about food shortages, weight gain during lockdowns, and home exercises. However, this media attention did not lead to an increase in discussion about topics related to weight, exercise, and body dysmorphia in the ED community, possibly because users already show a higher level of preoccupation with these topics. It is striking that communicating about physical exercise has not become more common, as surveys with individuals with an ED indicate an increase in exercising during the pandemic [11]. However, we observed a significant decrease in the prevalence of the appearance topic, which could indicate that users worry less about how they look at this time, most likely because they are staying at home more where they will be seen by fewer people.

Mental health and treatment-related topics became more prevalent in the ED community after the beginning of the pandemic. In their discussions, users might have used social media to address their experiences and concerns with treatment disruptions or the transition of health care services to telehealth applications [9,11,13]. However, it could also reflect a genuine effort by users to learn about ED treatments or exchange views on recovery from EDs. A willingness among users of ED communities on Reddit to foster healthier habits and attempt recovery from EDs during the first months of the pandemic was also noted in another study [28]. The increase in discussions could have also been caused by users debating or inquiring about alternatives for their interrupted ED treatments such as self-management of recovery or anonymous helplines [9,17].

On a cognitive level of language, we found a rise in indicators that were associated with cognitive processing, that is, the LIWC categories cognitive processes and insight, in threads. Cognitive processing was previously found to be elevated in blogs advocating recovery from EDs (pro-recovery) compared to pro-ED blogs [39]. This was attributed to individuals in stages of recovery showing greater cognitive reflection or reappraisal of their condition in their blogs. In line with these findings, we also observed an increased language complexity through the decreased use of exclamation marks.

Two topics demonstrating higher levels of cognitive processing were also featured more frequently in midpandemic comment threads. The topic EDs and society subsumes discussions on how EDs and individuals with lived experience of EDs are perceived by society as indicated by words such as culture, shame, or judge. With the topic development of ED, users reflected on events or persons in their past that they believe to have influenced the onset and development of their ED behaviors and thoughts. These discussions required a higher level of abstraction and recollection from their participants.

Users’ social life seemed to play a bigger role in the community, as increases in the topic romantic relationships, the LIWC category social words, and in personal pronouns referring to another person (third-person singular) showed. Due to lockdowns, stay-at-home orders, and similar measures, users might be spending more time at home with their partners and families. This can be challenging for individuals with EDs, as they might feel pressured to follow a diet set by others or stressed because they are hiding their ED behaviors from others [11]. Users might be venting about social interactions or conflicts with others in their household using words from the aforementioned categories and topics. Shared meals represent another source for potential conflicts, as others can observe what and how much the individual with an ED is eating, which could have led to the increase in discussions about meals [11]. The amount of social references differentiated between pro-recovery and pro-ED content in a previous study, with less social references found in pro-ED texts and more social activity being associated with recovery [39]. This is attributed to a withdrawal from others or avoidance of connections with others typical for EDs. The higher frequency of social references in our study indicates that users are either having more real-world interactions about which they reflect in the online community or, alternatively, that more of their social life is happening in the community because real-life social relationships were restricted, both supporting a positive trend away from ED-typical social withdrawal.

The rise in frequency of anxiety-related words could be an indicator for elevated health anxiety and worries about contracting SARS-CoV-2 [9,10]. Indeed, health anxiety has emerged across a number of mental health communities including the ED community investigated in this study in the wake of the pandemic [41]. Additionally, anxiety about COVID-19 was related to higher ED pathology in one study [42]. In this context, it is surprising that we found a decrease in prevalence of the LIWC categories assessing health and death, as these encompass words that could be used to discuss COVID-19, its treatment, and sequelae.

Although it might appear contradictory to observe a rise in the topic affect without a corresponding increase in neither the positive emotions nor negative emotions categories, this...
discrepancy can be explained by the composition of each category. The affect topic captured words representing emotions, such as shame, guilt, or anger, which are, however, featured to a much lower degree in the positive emotions or negative emotions dictionaries.

The increase in prevalence of anxiety words reflects the expression of fears associated with the serious consequences of COVID-19; however, it also points to a rise in emotional awareness and disclosure that would be more typical of recovery texts [39]. A stronger inhibition of negative emotions resulting in lower expression of negative emotion words would be expected in individuals affected by EDs rather than in individuals currently recovering from an ED. However, we did not observe any significant reductions in words from the LIWC category sadness in midpandemic threads.

In sum, our results illustrate pronounced changes in the online community that suggest a perspective shift in the discussions in the ED community from a narrow focus on ED symptoms and potentially harmful weight loss methods toward a broader perspective with increased attention to mental health, social resources, and treatments for EDs. This shift is characterized by heightened cognitive processing, more social references, less inhibition of negative emotions, and discussions focused less on ED symptoms and more on mental health and treatment. It is important to note here that the rules set by the community’s moderators claim to not explicitly identify as either being pro-recovery or pro-ED, as the community would offer support to all and would encourage or promote neither ED behaviors nor recovery from EDs (quote paraphrased to protect the anonymity of the ED community). Although some social media platforms have distinct pro-recovery and pro-ED communities, which show seemingly little interaction between their members [43], other online ED communities feature pro-recovery and pro-ED content alongside each other [44]. It is therefore possible that the communication pattern observed in an ED community might move toward the pro-recovery end of a theoretical spectrum between pro-ED and pro-recovery. It is yet unclear whether this is a sustained change or a temporary phenomenon pushed by the disruptive situation of the recent pandemic. We also cannot deduce from these results whether they will lead to many users attempting or achieving recovery from EDs, as this can be a protracted and difficult process that is often accompanied by relapses. Remaining active in online ED communities could make achieving recovery even more difficult [44].

Other salient results from this study concern factors such as social support and the ED community. Expressions of social support became more frequent at the beginning of the pandemic. However, social support in online ED communities can be a double-edged sword, as many users report that they value the communities for the support they provide [26], while researchers suggest that support is often tied to following group norms that foster potentially harmful ED behaviors and thoughts [20]. Therefore, supportive words might be extended to users directly affected by the pandemic, to those seeking help with their condition, and potentially to those wanting to lose weight using potentially harmful methods. The topic ED community contains references to the ED community and Reddit in general. It could represent a kind of meta-discussion about the community and its place among other communities on Reddit with the topic. Its significant increase might reflect a kind of growth in awareness of the community and how it can support its users. These potential consequences of the pandemic on the structure of social media warrant further exploration in future research.

**Limitations**

This study is limited by the fact that we do not know what the relation between discussions in an ED community and real-life behaviors is. Although we found decreases in ED symptom–related discussions and increases in discussions about social and mental health issues, we do not know whether these changes are accompanied by reductions in ED behaviors and increased help-seeking or treatment uptake. However, the shift in discussion points to the community itself becoming a place that is more open to treatment and recovery from EDs.

A second limitation is that the ED community and Reddit as a whole can be used anonymously, precluding us from making inferences on the demographics or ED impairment of users in the community. Additionally, we cannot draw conclusions on changes due to the pandemic for particular users or user groups, as we were interested in changes in the community as a whole and thus estimated prevalences of language style and topics at the level of threads. As our analysis methods treat these threads, which combine a post and comments from different users as bags of words, we were unable to trace back the prevalence of topics and LIWC categories or their changes to specific users or groups of users. Although it is possible that the same users went from discussing ED symptoms to asking about mental health and treatment, it could also have been entirely new users that changed the discussion.

A third limitation concerns the time period under study. We observed the online ED community in the first few months of the pandemic, and it is yet unclear whether the observed changes will endure over time. Additionally, we cannot ascertain whether the changes we observed are fully due to the COVID-19 pandemic or whether seasonal effects also play a role. Plots of mean daily prevalence rates of topics and LIWC categories over the whole time span of our study in Supplement S3 and S4 in Multimedia Appendix 1 can give some indication whether effects are due to short spikes or more enduring trends.

**Conclusions**

The COVID-19 pandemic and its accompanying public health measures have disrupted the everyday life of people worldwide, possibly impacting their psychological well-being and coping strategies. Clinical researchers are understandably concerned about how these changes affect individuals with mental disorders. We present in this study a snapshot of changes in an online ED community during the first few months of the pandemic. As such, we aim to contribute to the growing area of research on the experiences of individuals affected by disordered eating during this time. Our specific contribution lies in categorizing the natural discussions occurring in the ED community on Reddit into content and language style categories and uncovering how discussions changed at the beginning of the global pandemic. The presented results suggest that reaching
out to users of online ED communities and recruiting them for treatment interventions might be especially effective at this time as need, openness, and interest for mental health treatment increases. Additionally, the language in discussions changed in a way that suggests a move toward a stronger focus on recovery and mental health treatment in the community. The changes we observed reflect issues users were experiencing in real life during the first wave of the COVID-19 pandemic. Understanding these issues can aid in developing interventions that can mitigate the consequences of future waves of the COVID-19 pandemic or other similar disease outbreaks in the future for individuals with EDs.
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Abstract

Background: Internet support groups enable users to provide peer support by exchanging knowledge about and experiences in coping with their illness. Several studies exploring the benefits of internet support groups for depression have found positive effects on recovery-oriented values, including empowerment. However, to date, little attention has been paid to user narratives.

Objective: This study aims to capture the user perspective on an online peer support community for depression with a focus on the modes of user engagement and the benefits users derive from participation in the forum.

Methods: In this qualitative study, we conducted 15 semistructured interviews with users of Depression Connect, a newly developed online peer support community for individuals with depression. Combining a concept-driven and a data-driven approach, we aimed to gain insight into what users value in our Depression Connect platform and whether and how the platform promotes empowerment. We performed a thematic analysis to explore the merits and demerits reported by users by using theoretical concepts widely used in internet support group research. In the subsequent data-driven analysis, we sought to understand the relationship between different styles of user engagement and the participants’ experiences with the use of Depression Connect. Data analysis consisted of open, axial, and selective coding. To include as diverse perspectives as possible, we opted for purposive sampling. To verify and validate the (interim) results, we included negative cases and performed member checks.

Results: We found participation in Depression Connect contributes to a sense of belonging, emotional growth, self-efficacy, and empowerment. “Getting too caught up” was the most frequently reported negative aspect of using Depression Connect. The deployment and development of three participation styles (ie, reading, posting, and responding) affected the perceived benefits of Depression Connect use differentially, where the latter style was central to enhancing empowerment. “Being of value to others” boosted the users’ belief in their personal strength. Finally, Depression Connect was predominantly used to supplement offline support and care for depression, and it mainly served as a safe environment where members could freely reflect on their coping mechanisms for depression and exchange and practice coping strategies.

Conclusions: Our findings shed new light on user engagement processes on which internet support groups rely. The online community primarily served as a virtual meeting place to practice (social) skills for deployment in the offline world. It also allowed the members to learn from each other’s knowledge and experiences and explore newly gained insights and coping skills.

(J Med Internet Res 2021;23(7):e25917) doi:10.2196/25917
Introduction

The increased accessibility of the internet, together with the advantages of offline peer support [1-3], has boosted the development of internet support groups (ISGs). These ISGs enable users to provide peer support by exchanging knowledge about and experiences of coping with a physical or mental illness [4]. Given its recurrent, persistent nature [5] and the stigma associated with depression [6], people living with the disorder often search for self-help resources [7] and appear to be the most-active users of ISGs, logging in or posting the most frequently [4,8,9].

There has been much focus on the efficacy of ISGs for depression, with previous research examining clinical outcomes and providing compelling but inconclusive evidence for a reduction of depressive symptoms resulting from the engagement in mental health ISGs (MHISGs) [4,10] or depression-specific ISGs [11]. Additionally, descriptive content analysis studies [11,12-17], user survey studies [18-21], and randomized trials or randomized controlled trials (RCTs) [22-29] evaluating ISGs for depression generally present positive results on recovery-oriented values, such as personal strength and needs and experiences with (the road to) recovery [30]. For example, content analysis studies [11,12,14-17] and user survey studies [18-21] collectively indicate that engagement in a depression ISG increases a sense of social and emotional support, and RCTs and other clinical trials suggest short-term improvements in empowerment [22], reappraisal [24], and self-efficacy [26]. However, in this body of research, the user perspective has received far less attention [18]. Such a narrative perspective on associations between processes of user engagement and the perceived value of ISG use can increase our understanding of what users need to benefit from web-based depression platforms.

Recent RCTs on MHISGs indicate that high user engagement quantified in terms of the number of posts [29] or login frequencies [31] is relevant for attaining health gains [29,31]. This, however, implies that content analysis studies may be biased. Based on the 1% rule, which postulates that 1% of users contribute around 75% of all ISG posts [32,33], content analysis studies inevitably evaluate data of small groups of highly engaged users (often referred to as “superusers” or “posters”) without considering “lurkers” (users who follow discussions but seldom participate in them by posting) [34], whom we prefer to refer to as “readers.” Moreover, operationalized in quantitative terms, high user engagement does not capture its qualitative nature [35]. Research into ISG participation styles does allow such a qualitative assessment, with studies revealing very diverse styles across online health communities, including ISGs [36]. As to participation styles in MHISGs, the most highly engaged users were typified as “emotionally supportive companions” [35] and “active help providers” [37,38], whereas the less-active users tended to engage more in topics regarding experiential knowledge, disclosure, and informational support [35]. Considering depression-specific ISGs, the profiles identified included “concerned about daily living,” “information seekers” [19], and “interactive peer support” [20]. Moreover, contrary to quantitative analyses, qualitative characterizations of user engagement (e.g., in terms of participation styles) have not yet explored how these relate to the users’ valuation of the benefits and drawbacks of the platforms.

Particularly enhanced empowerment appears to play a key role [16,22,39-41] in (depression) ISGs, where gains are assumed to be linked to frequent user engagement [42-45] and, possibly, particular participation styles. However, the conceptualization of empowerment lacks clarity [42,46,47], whereas the measures to chart users’ perspectives were also very diverse, both in nature and quality [42]. Based on their analysis of 17 definitions used in the literature, Cerezo et al [46] proposed the following narrow definition of empowerment in the context of patients with chronic illnesses such as depression: “an enabling process whereby health care professionals collaborate with patients to help them acquire knowledge and resources and whose outcome is a patient with greater ability to exercise control, manage his/her condition and to make informed decisions,” precluding peer-to-peer empowerment. Empowerment is a multifaceted concept [47] and is considered both a process and an outcome, with an intrapersonal component (“sense of control”), an interactional element (“critical awareness of the sociopolitical environment”), as well as a behavioral aspect (“community involvement”) [48,49]. Most studies evaluating effects of ISGs on empowerment focus on the intrapersonal component [50], whereas social processes in online communities are also likely to foster interactional empowerment [45]. Taken together, ISG use appears to promote different aspects of empowerment, but it remains unknown whether this is dependent on the nature of user engagement in relation to differential participation styles.

This study is part of a larger research project called “The Power of Depression” in which we seek to build on the recovery approach in mental health [30]. In a first exploratory study, we interviewed patients with recurrent and chronic symptoms of depression to gauge their experiential knowledge about coping strategies. The results suggested that gains in experiential knowledge mainly pertained to three intrapersonal factors: introspection, empowerment, and self-management strategies [51]. Subsequently, to facilitate the exchange of personal experiences, we developed “Depression Connect”— a closed, moderated platform providing online peer support for individuals living with depression. This platform, with a forum as its main feature, was created with the aid of a design thinking methodology following the Human Centered Design Kit (Radboudumc, REmake Shape), in close collaboration with potential users currently dealing with depression, their significant others, and health professionals (psychiatrists, therapists, and psychology researchers). We made Depression Connect accessible for any person seeking help and support for depression, independent of their clinical and demographic characteristics.
We are in the process of evaluating the self-reported effects of Depression Connect on various aspects of empowerment in a quantitative longitudinal user survey (in preparation). In the qualitative evaluation we present here, we specifically sought to delineate the perceived benefits of Depression Connect participation by evaluating user experiences as a function of their participation styles. Considering the promotion of empowerment key to ISGs [16,22,39-41], as well as social and emotional dimensions that foster empowerment, we expected that participation in Depression Connect would affect users' sense of empowerment differentially depending on their mode of engagement.

**Methods**

**Depression Connect**

The online peer support community Depression Connect was launched on June 19, 2019. It is a digital platform that offers people with depression the opportunity to (anonymously) read or exchange knowledge about and experiences with coping with depression. It can be accessed via a website hosted by the Dutch Depression Association; the national patient association plays a central role in organizing peer support facilities for this group in the Netherlands. Through their website, any person seeking help for depression has easy access to the Depression Connect community. Depression Connect was developed and is coordinated by our research group in close collaboration with the Centre of Expertise for Depression, part of the Pro Persona Mental Health Care. To recruit a clinical population for our study, we informed members of the patient association, visitors to the website, and patients receiving treatment in a Pro Persona Mental Health Care clinic about Depression Connect and our research project through presentations, email, and flyers. We also posted the launch of Depression Connect as a news item on various websites associated with mental health care. Although other ISGs for depression are available in the Netherlands, the close collaboration between specialized mental health services and the patient association is one of the main strengths of the Depression Connect platform. When moderating and coordinating the Depression Connect community, the perspectives of both health professionals and experiential experts are taken into account. Moreover, its structural embedding in the patient and professional organizations fosters topical relevance. For example, by posting news items about depression, both organizations can inspire conversations among users and serve as a reference framework inducing users to revisit the platform regularly.

Next, we outline the login procedure, guidelines for moderators, and functionalities of Depression Connect. When accessing the site, general terms and conditions for users, privacy policy, and engagement rules are displayed; this information can also be accessed from the homepage at all times. Any interested user can then sign up for Depression Connect membership. To access the content of the community, members always need to login. When they do so for the first time, they are invited to introduce themselves; this is not mandatory and anonymized profiles are allowed. However, the moderators can always access personal contact details (name and email) to reach members personally, if necessary. Subsequently, new users will see a manual explaining how to use Depression Connect. Upon posting the first message, users are welcomed by a member of the Depression Connect moderator team. In order to ensure a constructive exchange of peer-to-peer experiences, posts are screened twice a day by one of the 5 moderators. Since the focus groups informing the development of Depression Connect expressed a clear need for peer support without the involvement of professionals, experiential experts were recruited as moderators. At the end of their (morning or evening) shift, the moderators document peculiarities and the general atmosphere in the forum in a logbook to inform their successor. Moderators only intervene when the content discussed, or a member’s conduct, gives rise to conflicts with engagement rules. More specifically, they will act only when an urgent request for support is posted or when they identify suicidal tendencies in posts, and when rules of engagement are violated (eg, when contributors show disrespect for one another, disclose sensitive information to Depression Connect nonmembers or outsiders, share information on suicide, or share privacy-sensitive information such as names of doctors). When users exchange misinformation about depression, moderators will refer them to reliable, evidence-based sources of information. As an extra security mechanism, predetermined trigger words, which refer to a crisis situation, will automatically generate a notification in the moderators’ mailbox. Launched in mid-2019, the online community attracted an average of 88 new members a month and totaled 1374 members as of September 24, 2020, when the data for our quantitative user survey study were extracted.

The design of the overall Depression Connect website and its forum is straightforward and user friendly, promoting positive user experiences and allowing users to navigate freely [32]. Figure 1 depicts the structural organization of the Depression Connect platform. Users can create their own topics on the forum, but we also provide eight predetermined topics that we derived from the main themes of experiential knowledge identified in our first study. Besides their contribution to the forum, members can, among other options, read news items and publications about depression (posted by the Depression Connect team), post blogs, and send private messages to other Depression Connect users.

https://www.jmir.org/2021/7/e25917
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Study Design

In this qualitative study, semistructured interviews (see Multimedia Appendix 1 for interview guide) were conducted with Depression Connect users to explore what the online community had offered them in terms of ways to cope with their current, past, or subclinical depression. We used a hybrid approach [53] combining deductive and inductive reasoning. In the theoretical context of our larger project [51], we created a guiding framework [54] based on an inventory of experiential knowledge and the relevant literature on empowerment to deduce all relevant factors involved in the broad and complex interplay of depression ISGs [14]. We applied thematic analysis [54] to identify, examine, and gain insight into the patterns of predetermined themes. Next, using an inductive, data-driven approach based on the grounded theory [55] and Strauss’ exposition of the core principles of qualitative research in social sciences [56], we kept an open mind to avoid excluding potentially relevant observations. We used specific guidelines to analyze the data; these included open, axial, and selective coding and matrices [57], as well as tree diagrams [58], drawn from the grounded theory. This comparative and iterative approach enabled us to simultaneously analyze and gather new data to further explore and integrate concepts emerging during data collection, which continued until no new main themes emerged.

By combining these top-down and bottom-up approaches, we sought not only to learn what Depression Connect users do and do not appreciate about the platform (charting both differences and similarities among users) but also to further study the role of ISGs in developing experiential knowledge in general and empowerment in particular to (in)validate existing theories. The outcomes would complement our quantitative companion study of the effectiveness of the Depression Connect community.
regarding empowerment (and other aspects). In this study, all Depression Connect users were invited to complete questionnaires 3 days after enlisting, with two follow-up assessments at 3 and 6 months.

After having evaluated the research protocol in accordance with the Dutch Medical Research (Human Subjects) Act, the local ethics committee (Commissie Mensgebonden Onderzoek Arnhem-Nijmegen) waived ethical approval given the minimal burden to the study participants. All participants were asked to provide written, informed consent prior to the interview following the Declaration of Helsinki.

Study Participants
We posted three calls for participation in our study over a 3-month period in the news section of the Depression Connect platform. Eight potential participants responded. We sent them an information letter by email, inviting them for a telephone screening. During this call, the researcher provided the candidate with a brief introduction to the study and information on the purpose of the interview, explaining the voluntary nature and confidentiality of their participation. The candidates’ demographic and clinical characteristics and patterns of use of the online community were assessed to ensure diversity within the sample. In order to obtain as wide a range of user perspectives as possible, we adopted lenient inclusion and exclusion criteria, resulting in all 8 candidates being included, with sufficient differences in characteristics and backgrounds.

After an initial analysis of these first eight interviews to derive the concepts discussed, we used purposive sampling to identify new participants with different profiles and uncover any additional themes. Members with (prior) experience in offline peer communities organized by the Dutch Depression Association were contacted by their regional coordinator, which yielded 1 participant. At this point, the research sample (n=9) solely consisted of individuals with recurrent or chronic depression. Therefore, a member who had newly joined Depression Connect, introducing herself as having been recently diagnosed with depression, was invited to participate via a personal email. We wanted to also include negative cases, that is, Depression Connect users with experiences or perspectives who were likely to deviate from other users and the main theories or evidence on ISG [59], to potentially provide unexpected findings that might ultimately strengthen the theory. Hence, we recruited 2 participants who distinguished themselves by their minimal or nonuse of Depression Connect after joining the platform. One of these participants enrolled himself upon our invitation, identifying himself as a Depression Connect member who mainly engaged in other online fora about depression. The second (female) participant was a former Depression Connect user randomly selected from a contact list of unsubscribed members who was invited via email. Recruited through a fourth and final call for participation on the platform, another 3 participants were interviewed to achieve data saturation, resulting in a final sample of 15 (former) Depression Connect members.

Table 1 shows the demographic and clinical characteristics of the study participants and the frequency and duration of their use of Depression Connect. All 15 participants had received some form of psychological care or treatment at an earlier stage in their lives, with 10 (67%) receiving current and 3 (20%) awaiting treatment for their depression (including 1 negative case); 2 (13%) participants (including 1 negative case) were not being treated at the time of the interview. Furthermore, 12 of 15 (80%) participants were taking or had taken psychotropic agents for their depression. The majority (11/15, 73%) visited the Depression Connect forum regularly, with a frequency varying from daily to once a week, barring, by definition, the 2 negative cases and 2 other members who joined the forum only irregularly.
Table 1. Demographic and clinical characteristics of study participants (N=15) and their engagement on the Depression Connect online support community.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>49 (11)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (60)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian of Dutch descent</td>
<td>15 (100)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary education (middle or high school)</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Secondary vocational education and training</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Advanced vocational education and training and academic education</td>
<td>6 (40)</td>
</tr>
<tr>
<td><strong>Clinical characteristics, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Current mental health care or treatment</td>
<td></td>
</tr>
<tr>
<td>Intake or waiting list</td>
<td>3 (20)</td>
</tr>
<tr>
<td><strong>Ongoing</strong></td>
<td></td>
</tr>
<tr>
<td>Mental-health nurse practitioner (general practice)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>Psychologist or psychotherapist (secondary care)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>None</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Treatment history</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary mental health care (eg, CBT, psychotherapy)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>Previous psychopharmacological treatment</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Current psychopharmacological treatment</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Never used psychotropic medication</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Number of depressive episodes</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1 (7)</td>
</tr>
<tr>
<td>2</td>
<td>1 (7)</td>
</tr>
<tr>
<td>3-5</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Chronic course only (symptoms persisting ≥2 years)</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Chronic course in addition to depressive episodes</td>
<td>3 (20)</td>
</tr>
<tr>
<td><strong>Age at depression onset (in years; range: 8-57)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;12</td>
<td>1 (7)</td>
</tr>
<tr>
<td>12-18</td>
<td>3 (20)</td>
</tr>
<tr>
<td>19-32</td>
<td>6 (40)</td>
</tr>
<tr>
<td>33-45</td>
<td>4 (27)</td>
</tr>
<tr>
<td>&gt;46</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Duration since onset (in years; range: 5-47)</strong></td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>6 (40)</td>
</tr>
<tr>
<td>11-20</td>
<td>2 (13)</td>
</tr>
<tr>
<td>21-30</td>
<td>2 (13)</td>
</tr>
<tr>
<td>31-40</td>
<td>2 (13)</td>
</tr>
<tr>
<td>41-50</td>
<td>3 (20)</td>
</tr>
<tr>
<td><strong>User engagement</strong></td>
<td></td>
</tr>
</tbody>
</table>
Demographic characteristics

<table>
<thead>
<tr>
<th>Frequency of using Depression Connect, n (%)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>6 (40)</td>
</tr>
<tr>
<td>3 times a week</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Once a week</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Irregular</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Unsubscribed after 1 month of forum use (negative case)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Inactive (negative case)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Duration of use (in months; excluding negative cases; range: 1.5-11), mean (SD)</td>
<td>6.8 (3.8)</td>
</tr>
</tbody>
</table>

\[a\]Includes overlap in different forms of treatment.

\[b\]CBT: cognitive behavioral therapy.

\[c\]Includes overlap in chronic course and depressive episodes.

Data Collection

From February 2020 until June 2020, two authors (DS and AD) individually conducted semistructured interviews (n=9 and n=6, respectively) with 15 Depression Connect users (including 1 former user), lasting 28.37 to 66.16 minutes (mean 48.5, SD 11.25 minutes). Both authors have a master’s degree in social sciences and are specifically trained and experienced in qualitative research methods. They had created a topic list, building upon the first exploratory study [51], the existing literature, feedback from the project group members (1 psychiatrist, 3 experiential experts on depression, and 2 senior researchers) and an exploratory interview with a Depression Connect member. As shown in Textbox 1, the following topics guided the interviews: (1) forum use (why, when, and how), (2) Depression Connect benefits and downsides, (3) Depression Connect working mechanisms, and (4) (relationship with) the use of other forms of formal or informal depression support and care. The complete interview guide is available in Multimedia Appendix 1. Based on interim analyses conducted after four and eight interviews, DS and AD reviewed the topic list and incorporated newly identified themes. First, we formulated new questions inquiring into the perceived associations between forum use and personal recovery (coping with depression in daily life), social recovery (effect of social ties and activities), and clinical recovery. Second, to further delineate the effects of Depression Connect use, we added questions about the development and deployment of participation styles. The adjusted topic list was then used for data collection in the successive interviews [60].

Data collection took place during the COVID-19 pandemic. The Netherlands was in the early stages of the COVID-19 outbreak when we conducted the first three face-to-face interviews. Consistent with the national measures at the time, the interviewer and participants washed their hands and maintained a physical distance of 5 feet. When new COVID-19 measures stipulated that social contact be limited, the subsequent 12 interviews were conducted via video calls. All interviews were audio-recorded and transcribed verbatim, omitting any potentially identifying data.

Textbox 1. Depression Connect interview themes and subthemes.

- Use of the online community
  - Reason(s) for subscribing
  - When, why, and how is Depression Connect used

- Merits and demerits
  - Effect of Depression Connect on coping and living with depression: practical skills, meaning-giving, personal development (self-reflection)

- Working mechanisms
  - Ways in which Depression Connect as an online community and peer support method exerts its effects

- Context: other support or care
  - Ways in which Depression Connect as an online community and peer support method exerts its effects

Analysis Strategy

The data were analyzed in ATLAS.ti (version 8.4; Scientific Software Development GmbH). Given our deductive–inductive approach, coding was both concept-driven and open. For the deductive analysis, we prepared a priori thematic codes capturing relevant themes based on the research aim and topic list. To allow findings to emerge from frequent themes without restraints imposed by predetermined concepts [58], we used open, axial, and selective coding in the inductive analysis.
[56,57]. To avoid a very narrow perspective, each interview started on an open-coded basis. The data were disassembled into fragments, which were compared with each other and grouped into subject categories. We used a hierarchical category system (eg, a tree diagram [57] to indicate subordinate and parallel codes and categories. When no new open codes were necessary to cover the data, axial coding was initiated. This more abstract process was used to find connections between and among categories and give coherence to the emerging analysis. Dominant and less-important elements in the data were determined to allow selective coding. At that point, the inductive and deductive approaches were combined by harmonizing the category system (based on open and axial coding) with the predetermined concepts (eg, empowerment) [51]. Categories were thus organized and integrated to uncover relationships between user engagement, Depression Connect appreciation, and the working mechanisms Depression Connect members had proposed. An open network, not specifically indicating causal linkages [58], was developed in which all the data, including the negative cases, was described and interpreted.

To ensure interrater reliability, authors DS and AD met at each stage of the process to discuss codes and themes and resolve any discrepancies. Coding was performed by an independent researcher experienced in qualitative research but not involved in the research project. The small intercoder variance was resolved by analyzing the coded segments collectively. To increase analytic sensitivity, inconsistently coded blocks were segmented into smaller units and awarded a more specific code, accompanied with a definition that included criteria for the coding of similar segments [61]. Potential interviewer or researcher bias was reduced by having participants check the outcomes to validate and verify the interim and end results. At the first member check after seven interviews, we sent all 7 participants a synthesized summary of the data analyzed thus far by email to verify whether the results resonated with their individual experiences. Participants were asked to read, comment, and return the forms. We used nonscientific wording and open questions, leaving room for individual feedback. Six participants returned the forms, and their responses were incorporated into the data set to match this data to the open network [62]. At the second member check after the final interview, we sent all 15 participants a report of the interim results together with an invitation to discuss the report per email, individual video call, or telephone. Three participants responded, providing feedback via individual video calls. Together, this enabled us to fine-tune the terminology in the interim and final results. Finally, to increase validity and to ensure any new insights into the concepts and results would be taken into account, authors DS and AD maintained a logbook in which they shared personal and theoretical views related to the research and interpretation of the data.

Participants were anonymized and identified by a randomized number (P1, P2, etc), their gender, and age. Below, we present anonymized quotes from participants to illustrate emergent themes.

### Results

The interviews provided rich data covering many aspects of engagement on Depression Connect and its perceived benefits and drawbacks. We have presented the results in the order in which topics were addressed, starting with the participants’ reasons to subscribe, followed by participation styles, and user valuation. We then describe the associations observed between participation styles and the perceived value of Depression Connect. Next, we summarize the negative aspects of Depression Connect use and, finally, discuss the use of Depression Connect in relation to face-to-face support, social networks, and mental health care.

#### Participants’ Reasons to Subscribe

Given their persisting symptoms, the participants were at a stage of learning to cope and live with depression in the longer term with a focus on rehabilitation (except for 1 participant who was first diagnosed with depression 6 weeks before the interview). A total of 13 (87%) participants described a sense of loneliness or lack of social support as the main reason to engage in the online community. Their primary objective was to look for support in living with depression, which was described as a need for recognition and a genuine understanding from peers:

> *I feel quite lonely in this world. At home, it’s difficult for me to speak openly about my problems. When I use the online community, I come into contact with like-minded people. Usually, for tips or a “pat on the back,” things I miss at home.* [P11, male, 55 years]

One participant (negative case) emphasized this finding, while she did experience social support in daily life and unsubscribed from Depression Connect.

#### Participation Styles

The participants used three different participation styles: reading messages of peers, posting messages to share experiences and ask questions about (coping with) depression, and responding to experiences or questions of other users in order to support them. Two female participants did not post any messages because they had issues with sharing personal information. One male user did not post any responses because he struggled empathizing with fellow users.

The data show that the deployment of a specific participation style was dependent on the participants’ current mood or state of mind. When feeling low, users mainly read posts or posted messages but did not respond to others’ input. Overall, after joining Depression Connect, most participants first looked for support and recognition by reading the experiences from peers and posting questions about handling the illness or writing down their own story. Gradually, when their mood had improved or when they felt more at home with or committed to the Depression Connect community, participants felt more able to support their peers and started responding to others. A user’s participation style could vary within a single session or differ per session, with their engagement on the forum generally developing from reading only to posting, and eventually responding:
At first, I thought people were just nagging a lot in their messages on the forum. I was trying to focus on solving my own problems until I saw that users were helping each other. I realized I could also benefit from their support. I began typing up my personal story. I got positive replies and then also started to respond to others. [P14, female, 62 years]

User Valuation

Overview

In general, the participants did not report any improvements in depressive symptoms directly associated with the use of Depression Connect but often spoke of a process toward accepting the long-term nature of their depression. Hence, the values of Depression Connect lay more in the social, emotional, and practical support in learning how to manage the illness:

> It feels good when I find recognition in the messages of others. It doesn’t mean I no longer feel depressed. It just has a positive effect. Also, I get new ideas about treatment options, for example, which will eventually have a positive impact on my symptoms. [P12, female, 47 years]

The positive effects the 15 users associated with their use of Depression Connect can be clustered into four main themes. Ranked according to their importance, these include a sense of belonging, emotional growth, self-efficacy, and empowerment.

Sense of Belonging

Most participants reported that the main benefit of Depression Connect use was the sense of belonging it provided. Recognition, emotional support, and more intrinsic understanding from peers corresponded to their reasons to subscribe, such as loneliness or a lack of support in coping with depression:

> It feels like a warmhearted environment. You feel connected with people through recognition. Other users recognized the feelings I’m struggling with. In turn, I recognized the struggles of others in expressing and sharing their emotions. It all contributed to a natural sense of connectedness, which grew very fast. It feels like I’m in the right place. [P2, male, 65 years]

Two participants (negative cases) did not derive a sense of belonging from the online community because they did not aim for social support; one of them felt sufficiently supported by face-to-face peer contact and the other, by her offline social network.

Emotional Growth

The data further showed Depression Connect to function as a tool for emotional growth: most participants saw Depression Connect use as an incentive to develop and reflect upon personal coping skills and ideas about the (longer-term) management of their depression. Although some topics they read about directly created a sense of recognition for a few participants (which was associated with a sense of belonging), other issues did not directly relate to them but often did trigger them into reflecting on the role the issue might or should play in the management of their depression. This process of personal identification raised the users’ (self-)awareness, a necessity for the development of self-knowledge and encouragement for emotional growth. Their narratives indicated that the various processes of self-reflection encouraged them to put their problems into perspective, promoting emotion regulation:

> Well, when you’re sharing experiences you get different viewpoint and more insight, this makes you think more seriously, like, “Ah, that could be the same for me, or maybe that’s a pitfall for me too.” Quiet introspection can help make things more clear and may even be very helpful. [P7, female, 53 years]

Maintaining online contact with peers did not solely serve as an incentive to reflect upon management and coping strategies. In and of itself, peer contact also helped users develop (better) communication skills. Participation on Depression Connect lowered the threshold to talk (ie, post) about depression; for some participants, the forum also served as a place to practice opening up about depression in face-to-face contacts. Moreover, disclosures tended to invite peers to challenge their negative-thinking patterns. In this context, adopting a relatively mild attitude toward oneself was mentioned as an important aspect of information sharing:

> Maybe, it’ll also become easier to speak openly to people in person. I think it’s important to practice first, to really get the sense that I’m able to open up before actually doing so in more difficult situations. [P12, female, 47 years]

Since the two negative cases did not mention emotional growth, we speculate that Depression Connect users need to experience a sense of belonging (which they also said they lacked) before they could benefit emotionally from their contact with peers.

Self-Efficacy

Most participants derived a greater sense of self-efficacy in coping with depression from the online community. Being informed or reminded about (other) coping mechanisms seemed to contribute to their sense of autonomy. Given the longer-term nature of their symptoms, users appreciated tips and experiences about specific treatments, medications, and publications on (coping with) depression the most. About half of the participants (7/15, 47%) also valued more practical advice, using the tips and recommendations about everyday activities as an incentive to (re)engage in these so-called self-management strategies, such as going for a walk or performing relaxation exercises:

> Sometimes I read messages other users post, like “I really have to go outside more, but I don’t want to,” and then, a few hours later, the same user wrote “Actually, I went for a bike ride.” That is when I think, “Yeah, I have to go outside too [laughs].” So yes, I have to admit, reading such posts can be an incentive. Also, certain books that people mention can make me curious, prompting me to look for more information. But it depends on how people write about things. When they share information about coping strategies, I “cherry-pick” the things that suit me most. [P8, female, 61 years]
Empowerment

Besides increasing their sense of self-efficacy or, more specifically, autonomy, the data suggest that participating in the online community empowered most participants to come to terms with and manage their depression, with three-fourths (11/15, 73%) of our participants describing Depression Connect as a tool to provide meaning to their experiences. They explained that being of value to others living with depression and supporting peers through sharing their own experiences, provided them with a (great) sense of fulfillment:

What I try to convey is: Maybe you don’t have any perspective now, I understand, I felt the same: “What am I doing here, on this planet?” But it will pass, really, it will pass. Even when the response is just a “thank you,” it gives me fulfillment. [P8, female, 61 years]

After all the problems they were facing because of their depression, the users felt that participating in Depression Connect finally afforded them a positive and valuable experience. This seems to enhance the belief in their own strength:

You don’t get stuck in fear. For example, when you have anxieties or feel depressed, you can feel helpless, you feel lost. When you read messages of your peers saying, “It will pass,” it’s like, “Yes, it will.” This way you encourage yourself to adopt a different attitude toward depression. And, as a consequence, when you get to feel more in balance, you can support others too. [P10, male, 62 years]

Consistent with their missing a genuine sense of connectedness with their Depression Connect peers, 2 participants (both negative cases) did not report deriving fulfillment from being of value to others.

Participation Styles and the Perceived Value of Depression Connect

Overview

To determine how and why Depression Connect users rated the merits of forum participation, we analyzed the interaction and synergy between their participation styles and valuations. The data (schematically depicted in Figure 2) suggest that reading and posting—the styles most users restricted themselves to initially—contribute to a sense of belonging, emotional growth, and self-efficacy, whereas responding, which they later engaged in, was more likely to promote empowerment in addition to a sense of belonging and emotional growth. The elucidation and participant quotes below illustrate this relationship.

Figure 2. Participation styles and the perceived value of Depression Connect.

Reading

By reading others’ posts, users learned they were not alone in their struggle to learn to cope with negative feelings, recognition of which promoted a sense of belonging:

When others wrote about the difficulties at work they experienced on account of their depression, for instance. Suddenly, there was this recognition. A positive sensation because it made me feel like “Ah, I’m not the only one!”; it’s like I read what I could have written myself...It’s reassuring. Like in, company in distress makes trouble less. [P12, female, 47 years]

Furthermore, reading their peers’ experiences made users reflect on what the topics meant for them personally, furthering their emotional growth. Finally, the practical tips helped them apply (new) coping skills in their daily lives, which enhanced their sense of self-efficacy.
Posting

In general, posting played a significant and positive role in the appreciation of the forum. Writing down their feelings and struggles in managing their depression often offered users relief, whereas peer recognition and understanding or merely the knowledge that their posts were read by others was of (great) value to Depression Connect users, contributing to their development of a sense of belonging:

The online community serves as a “lifeline” for me. Several times, when I was really struggling, I posted a message on DC [Depression Connect]. Not to get a response, but primarily to be able to express myself by writing down my feelings. I also write for myself, to give words to my emotions. However, writing on the forum differs because I know my posts are being read. Actually, most of the time, people even respond. It’s mainly the recognition they articulate that affects me, in a positive sense. Which in itself is quite strange because the recognition of others doesn’t essentially change how I feel. But apparently, it works. In the sense that it sort of works as a “lifeline.” A couple of times when I was doing terrible in the morning and I posted something, it was the responses of others that helped me get through the day. [P3, male, 48 years]

Moreover, participants explained that sharing their personal story was healing. They managed to organize their thoughts when writing, often reinforcing self-reflection and emotional growth:

Writing about my emotions gives me peace of mind. The negative feelings don’t disappear completely, but I’m better able to dissociate myself from my problems. What I get from when other users respond to my post is a sense of “not being alone in this world.” More people are struggling with these same problems, who even try to help others. It helps me put things into perspective, makes my problems feel less overwhelming. [P4, male, 31 years]

Finally, posting specific questions about coping with depression often prompted practical tips and other new information, which is likely to have fostered a (greater) sense of self-efficacy.

Responding

Users responding to others’ posts derived emotional support and recognition from their peers, which strengthened their sense of belonging. Since providing support or advice entailed having to write down one’s thoughts and thus reflect on one’s own experiences, this interactive participation style seemed to promote emotional growth. Similar to posting, communicating with peers helped users to better organize and formulate their thoughts:

Yes, yes, and I think that’s exactly what the online community contributes: learning to think about, learning to reflect on yourself in other, somewhat different contexts. The things you’re saying to the other are actually the things that you would like to say to yourself at that moment. Yes, and maybe that’s precisely what you do, unconsciously? When you’re able to sort of put yourself in the emotional world of another, then you actually feel how good it is to connect with your own emotions. This is when I realize that that is the ultimate goal. [P2, male, 65 years]

Moreover, responding and helping peers raised the users’ sense of fulfillment, which fostered a greater sense of empowerment because they felt they were of value to others.

Negative Aspects of Depression Connect Use

As to the negative aspects of Depression Connect use, these are best captured under the notion “getting too caught up.” Participants explained they could become overwhelmed by the sheer volume of information appearing on the online community, the pressure of having to be continuously available and the stress caused by the concerns they had about the worries of their peers:

Well, you can feel overwhelmed by it all. I had mixed feelings. On the one hand, I felt relief because I could share my experiences. But on the other hand – since I visited DC [Depression Connect] a few times a day, and partly because of all the notifications I received, all the new posts – I thought, “This is not good. I’m too preoccupied with the forum and worry too much about others right now.” [P8, female, 61 years]

Users also did not appreciate the forum when their messages appeared to be misinterpreted or when they received unsolicited advice. Although, as mentioned above, half of the participants valued the practical tips on coping with depression, the other half could get frustrated because they felt they were “already aware” of the recommended strategies, or it aggravated their self-criticism because they failed to engage in the suggested activities:

In itself, it was good advice, definitely well-intentioned. Also, the content was completely accurate, but I was unable to follow up on it. I felt frustrated because I agreed and knew it was sane advice, it would be the sensible thing to do, but I just couldn’t. [P3, male, 48 years]

Moreover, participants reported that some members confused their own experiences and emotional needs with the personal and unique needs of peers, resulting in useless feedback and a general sense of lack of support.

Use of Depression Connect in Relation to Face-to-Face Support, Social Networks, and Mental Health Care

In general, the participants characterized the use of the online community as being complementary to their real-life peer contacts, their social network, and any professional care or treatment. As they did not feel judged by their Depression Connect peers, the participants referred to the online community as “an emotionally safe context.” Not wanting to (over)burden their family and friends with their troubles, initially sharing feelings and receiving peer support online was helpful to some degree:

It’s about the feelings you share: we’re all struggling with depression. It’s different from friends of mine who also suffered from depression and are the most
approachable people in my network, where I sometimes think, “I don’t want to bother them with my complaints again.” This is much more anonymous. It is voluntary, which is nice because a friend can try to be too supportive and say, “I’ll come and see you tomorrow,” while I think “You don’t have to come, I only felt like sharing my thoughts because I was having a bad day.” Obviously, things like that don’t happen in an online community like this. [P12, female, 47 years]

At a later stage, Depression Connect interactions served as an exercise for self-disclosure in the offline world. Furthermore, anonymous participation, the voluntary nature of Depression Connect engagement, and its 24/7 availability were also mentioned as distinctive positive features compared to seeking or receiving face-to-face support via social networks or from mental health professionals:

The fact that you can log on day and night, that’s its great strength. As opposed to my psychiatrist, whom I can’t email in the middle of the night. I mean, I can, but there’s no response. [P9, female, 42 years]

The overarching principle in the relationship between the use of Depression Connect and other forms of support for depression appeared to be the opportunity the forum offered to reflect on and practice the (social) skills the users were trying to master in their daily lives or through psychotherapy. Specifically, discussing topics concerning social interactions and behavioral patterns with peers were considered beneficial:

I see the online community as a stepping stone for real-life social interactions with others. I learn by writing down how I should respond, how others might respond. So I’m practicing and learning. Also, I’m learning to become more self-confident so that I can connect better with others. [P4, male, 31 years]

When I’m doing schema therapy with my therapist, difficult issues come to light. I found it helpful to write about these difficulties. It allows me to reflect a bit more on them, and on top of that, I can get some advice. [P9, female, 42 years]

Discussion

Principal Findings

Central Aim

In light of the promising evidence for depression ISGs [3,11,63,64], we evaluated the relevance of Depression Connect, a newly launched online peer support community based on interviews with a selection of its users. In line with previous research [16,22], we expected that the user narratives would reflect improved empowerment. Given its central role in (online) peer support [39-41] and to clarify the concept [42,46,47], we explored the purport of its constituent constructs, and, most importantly, the role different styles of user engagement played in the users’ evaluation of Depression Connect.

Perceived Value, Participation Styles, and a Central Drawback of Depression Connect Use

Participation in the online community engendered a sense of belonging and promoted the users’ emotional growth and sense of self-efficacy and empowerment, with self-efficacy and empowerment boosting their sense of autonomy. Where improved empowerment mainly pertained to interactional and behavioral constructs [48,49], such as meaning-giving and being of value to peers through providing support, gains in self-efficacy mostly concerned intrapersonal constructs such as being informed about treatments. With respect to modes of user engagement, three styles were identified, starting with reading only, evolving into posting, and culminating into responding. Individually and together, these participation styles related differentially to the users’ (overall positive) appreciation of the platform. As a truly interactive engagement style, responding played a key role in empowering users, and being valuable to others boosted their belief in their own abilities (personal strength). Primarily, the participants used the forum to explore and try (new) coping and social skills for later use in their real lives. The central drawback of Depression Connect use was that some users had become too involved in the community, getting overwhelmed by the continuous supply of posts and messages and their empathy for their fellow users. Finally, they noted that the Depression Connect community had provided them with an emotionally safe context to reach out to others in addition to their seeking or receiving face-to-face support and professional care.

Empowerment

One definition of empowerment in the context of this study reads “health care professionals collaborating with patients to help them acquire knowledge and resources” [46], which implies that it requires an inherently unequal relationship—one between knowledgeable health professionals and uninformed patients—to acquire knowledge and skills in managing a condition. Because of this paternalistic interpretation, the construct of empowerment is being criticized, as it contradicts the collaborative nature of the process [47]. Together with earlier positive findings on ISGs [14,18,19], our results suggest that offline and online peer communities for depression can be quite helpful for users to learn about and try new management and coping techniques. The reciprocal and “same-level” character of peer support defies the paternalistic notion of empowerment [47]. In terms of empowering patients, interactions with peers may even supplement professional care given that sharing experiential knowledge is not part of the therapeutic relationship.

Considering empowerment is a process rather than a mere outcome [46,49], we found that use of the Depression Connect platform specifically supported processes such as helping others [43] and meaning-giving. Peer contacts, and particularly sharing experiential knowledge to support others, fostered an external focus, consistent with the assumption that ISGs promote interactional empowerment. As an integral part of the process toward empowerment [46], we found that self-efficacy was mainly boosted by intrapersonal processes (ie, gaining personalized information on depression and coping skills) mirroring intrapersonal empowerment. Accordingly, we presume...
that participating in ISGs helps advance both intrapersonal and interpersonal or interational empowerment.

Findings in Context

Development and Variation in User Engagement

The benefits the Depression Connect users we interviewed derived from the forum are consistent with findings of other studies: informational and emotional support [11,12,14-17], social companionship [11,26], and empowerment [16,22]. Exploring which mechanisms drive ISGs and Depression Connect in particular, we compared styles of user engagement with the users’ judgments. Although the three participation styles we identified (reading, posting, and responding) all had their own merits, the users’ narratives revealed differential patterns in their online behavior. As alluded to in the introduction, previous ISG studies generally distinguished “lurkers” (ie, readers) and “posters,” that is, users with fixed behavior patterns [43]. However, our results suggest that due to the cyclical and erratic nature of depression participation styles tend to evolve and fluctuate. According to most participants, the autonomy in choosing how they engaged in Depression Connect was a core advantage of online peer support, distinguishing it from other forms of offline peer support or formal care. When faced with (recurrent) depression, people often feel compelled to keep functioning well in daily life, being a good spouse, mother or father, employee, friend, or even patient [51]. When seeking support online, they do not feel this pressure and can let themselves be guided by their current needs. Whether they translate this behavior and positive experience to everyday life remains unknown.

Moreover, the development of and variations in participation styles over time contributed to user satisfaction. After a passive start, users gained more confidence from reading others’ posts and responses and became more (inter)active themselves, making the shift from reading only to asking for help, sharing experiences, and finally helping others. Posting and responding brought gratification, boosting the way they thought about themselves, adding to their self-confidence, which Schwartz termed the “response shift effect in peer support” [65]. Nevertheless, future investigations should confirm whether accessible online communities like Depression Connect facilitate the transfer of learned skills to daily life.

Participation Styles and Perceived Value of Online Peer Support

In addition to the development of and flexibility in user engagement over time, our data suggest a direct association between participation styles and the perceived value of Depression Connect as an online community, which expands the findings on depression ISG research [19]. We found that the hypothesized relations between participation modes and ISG appreciation are similar to processes and associations observed in mental health care. Thus, the relationship between responders and enhanced empowerment resembles the benefits people derive from the so-called “helper role” [65] during group sessions or peer support meetings. The positive effects of helping others by responding to their narratives, such as feeling useful [66,67], promotes empowerment, as is also reflected by the growing (self-)confidence Depression Connect users reported when they began responding to peers. The observed association between posting and emotional growth or emotion regulation (ie, increasing self-knowledge through reflection on coping processes) echoes the role of expressive writing in reducing psychological distress [27,68]. By posting, simply another form of expressive writing, Depression Connect users found themselves learning to express and control their emotions better. In sum, our findings show that ISG members use passive, active or interactive styles of engagement to seek and derive different types of support from online peer communities, dependent on their personal needs over time.

Practical Implications of ISG Use

In their systematic review, Leamy et al [30] pose that in the context of recovery-oriented mental health care, coping with depression exceeds self-management and clinical recovery. They propose important themes for personal recovery, including connectedness and empowerment [30], which correspond to the main advantages mentioned by Depression Connect users in our study. Hence, we posit that participation in an ISG may facilitate and possibly accelerate recovery (ie, improved symptom management), with users finding their own paths. Importantly, we found that the Depression Connect platform was mainly used in addition to professional psychological or psychopharmacological care, experiences with which were exchanged, with peers offering participants different, experiential perspectives on (coping with) depression. Since ISGs offer its members a more holistic approach to their mental health issues and associated problems, health professionals may consider recommending them to (some of) their clients to complement ongoing therapy or as a form of informal follow-up care after therapy discontinuation. As a matter, of course, they are advised to inform themselves and their clients of the potential adverse events associated with online fora [69].

Limitations

Depression Connect users we interviewed may not be representative of all Depression Connect members; apart from the 2 negative cases, most participants were probably among the more frequent users because they were the more likely to come across the invitation for participation we posted. Furthermore, because the interviews were conducted during the COVID-19 pandemic when face-to-face contact was restricted, the importance of online types of support for depression increased, potentially causing the results to be biased in a positive direction.

The high accessibility (ie, free and easy of use) of the Depression Connect platform, the encouraging but nondirective role of its moderators, and its structural embedding in both a patient and mental health organization may have fostered social and interactive processes (eg, connectedness and support) that may not be representative of other ISGs that are less closely monitored [70]. Moreover, since Depression Connect is a Dutch-language forum and all participants were Dutch, we do not know whether our findings can be generalized to ISGs in other countries. It is possible that Dutch users attribute a greater value to (online) peer support because such services are not embedded in regular depression care in contrast to other.

Limitations
countries, such as Germany [71]. Finally, the benefits our participants claimed to derive from the use of Depression Connect largely reflect short-term gains, as the duration of their forum participation varied from 1.5 to 11 months at the time of data analysis.

**Future Research**

In a quantitative parallel study, we are in the process of evaluating the effects of Depression Connect use on empowerment (primary outcome measure) after 3 and 6 months. Further longitudinal research should be aimed at the longer-term beneficial and adverse effects of participation in ISGs.

A mixed-method effectiveness study should address the complexity and potential of peer support interventions. The method can yield rich and comprehensive data and thus provide a more holistic view on how people cope with depression. In this context, examining the perceived level of social support in daily life in relation to user statistics of online peer support services will be informative. Finally, a key challenge is to determine whether skills learned from peers in online networks also contribute to mental health recovery in the offline world [72].

**Conclusions**

Users of Depression Connect considered the online peer support community an accessible and valuable tool for learning to cope (better) with their depression. Seeking to understand the working mechanisms of ISGs, we found that the greater majority of the study participants benefited from the freedom and flexibility Depression Connect offered, allowing them to employ passive, active, and interactive styles of user engagement depending on their current mood and needs. Most found the forum, monitored by experienced peers, a safe environment to practice social and coping skills for later deployment in the offline world, supplementing formal and informal care. We found that besides promoting intrapersonal empowerment, Depression Connect also fostered interactional empowerment. Provided platforms are closely monitored and used to complement or follow-up formal care, and pending further investigations, we suggest that online peer support may be recommended as a safe context for exchanging knowledge and experiences on how to cope with depression and practice newly gained insights and skills.
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Abstract

Background: The transition from pregnancy to motherhood is a major developmental phase that can be challenging for both women and their families. For new mothers, the postpartum period is recognized as a critical period for increased risk of both physical and mental health concerns. For this reason, it is imperative that women receive accurate, evidence-based information during this time.

Objective: This study aims to explore the conversations of new mothers on a web-based parenting forum to investigate what topics or concerns are being discussed.

Methods: A leading Australian web-based support forum for women before and after birth was used to obtain a sample of posts from the mothers of infants aged 0-12 months. Quantitative data (word frequencies and sentiment analysis) and qualitative data (post content) were extracted from discussion threads and examined to determine sentiments and theoretical storylines.

Results: In total, 260 posts were sampled. Infant care was the most prominent overarching topic discussed, with feeding and sleep being the most discussed subtopics. Discussions about maternal care were much less frequent but included questions about birth recovery, breastfeeding concerns, and interconception. A pattern of behavior emerged within the posts. This pattern resembled a cycle of learning across five phases: help seeking, solution ideation, testing and skill development, consolidation, and empowerment and improved mental well-being. A dynamic interplay was observed as mothers navigated new concerns or developmental changes.

Conclusions: Engagement in web-based forums to seek help and support during the postpartum period was common, with infant health and well-being being the primary concerns for new mothers during this time. The identification of a maternal learning cycle within the forum underscores the contributory role of web-based communities in maternal peer social support, information seeking, and early parenting practices.

(J Med Internet Res 2021;23(7):e26600) doi:10.2196/26600
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Introduction

The transition from pregnancy to motherhood is a major developmental phase that is recognized as a challenging time for both women and their families [1]. Early parenting and infant care are often prioritized over the health of the mother, presenting as significant barriers to self-care in the early postpartum period [2-4]. These barriers inhibit efforts to maintain or improve overall health, mental health, and healthy lifestyle behaviors [2-4], such as adequate diet quality and...
regular physical activity [5]. For these reasons, the postpartum period is recognized as a critical period for an increased risk of adverse health. Weight retention after pregnancy is common [6,7] and is associated with excessive gestational weight gain [8], which is a strong predictor for the development of future obesity and chronic diseases [7]. Furthermore, mental health disorders, including anxiety and depression, affect up to 20% of women following pregnancy [9,10]. Postpartum anxiety and/or depression can exert significant effects on the health and well-being of mothers, their partners, and other children and can exert a negative impact on infant development [11]. Therefore, given the vulnerability to adverse physical and mental health, new mothers are a unique population with specific health needs that require increased support as well as accurate and trustworthy health information and care.

During the postpartum period, almost three-quarters (73%) of Australian parents with children aged less than 5 years use websites, blogs, and web-based forums to obtain information about infant or child health and parenting [12-14], with similar findings reported internationally [15]. Australian households have a considerably high internet use, with 97% of households with children having internet access [16]. Previous research evaluating the drivers of internet use during this time reported convenience, anonymity, and social and peer support as facilitating factors [13,17,18]. Web-based parenting forums are a common platform in which women can connect with peers for emotional support; alleviate feelings of isolation; and facilitate the discussion of sensitive topics that are otherwise difficult to address with friends, family, or health care providers in face-to-face encounters [18]. Yet, although reasons for engagement are clear [1,12,13,18], there is limited evidence showing what information and support women seek during the postpartum period and how they interact within such forums. An improved understanding of the information and support needs of women during this significant life phase is crucial to ensure that health and information needs of the mothers are met.

To address this research gap, this paper examines the unmediated user-generated content from web-based forum discussions of women in the postpartum period to identify early parenting information and emotional support-seeking behaviors.

Methods

Overview

An observational analysis of web-based discussions was conducted within a leading Australian internet discussion forum for new or expecting parents. The most popular Australian pre- and postbirth forum was identified by searching the term new mum forum on Google. The top 10 (first page) results were assessed, and all the websites with publicly available forums (n=7) were analyzed using a website analytics tool (Alexa, Amazon). This software was used to determine the global page views, global rank, and Australian rank of the seven websites with publicly available forums. The highest ranked website for Australian users was identified and used as the sampling platform for this study. To confirm the suitability of this website for this study, member requirements were assessed to ensure that forum users were new or expecting mothers. The second highest ranked site did not have an open access forum, and those ranked 3-10 had a significantly lower rank than the first and second highest ranked sites. Therefore, the first site was retained, with the remainder deemed insufficient for sampling. This approach is comparable with previous research that used discussion forums [19,20].

The selected forum allows members to interact with their birth club, which corresponds to their child’s due date (month and year). Birth clubs are a subforum of the wider forum community, and they are nonspecific in the nature of discussion topics. In total, 13 birth clubs (January 2019 to January 2020) were selected as the sampling platform to represent 1 calendar year and therefore one cross-section of the postpartum period across this time (ie, <1 month to 12 months postpartum).

Included posts were sampled by selecting the first 20 posts or threads from each birth club at the time of collection. Posts were collected between January 6, 2020, and January 13, 2020. The exclusion criteria included posts that enquired about or discussed an elder sibling (not the infant aged 0-12 months), other people’s child or children, extended family such as grandparents or in-laws, or products or shopping (unless the post also discussed infant care such as feeding product advice). Posts in the January 2020 birth club were excluded if the forum user indicated that they had not yet given birth. Posts were collected sequentially, as they appeared on the day of sampling, and if a post met the exclusion criteria, the following post was selected until 20 posts were obtained. Posts were extracted in a deidentified format into an Excel (Microsoft) document that included the post title, date, and content, comparable with previous research [19,20].

Analysis

Data were processed using NVivo Pro 12 software (QSR International) [21]. A modified grounded theory analysis was conducted, which was informed by the six-phase approach by Braun and Clarke [22]. Due to the understudied nature of parenting forums, a grounded theory approach is well suited to add depth and breadth to this investigation [23]. A single researcher (BRC) generated initial codes and then grouped them into core categories. Three authors agreed on initial and intermediate codes and conducted a narrative overview of the discussions (BRC, RMG, and CLH). A >10% (26/260) check was conducted after initial coding and during theme conceptualization by 2 additional researchers (RMG and CLH). As the themes were conceptualized, the research team developed a theoretical storyline, which could be observed beyond what was being discussed.

To support these findings, NVivo Pro 12 text frequency search was used to identify the common terms, thereby identifying prominent conversation topics. Word frequency calculations identified all stemmed words (minimum three letters). NVivo Pro 12 automatic sentiment analysis was performed to identify the emotional indicators. NVivo searched for the expressions of sentiment in the source material (forum posts) and used predefined scores for words classified as containing sentiment [24]. Words are considered in isolation, and the program then determines the sentiment of the paragraph as a calculation of each word containing the sentiment. Sentiment results include the number of references (paragraphs with sentiment) that are
categorized as very positive, moderately positive, moderately negative, and very negative [24].

Ethics
The Monash Health (RES-19-0000-291A) and Monash University (project no. 20196) Human Research Ethics Committees granted ethics approval for this study. Although the ethical oversight of publicly available data is not strictly required, the authors sought approval as per the Monash University protocol.

Results
Overview
In total, 260 posts were extracted and analyzed. The 13 birth clubs had an average of 3013 members in each club (n=39,163 forum members overall).

Analysis of User-Generated Content
The analysis of posts through open coding identified 432 references at the intermediate coding stage. Various posts discussed multiple topics; therefore, the number of topic references exceeded the number of posts. Infant-focused references were the most frequent (237/432, 54.8%), with 12.5% (54/432) of references relating to sleep and naps. References to infant health (46/432, 10.6%) and feeding were frequent (68/432, 15.7%), and 7.6% (33/432) of references were related to breastfeeding. Forum use to seek help, support, advice, or reassurance was frequent (71/432, 16.4%). Discussion topics relating to infant care commonly centered on health (eg, nappy rash, cracked lips, and cradle cap) and development (eg, common milestones including teething and sitting, crawling, or walking). Both first time and mothers with older children were active in these discussions. Women regularly used the forum to ease concerns and to assist them in times of need or confusion during their first year of motherhood.

Maternal health needs and/or well-being were less frequent, with the overall identification of 21.1% (91/432) of references. Most maternal health discussions were observed in the early postpartum period and became less frequent further on from the birth experience. Topics pertaining to maternal health included birth recovery, breastfeeding difficulties, mastitis or breast discomfort, pelvic floor health, and resumption of menstruation. There was limited discussion about modifiable health factors, including the mother’s weight, exercise, or diet. The evidence of mental distress was observed with some women discussing the feelings of anxiety, birth trauma, or unhappiness (Table 1).

The discussion forum was used in tandem with care or advice from health professionals, not in place of it. Women appeared to use the forum to confirm a health issue, seek out the experiences of other mothers, or share their experiences. There was no evidence of disregarding the health advice from the health professionals.

Mothers reached out to other forum users when they were unsure about how to manage something and sought a similar experience from others in their birth club commonly asking the following: “Has anyone else had this?”, “Has anyone else been told this?”, “Can anyone else relate?,” and “Anyone going through the same thing?” These inquiries match efforts to normalize experiences or to confirm a problem. Mothers were often observed describing a problem to ask others if this was normal and to determine if they should seek advice from health professionals: “Should I be concerned?,” “What do I do? Should I take him to the doctor?...or is this normal?,” and “Is this something I should be worried about at this age.” Some mothers used the forum to allay worries as they bridged time until they could reach their doctor: “I am taking him to the doctors tomorrow but I just wanted to know if anyone has experienced this.”
Table 1. Intermediate coding references (N=432).

<table>
<thead>
<tr>
<th>Topic, subthemes, and references</th>
<th>Codes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Infant</strong></td>
<td>237 (54.9)</td>
</tr>
<tr>
<td><strong>Sleep</strong></td>
<td>54 (12.5)</td>
</tr>
<tr>
<td>Daytime or nighttime sleep routine</td>
<td>30 (6.9)</td>
</tr>
<tr>
<td>Bad sleeper</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Hunger and sleep relationship</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Cosleeping</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Sleep regression or changes</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Sleep training</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Clothes or swaddle for sleep</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Not sleeping due to teething</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Sleep safety</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Infant health</strong></td>
<td>46 (10.6)</td>
</tr>
<tr>
<td>Skin concerns or topical treatments</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>12 (2.7)</td>
</tr>
<tr>
<td>Weight concerns</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Bowel movements</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Immunizations</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Blood or mucus in nappy</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Common cold</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Tongue tie</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td><strong>Routines</strong></td>
<td>39 (9)</td>
</tr>
<tr>
<td>Daytime nap routine</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Nighttime sleep routine</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Feeding routines</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td><strong>Feeding</strong></td>
<td>35 (8.1)</td>
</tr>
<tr>
<td>Feeding solids</td>
<td>12 (2.7)</td>
</tr>
<tr>
<td>Formula amount or recommendations</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Feeding routines</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Refusing bottle</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Unusual food-related behavior</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Feeding cow’s milk</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Unable to burp or upset tummy</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Dad wanting to help feed</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Breastfeeding</strong></td>
<td>33 (7.6)</td>
</tr>
<tr>
<td>Milk supply</td>
<td>20 (4.6)</td>
</tr>
<tr>
<td>Breastfeeding routines</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Pain or discomfort</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Breastfeeding in subsequent pregnancy</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Weaning</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Drinking alcohol and breastfeeding</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Feeding aides, that is, shields</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Number of breastfeeds</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Topic, subthemes, and references</td>
<td>Codes, n (%)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td><strong>Development</strong></td>
<td>19 (4.4)</td>
</tr>
<tr>
<td>Teething</td>
<td>7 (1.6)</td>
</tr>
<tr>
<td>Leap</td>
<td>5 (1.1)</td>
</tr>
<tr>
<td>Crawling</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Talking</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Walking</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td><strong>Infant behavior</strong></td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Behavioral problems or concerns</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td><strong>Miscellaneous</strong></td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>Haircuts or ear piercing</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Travel</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Car seats</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Maternal</strong></td>
<td>156 (36.1)</td>
</tr>
<tr>
<td><strong>Help seeking</strong></td>
<td>71 (16.4)</td>
</tr>
<tr>
<td>Seeking emotional support</td>
<td>15 (3.4)</td>
</tr>
<tr>
<td>Seeking advice or reassurance</td>
<td>56 (12.9)</td>
</tr>
<tr>
<td><strong>Psychosocial health</strong></td>
<td>30 (6.9)</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>17 (3.9)</td>
</tr>
<tr>
<td>Anxious about something</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Feeling lost or guilty</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Lack of support</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Changes and challenges</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td><strong>Interconception</strong></td>
<td>25 (5.8)</td>
</tr>
<tr>
<td>Sleep deprived</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Menstrual cycle returning</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Subsequent pregnancy announcement</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Becoming pregnant again (views or concerns)</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Birth control</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Irregular periods</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Birth recovery or physical health</strong></td>
<td>24 (5.6)</td>
</tr>
<tr>
<td>Natural birth recovery</td>
<td>12 (2.8)</td>
</tr>
<tr>
<td>C-section recovery</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Weight loss</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Birth experience</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Stretch marks</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Pelvic floor</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Socializing</strong></td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Networking</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td><strong>Medical</strong></td>
<td>39 (9)</td>
</tr>
<tr>
<td><strong>Health provider advice</strong></td>
<td>23 (5.3)</td>
</tr>
<tr>
<td>Querying the advice of health provider (general physician or maternal child health nurse) with forum community</td>
<td>13 (3)</td>
</tr>
<tr>
<td>Discussing concern before seeking professional advice</td>
<td>10 (2.3)</td>
</tr>
</tbody>
</table>
Overview of Advanced Coding

An emerging cross-cutting pattern through posts was observed while examining web-based discussions in the cohort. Although the discussion topics identified remained consistent, the mother’s approach to discussing these concerns, how the concern was expressed, and level of support sought varied. This pattern was reflective of a cycle of learning across five phases: (1) help seeking, (2) solution ideation, (3) testing and skill development, (4) consolidation, and (5) empowerment and improved mental well-being (Figure 1). As mothers moved through the stages of parenting and learning, confidence among forum members increased and confusion, uncertainty, and the need for reassurance decreased. During the final stages of the learning process, women often presented as more empowered and self-assured, with some sharing stories of reassurance and others assuming the role of peer support providers to mothers in the early postpartum period. Although we describe a process model, in practice, we believe that early parenting experiences and parental skill development by mothers are characterized through a dynamic interplay within the model. Mothers may interact with different phases simultaneously, as they encounter new challenges that cause stress and uncertainty; yet, they are further progressed and more confident in other aspects of early parenting. For example, a mother may feel confident about infant feeding (later phases) and yet be anxious and uncertain about how to manage teething (earlier phases).

There appeared to be a temporal relationship between the length of time parenting and increased confidence. This is presumed and cannot be confirmed by this study; however, early postpartum mothers expressed greater levels of uncertainty and concern than those interacting with the forum during the later postpartum period. Overall, the vast majority of posts were from women expressing phases one or two, women who portrayed distress and uncertainty, and women who were more likely to seek support and advice from others. A minority of posts belonged to the later phases of the learning cycle, indicating that women were potentially more reassured and less inclined to engage with the forum specifically to share positive experiences.

Figure 1. Schematic of the learning cycle.
Five-Phase Learning Process (Drawn From Advanced Coding)

Phase One: Help Seeking

Women using the forum initiated discussions on an issue, need, or problem relating to their child or children or parental experiences. Conveying emotional experiences was common in this phase, as was maternal uncertainty. Women regularly stated that they were feeling anxious, stressed, worried, or exhausted. The forum acted as an outlet for these emotions and an opportunity to receive social and emotional support from other women:

our little miss is the worst sleeper ever [...] I am up and down all night we are lucky to get 3 hours [...] please any book ideas, throw them at me. I'm physically, emotionally and mentally drained. I'm really down at the moment [...] My 8-month-old doesn't sleep through, she doesn't show me any affection and is quite sooky and demanding. I [...] just feel like I'm waiting for the stage to pass so I can be happier and feel some sort of motivation, my little one is 9 weeks old and I still feel so clueless, does anyone else? [...] I just feel a bit lost.

In the early postbirth period, many women used this stage to discuss their experiences before seeking health professional’s advice or while bridging the time until they can seek help:

[I have the symptoms of an] episiotomy hematoma. Has anyone had any experiences with this? I'm checking in with my OB/GYN tomorrow.

Phase Two: Solution Ideation

Following the initial requests for help and/or information, women discussed potential solutions. Discussing or testing strategies or ways to resolve their concerns with their peers in the forum was common to this phase:

I need your help. My poor little baby is super constipated [...] Nothing has worked! I have tried pear and prunes, water, pear juice, Coloxyl, brown sugar and water.

Solution ideation was also used by women building confidence to make changes:

for those of you who have started snacks for baby. What are you offering? Need ideas. Also breastfeeding mamas do you still offer a boob [breast] feed before putting baby down for a nap?

Phase Three: Testing and Skill Development

In this phase, women started to implement strategies and test solutions. Using a trial-by-error approach, mothers titrated methods to obtain the best outcomes related to their concern. They discussed their results with their peers while seeking reassurance and guidance during this process:

recently increased my 16-week-old to 150ml and 5 bottles [...] she’s struggling to take even 90ml at a time?! I [have] stretched to 4 hours thinking she might not be hungry but still no difference working. [...] she

During this phase, women have the confidence to try things or rationalize their experiences, yet require reassurance from their peers:

...is that too ambitious even for an 8-month-old? Does anyone else’s baby not babble at all at 8 months? and/or what sounds are your baby’s making by now?

Mothers often seek insight from the past experiences of others or their peers with a child of comparable age.

Phase Four: Consolidation

During this phase, women consolidated their new skills and practices. This phase was often coupled with an increased confidence and decreased uncertainty. It was common for women to post step-by-step outlines of their daily routines to compare with those at a similar stage. Women who anticipated that they were approaching a successful outcome were seen to reaffirm what they had tried or achieved, such as:

breastfeeding has never been easy, [...] however I was told to just persist. [...] He is already feeding a lot better than he was previously. Fingers crossed it gets better and better so I can go back to exclusively breastfeeding.

A common process observed during this phase was the consolidation of advice received from health professionals:

she said that from 9 months, milk is secondary and food is to be offered first always. Has everyone else been told this? I’ll follow her advice. Was just checking.

Phase Five: Empowerment

In this final phase, women displayed a degree of empowerment characterized by an increased confidence in the use of acquired knowledge or skills. Many assumed the role of information provider to other mothers, which could be viewed via the responses to original posts, characterizing somewhat of a team working together to share ideas and support those in need. Within the original posts, we viewed women at this stage reaching out for connections, such as “how are all the mummas doing? just checking in,” or networking “any mums living close to [...] who would like to connect.” Those with the confidence to do so shared their experiences to support and guide others:

I wanted to create a thread in case you’re feeling a bit down and want some encouragement from other women navigating their first/second/third/tenth time through the postpartum recovery journey. [...] It’s not pretty, let’s say that. [...] I’m tired but [...] I’m wandering around like an elderly lady, blissfully happy with our third born child [...] and feeling the pains, irks and exhaustion.

Sentiment and Word Frequency Analysis

A word frequency calculation supports the findings of our open coding with baby, sleep, feeds, three of the five most frequently used words (Multimedia Appendix 1). There were 335
references of sentiment. Of these, most were found to be within the negative range, with 64.2% (215/335) of references classified as negative (very negative: n=126 and moderately negative: n=89) compared with 120 positive references (very positive: n=48 and moderately positive: n=78). A cross-check of sentiment results revealed that less than <10.1% (34/335) of the sentiment references were coded as incorrect categories.

Discussion

Principal Findings

This observational study examined unmediated peer-to-peer web-based discussions during the postpartum period, providing important insights into the information- and help-seeking needs of new mothers. We used the largest digital platform for new parents in Australia, which was representative of approximately 9.8% (30,000/305,832) of women giving birth annually [25], in line with engagement to opt in survey-based methods evaluating health behaviors [26]. Our results demonstrate a predominant focus on infant health needs, including feeding, breastfeeding, and sleep, during early parenting, with maternal health and well-being being a minor focus. Sentiment analyses revealed that the posts were more likely to be negatively portrayed, supporting the finding that the forum is commonly used to express a problem, seek information or help, and gain support or reassurance, consistent with previous literature [20].

The thematic analysis of posts revealed a pattern of behavior resembling a learning process whereby topics remained consistent, but how the concern was expressed and the level of support required varied. This process revealed several phases that commenced with help seeking through consolidation and empowerment. Overall, our findings provide critical insight into the concerns of new mothers and underscore the contributory role of web-based communities in maternal peer social support, information seeking, and the development of early parenting practices.

We report a central focus around the care and development of the infant, with a minority of posts about maternal well-being and fewer again centered on preventive health, including weight gain prevention or modifiable lifestyle factors. This finding is significant, given that the risk of adverse health is high, suboptimal lifestyle behaviors and weight gain are common, and barriers to health optimization exist during the postpartum period [2-4]. Previous studies have reported that time constraints are the most prominent barrier to healthy lifestyle changes, including physical activity engagement, at both 3 and 12 months after pregnancy [3]. In addition to reaffirming these barriers, our results provide additional insights and findings that personal health and well-being were not prominently discussed by mothers, suggesting that this is not a central priority during early parenting compared with that of infant health. This is potentially reflective of reduced engagement and compliance in postpartum healthy lifestyle interventions, as reported previously [27]. Subsequently, there is a paucity of effective strategies to engage women during this life phase for optimized health. Taken together, this emphasizes the need for novel approaches to enhance the awareness of, and engagement in, maternal preventive health during this period. This could potentially include maternal healthy lifestyle promotion delivered alongside infant care or design of holistic lifestyle programs including infants and wider family members to improve feasibility and engagement for new mothers.

Alternatively, the implementation of healthy lifestyle programs during pregnancy when women are regularly engaged with health care providers has been shown to increase compliance in the postpartum period [28] and may better optimize lifestyle behaviors if practiced and maintained before birth.

Our results identified that discussion themes were underpinned by a learning development process, not dissimilar to those previously described, such as Becoming a Mother and Maternal Role Attainment theories [29-31]. The findings of this study emulate the concepts outlined in previous theories regarding maternal development (psychological adjustments and acquisition of a new role; acquaintance, learning, and physical restoration, which are both assumed and learned; and internalization of the maternal role, competence, and confidence). The crucial developmental processes at play within the forum emphasize the importance of the internet during this period and illustrate the influence forum communities may have on maternal decision-making and experiences. Lupton [18] previously identified that women use forums and web-based social networks to connect with other women and to gain guidance and insight through others’ experiences and knowledge. We note that the majority of posts were in the early phases of the learning cycle, in which mothers were uncertain, requiring an increased emotional support or solution seeking from their peers. This is also reflected in the sentiment analysis results, with higher proportions of negative sentiment compared with positive sentiment. Our results show that an increasing maternal confidence potentially coincides with the skill and knowledge acquisition sought within web-based communities. Although not all knowledge and skills may be obtained through the forum, and the de-escalation of stress and uncertainty may be influenced by many factors, the forum community is clearly an important platform during early parenting knowledge acquisition for many women and, therefore, plays a significant role in the postpartum journey for new mothers.

Supporting parents to meet the challenges of their caregiving role has consistently been identified as a public health priority [32,33]. Despite this widespread recognition [34], knowledge gaps still exist regarding effective ways to promote positive parenting practices, and little evidence is available that clearly depicts how parents learn and develop [32]. Ensuring health professionals are aware of the support requirements of women during this phase as well as their information priorities, as identified here, is essential. Furthermore, the understanding that acquisition of knowledge and skills during early parenting is fluid and follows a learning cycle is important in enabling the provision of individualized information and support. Similarly, assisting women in recognizing these learning processes may alleviate postpartum stress [35] and anxiety experienced during the initial phases and, in turn, facilitate more rapid progression toward knowledge acquisition and confidence and possible improvements in mental well-being.

To our knowledge, this is the first study to assess the unmediated web-based conversations of mothers during the first year of the
postpartum period. Our findings portray parental experiences and perceptions without the influence of researchers or controlled research settings [36]. This design enables insight into the communication and output of emotions that women may experience at any time of the day, which may be lost to recall or have subsided when sought in a research or clinical setting.

Limitations
The following limitations should be considered while interpreting these findings. Anonymized data were interrogated, and therefore, demographic and geographical user information could not be obtained. User demographics may influence engagement with the forum as well as postpartum needs and experiences. Although users cannot be demographically profiled, the anonymous nature of the forum allows for uninhibited discussion, providing rich data on the needs of participating women. Due to site management and restrictions relating to the seeking or provision of medical advice via the forum, posts may have been deleted before data were collected.

Conclusions
The postpartum period involves a major life transition that requires increased levels of social, emotional, and health professional support. Our results demonstrate that engagement in web-based forums to seek help and support during the postpartum period is common, with infant health and well-being being primary concerns for new mothers during this time. A lack of discussion about maternal health was observed, emphasizing the need for improved awareness and novel engagement strategies. The identification of a maternal learning cycle at play within the forum demonstrates the significant role of web-based communities in maternal social support and in defining parenting. Further exploration is needed to understand how health care professionals can provide targeted and personalized support to women in postpartum period, where infant needs are prioritized above their own, particularly for those experiencing increased levels of distress and uncertainty.
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Abstract

Background: Type 2 diabetes mellitus (T2DM) and its related complications represent a growing economic burden for many countries and health systems. Diabetes complications can be prevented through better disease control, but there is a large gap between the recommended treatment and the treatment that patients actually receive. The treatment of T2DM can be challenging because of different comprehensive therapeutic targets and individual variability of the patients, leading to the need for precise, personalized treatment.

Objective: The aim of this study was to develop treatment recommendation models for T2DM based on deep reinforcement learning. A retrospective analysis was then performed to evaluate the reliability and effectiveness of the models.

Methods: The data used in our study were collected from the Singapore Health Services Diabetes Registry, encompassing 189,520 patients with T2DM, including 6,407,958 outpatient visits from 2013 to 2018. The treatment recommendation model was built based on 80% of the dataset and its effectiveness was evaluated with the remaining 20% of data. Three treatment recommendation models were developed for antiglycemic, antihypertensive, and lipid-lowering treatments by combining a knowledge-driven model and a data-driven model. The knowledge-driven model, based on clinical guidelines and expert experiences, was first applied to select the candidate medications. The data-driven model, based on deep reinforcement learning, was used to rank the candidates according to the expected clinical outcomes. To evaluate the models, short-term outcomes were compared between the model-concordant treatments and the model-nonconcordant treatments with confounder adjustment by stratification, propensity score weighting, and multivariate regression. For long-term outcomes, model-concordant rates were included as independent variables to evaluate if the combined antiglycemic, antihypertensive, and lipid-lowering treatments had a positive impact on reduction of long-term complication occurrence or death at the patient level via multivariate logistic regression.

Results: The test data consisted of 36,993 patients for evaluating the effectiveness of the three treatment recommendation models. In 43.3% of patient visits, the antiglycemic medications recommended by the model were concordant with the actual
prescriptions of the physicians. The concordant rates for antihypertensive medications and lipid-lowering medications were 51.3% and 58.9%, respectively. The evaluation results also showed that model-concordant treatments were associated with better glycemic control (odds ratio [OR] 1.73, 95% CI 1.69-1.76), blood pressure control (OR 1.26, 95% CI, 1.23-1.29), and blood lipids control (OR 1.28, 95% CI 1.22-1.35). We also found that patients with more model-concordant treatments were associated with a lower risk of diabetes complications (including 3 macrovascular and 2 microvascular complications) and death, suggesting that the models have the potential of achieving better outcomes in the long term.

Conclusions: Comprehensive management by combining knowledge-driven and data-driven models has good potential to help physicians improve the clinical outcomes of patients with T2DM: achieving good control on blood glucose, blood pressure, and blood lipids; and reducing the risk of diabetes complications in the long term.

(J Med Internet Res 2021;23(7):e27858) doi:10.2196/27858
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Introduction

Type 2 diabetes mellitus (T2DM) is a worldwide chronic disease characterized by higher than optimal blood glucose levels. T2DM can lead to multiple complications and increase the risk of death. According to the global report on diabetes of the World Health Organization [1], 3.7 million people died of diabetes in 2012 and the prevalence has been increasing in the past three decades. T2DM and its related complications represent a growing economic burden for many countries and health systems [2]. Diabetes complications can be prevented through better disease control; however, there is still a large gap between the recommended treatment and the treatment that patients actually receive [3].

The treatment of T2DM can be challenging because of the different therapeutic targets and individual variability of the patients, leading to the need for precise, personalized treatment [4]. In addition, patients with diabetes require a sequence of treatments due to chronicity of the condition, each of which may affect the patients’ clinical outcome in the long term. The decision-making for determining a sequence of treatments can be more complex because (1) the impact of a single treatment may not be immediately reflected, and (2) if we regard all of the treatments a patient received chronically as a treatment program, the number of options for the treatment programs is extremely large and finding the best program for an individual patient is a great challenge.

With the explosive increase of electronic medical records (EMRs) and the rapid development of artificial intelligence technology, it has now become possible to teach a model that enables personalized treatment with the best expected clinical outcomes. The treatment of chronic diseases such as T2DM is a sequential decision-making process. Our goal is to develop effective treatment regimens that can dynamically adapt to the varying clinical states and maximize the long-term benefits of patients. Reinforcement learning (RL) [5] is an approach that learns the best policy toward a predefined long-term goal via trial and error to address a sequential decision-making problem. The RL approach has intrinsic advantages of tackling the treatment recommendation problem for chronic diseases. First, by considering the accumulative rewards as the optimization goal, the long-term effect of current decision-making is taken into account. Second, the design of RL leverages all samples in model development by reinforcing actions with a good reward and punishing others with a bad reward. With theoretical and technical developments in recent years, the RL approach has been successfully applied in the health care domain, including for chronic disease management [6-10], critical care [11-14], and other forms of health management [15,16].

The treatment of chronic diseases consists of a sequence of medications or procedures that are determined based on the changing clinical conditions of a patient and the effects from the previous treatment. Tseng et al [6] recently proposed an RL-based model to automate adaptive radiotherapy decision-making for patients with nonsmall cell lung cancer, where the deep Q network (DQN) was used to learn dose decisions based on real clinical data and the synthesized data created by generative adversarial networks [17]. The framework was evaluated in a dataset of 114 patients. The learned dose strategies by the DQN could achieve similar results to those decided by clinicians, yielding feasible and promising solutions for automatic treatment designs. Once a treatment recommendation model is developed, it is imperative to carefully evaluate its validity and effectiveness before wide application. In the clinical domain, a randomized controlled trial (RCT) is often performed to test the efficacy of an intervention. However, RCTs can be costly, unpractical, and infeasible in some clinical scenarios [18]. With the increase of EMR use, a retrospective study has become a reasonable alternative to evaluate models via statistical tests and other data analytics methods.

There is an emerging trend in the literature for effectiveness evaluation on the treatment of chronic diseases [19-21], such as the comparative effectiveness of more or less aggressive treatment intensification strategies in adults with T2DM [19]. In these studies, two types of treatments are compared in terms of a short-term clinical outcome such as the key indicator of the disease and a long-term outcome such as the occurrences of complications or death. When making a comparison in such observational studies, it is crucial to eliminate the influence of confounding factors. For short-term clinical outcomes, multiple logistic regression and the propensity score (PS) method are conventional approaches to adjust the confounders between treatment groups [22]. With respect to long-term outcomes, survival analysis via the Cox proportional hazard model can be applied to adjust the time-invariant or time-varying covariates for two treatment groups [23]. If the covariates change over
time and are affected by the previous treatment, the use of marginal structural models [24-26] was proposed to control the confounders. In relation to diabetes treatment, Chen et al. [27] assessed the association between treatment concordance with clinical guidelines and related clinical outcomes in patients with T2DM by comparing guideline-concordant and guideline-nonconcordant cohorts. This work is closely related to treatment model evaluation as the treatment groups to be compared are defined based on a given guideline, which can be regarded as a special treatment model that has been verified and commonly accepted. Chen et al. [27] considered hospital admission and severe hypoglycemic events as the clinical outcomes of interest. Logistic regressions were used to examine factors associated with the likelihood of having at least one hospital admission and Cox proportional hazard regressions were used to model time to hypoglycemic events.

In this work, we developed treatment recommendation models based on the deep RL approach and then performed a retrospective study to evaluate the reliability and effectiveness of the models. The anonymized data used in our study are derived from the Singapore Health Services (SingHealth) Diabetes Registry [28], which is built based on the EMRs from SingHealth, the largest health cluster in Singapore with 4 hospitals, 5 national centers, 8 polyclinics (primary care clinics), and 3 intermediate long-term-care community hospitals. For treatment recommendation, we successfully applied the deep RL technique in the context of personalized treatment for patients with T2DM, with careful design and formulation for this challenging problem. We built a model that can be used to recommend the medications for patients with T2DM based on their clinical information, including demographic data, vital signs, laboratory tests, disease history, and current medications. Three models were developed for antiglycemic, antihypertensive, and lipid-lowering treatments to enable the comprehensive management of patients with T2DM. We evaluated the effectiveness of our treatment recommendation models by systematically performing a retrospective study on the EMRs of patients with diabetes.

Methods

Patient Characteristics

This retrospective study was based on anonymized data of 189,520 patients with T2DM from SingHealth Diabetes Registry between January 2013 and December 2018. The study was approved by the SingHealth Centralized Institutional Review Board with a waiver of informed consent granted. The board deemed that further ethical deliberation was not required as the study involves analysis of an anonymized dataset. All methods performed in this study were in accordance with the relevant guidelines and regulations. The dataset was split into training data (80% with 152,527 patients) for treatment recommendation models, including three types of treatments (antiglycemic, antihypertensive, and lipid-lowering treatment), and test data (20% of data with 36,993 patients) for evaluating the effectiveness of the three treatment recommendation models.

The EMR data for each patient included demographic information, medical history, physical measurements, laboratory data, and physicians’ prescriptions. Demographic information included age, gender, ethnicity, smoking, and others. Medical history included comorbidities, vascular complications, hospital admissions, emergency department visits, and outpatient visits. Physical measurements included systolic blood pressure (SBP), diastolic blood pressure (DBP), heart rate, weight, height, and BMI. Laboratory data included glycated hemoglobin (HbA1c), low-density lipoprotein cholesterol (LDL-c), and fasting plasma glucose. For physicians’ prescriptions, we considered only antiglycemic, antihypertensive, and lipid-lowering drugs and their dosages.

As is the case for all EMR data, our dataset contains errors and missing data. The rate of missingness was generally low, with higher rates for variables under the categories of physical measurements and laboratory data. We handled the errors and missing data using the following strategy. During preprocessing, errors were treated as missing values. For missing physical measurements and laboratory data, we substituted the missing data with the value from the closest preceding data point of the same patient within a 1-year time frame. If data were still missing, we proceeded to impute the missing data using the median of the observed values for that variable for all patients without missing data.

Clinical Outcomes

Two types of clinical outcomes were analyzed: short-term and long-term outcomes. Short-term outcomes were evaluated at the patient-visit level, including blood glucose control, blood pressure control, blood lipids control, and hypoglycemia-related admissions. For the long-term outcomes, we evaluated the occurrences of 5 diabetes complications and death in up to 6 years at the patient level, including myocardial infarction, heart failure, stroke (including ischemic and hemorrhagic strokes), diabetic nephropathy, other microvascular complications (diabetic neuropathy, diabetic eye complications, diabetic foot/peripheral angiopathy), and death.

Treatment Recommendation Models

The treatment recommendation models were based on the patient’s clinical information from visits as input to recommend three types of treatments as output: antiglycemic, antihypertensive, and lipid-lowering medications. The input clinical information of a patient contains demographic information, lab data, physical measurements, medical history, and prescriptions currently in use. We utilized three models to recommend the three types of medications, and then combined the output of the three models into a comprehensive treatment recommendation.

Figure 1 illustrates the treatment recommendation approach by combining a knowledge-driven model and a data-driven model. The knowledge-driven model was developed based on the clinical guidelines and expert experiences on managing T2DM [29-34]. For the data-driven model, RL was used to learn the policy of treatment recommendation from real-world data that optimizes a predefined long-term goal via trial and error [35-37]. When integrating these two types of models, the knowledge-driven model was first applied to select the candidate
medications, and the data-driven model was used to rank the candidates by the expected clinical outcomes.

**RL-Based Framework of the Data-Driven Model**

We trained the RL model on a set of time-varying data consisting of state $s_t$ (clinical data of the current visit), action $a_t$ (treatment), and reward $r_t$ score (based on clinical outcome). The ultimate goal of RL is to learn a policy $\pi$, which for any given state, one can select the action that maximizes cumulative future rewards.

The DQN [38] is a type of RL method that has been recently utilized to solve clinical decision problems with continuous state variables [13,39,40]. Referring to the previous DQN work of sepsis treatment in the intensive care unit [13], we applied deep neural networks to calculate the action-value function $Q$ that estimates the cumulative rewards for each treatment action at the current visit state. To train the DQN model, two neural networks with the same architecture were used: an evaluation network $Q(\cdot)$ and a target network $Q'$. The evaluation network was used to obtain optimal action $\text{max}_a Q(s_t, a, \theta)$ and was trained by the loss function $L(Q', Q)$. The target network was used to estimate the expected action-value $Q'$ to calculate the loss function $L$ and updated its parameters by slowly tracking the parameters of the evaluation network $\theta$ every training iteration: $\theta \leftarrow (1 - \tau)\theta + \tau \theta_\text{old}$ with update parameter $\tau < 1$. The loss function $L(Q', Q)$ is defined in Equation (1):

\[
L(Q', Q) = \frac{1}{2} \| Q'(s, a, \theta) - Q(s, a, \theta) \|^2_f
\]

where the expected $Q'$ is:

\[
Q'(s, a, \theta) = \frac{1}{|A|} \sum_{a'} Q'(s_{t+1}, a', \theta)
\]

and $r_{reg}$ is the maximum reward of all $r_t$ that is used in the regularization term to penalize an inexpertly large $Q$ value. Here, we used a double-DQN [36] architecture that calculates $Q'$ in Equation (2) through action from the evaluation network $a' = \text{argmax}_a Q(s_{t+1}, a, \theta)$ instead of max. Double-DQN leads to a more stable learning target and low-variance action-value estimates. Moreover, we used dueling-DQN [37] that adds a dueling architecture in the network to separate the output of the last hidden layer into two streams to learn state values and state-independent action advantages, respectively. We also used a prioritized experience replay [41] method to speed up the training approach. Each training batch was sampled from the training data according to the importance, which was measured by the samples’ temporal-difference error. The complete training procedure of our DQN model can be found in Algorithm S1 in Multimedia Appendix 1.

**Figure 1.** Treatment recommendation model of the “Knowledge + Data” two-wheel-drive method.

**Details of DQN Implementation on the Dataset**

To present the specific design of the RL-based data-driven model, we take antiglycemic treatment as an example to explain how we trained and applied the DQN in our models.

The given dataset makes up 80% of the entire dataset, which contained 152,527 patients and 5,166,669 outpatient visits. To define outpatient visit samples from the EMRs, we used lab test results (or physical measurements) within a certain time interval before the visit as state variables of its corresponding sample. The complications that occurred before the current outpatient visit were treated as medical history. The criteria used in the generation of a given dataset are shown in Figure 2. Subsequently, the patients in the given dataset were randomly divided into a training set and validation set at a ratio of 8:2.
The features that were selected to define the states for a patient visit included demographics, medical history, disease risks, previous drugs, lab data, and physical measurements. The detailed state information is presented in Table S1 in Multimedia Appendix 1. Among these features, continuous variables were normalized into a common scale, whereas binary variables were represented using 0 or 1. Other categorical variables were converted into multiple binary variables using one-hot encoding. Finally, we obtained a 49-dimension state vector.

For patients with T2DM, antiglycemic medications are usually prescribed based on the currently used drugs [29,32,33]. Thus, to simplify the action space of the DQN, we defined an action of a visit based on medication changes from the previous prescription. The prescription changes included drug changes at the drug class level and dosage changes of some common drugs. In terms of dosage changes, the increase or decrease in dosage of the three most frequently used drugs, namely metformin, basal insulin, and premixed insulin, was considered.

Table 1 lists the actions for antiglycemic treatment used in the DQN model. The most common medication adjustment options in the actions were: changing the dosage of a drug, adding an oral antidiabetic drug (OAD), and changing to insulin treatment. Among the action options, “No prescription change” indicates use of the same drugs and dosages as the previous prescription, and “Using xxx insulin” means changing to the specific insulin or insulin combinations.

<table>
<thead>
<tr>
<th>Number</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No prescription change</td>
</tr>
<tr>
<td>1</td>
<td>Increase drug dosage</td>
</tr>
<tr>
<td>2</td>
<td>Decrease drug dosage</td>
</tr>
<tr>
<td>3</td>
<td>Adding alpha-glucosidase inhibitor</td>
</tr>
<tr>
<td>4</td>
<td>Adding dipeptidyl peptidase-4 inhibitor</td>
</tr>
<tr>
<td>5</td>
<td>Adding metformin</td>
</tr>
<tr>
<td>6</td>
<td>Adding sodium glucose cotransporter-2 inhibitor</td>
</tr>
<tr>
<td>7</td>
<td>Adding sulfonylurea</td>
</tr>
<tr>
<td>8</td>
<td>Adding thiazolidinedione</td>
</tr>
<tr>
<td>9</td>
<td>Adding glucagon-like peptide-1 receptor agonist</td>
</tr>
<tr>
<td>10</td>
<td>Using basal insulin</td>
</tr>
<tr>
<td>11</td>
<td>Using premix insulin</td>
</tr>
<tr>
<td>12</td>
<td>Using basal and prandial insulins</td>
</tr>
</tbody>
</table>

Table 1. Actions of the deep Q network for antiglycemic treatment.

The features that were selected to define the states for a patient visit included demographics, medical history, disease risks, previous drugs, lab data, and physical measurements. The detailed state information is presented in Table S1 in Multimedia Appendix 1. Among these features, continuous variables were normalized into a common scale, whereas binary variables were represented using 0 or 1. Other categorical variables were converted into multiple binary variables using one-hot encoding. Finally, we obtained a 49-dimension state vector.

For patients with T2DM, antiglycemic medications are usually prescribed based on the currently used drugs [29,32,33]. Thus, to simplify the action space of the DQN, we defined an action of a visit based on medication changes from the previous prescription. The prescription changes included drug changes at the drug class level and dosage changes of some common drugs. In terms of dosage changes, the increase or decrease in dosage of the three most frequently used drugs, namely metformin, basal insulin, and premixed insulin, was considered.

Table 1 lists the actions for antiglycemic treatment used in the DQN model. The most common medication adjustment options in the actions were: changing the dosage of a drug, adding an oral antidiabetic drug (OAD), and changing to insulin treatment. Among the action options, “No prescription change” indicates use of the same drugs and dosages as the previous prescription, and “Using xxx insulin” means changing to the specific insulin or insulin combinations.
The reward function is usually defined to quantify the effectiveness of the action at each time step. In the antiglycemic DQN, for a patient visit at time $t$, we defined the reward function $r_t$ as shown in Equation (3):

$$\text{reward}_{gly} = a \cdot \text{sgn}(7 - s_{t+1}^{HbA1c}) + (-b) \cdot s_{t+1}^{\text{Hypo}} + (-c) \cdot s_{t+1}^{\text{Final}} \cdot s_{t+1}^{\text{Complication}}$$

where

$$\text{Equation (4)}$$

In Equation 3, $s_{t+1}^{HbA1c} (%)$ is the HbA1c of time $t+1$, $s_{t+1}^{\text{Hypo}}$, is a binary (1,0) variable representing whether hypoglycemia occurs before time $t+1$, $s_{t+1}^{\text{Final}}$ is a binary (1,0) variable representing whether time $t+1$ is the final visit of the patient, and $s_{t+1}^{\text{Complication}} \in \{-1,1\}$ indicates whether complications or death occur at time $t+1$, where -1 represents “No” and 1 represents “Yes.”

The concept underlying the reward function is to give a positive reward when (1) the HbA1c after 3-6 months reaches the control target (less than 7%), and (2) no complications or death occurred until the last visit of a patient in the next 6 years. A negative reward (ie, penalty) is given when (1) the HbA1c after 3-6 months is not well controlled, (2) a hypoglycemia event occurs in the next 6 months, and (3) a complication or death occurs after the current visit. Based on the importance of these outcomes, we set the coefficients in Equation (1) as follows: $a=1$, $b=2$, $c=4$. For an intermediate visit of a patient, the DQN model is trained to optimize the cumulative reward, which is equal to the current reward plus the next visit’s expected cumulative reward multiplied by a discount factor, $\gamma=0.9$. Therefore, the DQN model is able to estimate the impact of a current action on both short-term and long-term outcomes.

The network architecture and training settings are provided below. We adopted a fully connected neural network with 2 hidden layers of 64, with 32 units for the Q networks. Each hidden layer contained batch normalization and Leaky-ReLU activation. The input layer was 49 dimensions and the output layer was 14 dimensions, which were the same as the sizes of the state vector and the action space. The learning rate $\eta$ was 0.001, the batch size was 256, and the target network update parameter $\tau$ was set to 0.01. For regulation, we set the reward threshold $r_{reg}=4$ and $\lambda=0.5$. We trained the DQN model for a maximum of 100,000 iterations using the Adam optimizer [42].

For antihypertensive and lipid-lowering treatments, actions and reward functions of DQNs are shown in Table 2 and Table 3, respectively.

<table>
<thead>
<tr>
<th>Number</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No drugs</td>
</tr>
<tr>
<td>1</td>
<td>Using A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>Using B&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>3</td>
<td>Using C&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Using D&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>5</td>
<td>Using A and B</td>
</tr>
<tr>
<td>6</td>
<td>Using A and C</td>
</tr>
<tr>
<td>7</td>
<td>Using A and D</td>
</tr>
<tr>
<td>8</td>
<td>Using B and C</td>
</tr>
<tr>
<td>9</td>
<td>Using B and D</td>
</tr>
<tr>
<td>10</td>
<td>Using C and D</td>
</tr>
<tr>
<td>11</td>
<td>Using A, B, and C</td>
</tr>
<tr>
<td>12</td>
<td>Using A, B, and D</td>
</tr>
<tr>
<td>13</td>
<td>Using A, C, and D</td>
</tr>
<tr>
<td>14</td>
<td>Using B, C, and D</td>
</tr>
<tr>
<td>15</td>
<td>Using A, B, C, and D</td>
</tr>
</tbody>
</table>

<sup>a</sup>Angiotensin-converting-enzyme inhibitor or angiotensin II receptor blocker.
<sup>b</sup>Beta blocker.
<sup>c</sup>Calcium channel blocker.
<sup>d</sup>Diuretic.
In the antihypertensive DQN, for a patient visit at time $t$, we defined the reward function as in Equation (5):

$$\text{Reward}_{\text{hyp}} = a \cdot \text{sgn}(2.6 - s_{t+1}^{DBP}) + (-c) \cdot s_{t+1}^{\text{Final}}.$$  

where $s_{t+1}^{DBP}$ (mmHg) is the DBP of time $t+1$, and other terms are defined as in the reward function of the antiglycemic DQN.

In the lipid-lowering DQN, for a patient visit at time $t$, we defined the reward function as in Equation (7):

$$\text{Reward}_{\text{lip}} = a \cdot \text{sgn}(2.6 - s_{t+1}^{LDL-c}) + (-c) \cdot s_{t+1}^{\text{Final}} \cdot s_{t+1}^{\text{CV}(7)},$$

where $s_{t+1}^{LDL-c}$ (mmol/L) is the LDL-c of time $t+1$, and other terms are defined as in the reward function of the antiglycemic DQN.

### Evaluation Methods

#### Short-Term Outcome Evaluation

Similar to previous works [27,43,44], we took model concordance as the exposure factor, which was determined by whether the actual prescription from the physician is concordant to the model-recommended medication. Thus, we partitioned the patient visits into a model-concordant group and a model-nonconcordant group. The short-term clinical outcomes were then compared between the two groups in terms of the goal-achieving rate of the key parameters, including blood glucose control, blood pressure control, blood lipids control, and hypoglycemia events.

For each short-term outcome, we (1) followed the first 2 exclusion steps in the dataset generation process shown in Figure 2 for the corresponding treatment type (antiglycemic, antihypertensive, or lipid-lowering treatment) and (2) excluded visits without the short-term outcome information. Thus, one patient may contribute different patient-visit samples for evaluation of these outcomes. We applied the corresponding treatment recommendation model onto these patient-visit samples to generate model-recommended medications, and partitioned the patient-visit samples into the model-concordant group and model-nonconcordant group according to the physicians’ prescription. Short-term outcomes were compared between the model-concordant treatment and the model-nonconcordant treatment with significance of differences assessed via a $\chi^2$ test.

Furthermore, we combined stratification, PS methods, and multivariate regression to adjust confounders. We first stratified the patient visits by the confounder (eg, current HbA$_1c$) that was most strongly correlated to the clinical outcome. We then performed the PS inverse probability weighting method [45,46] to adjust multiple confounders for both overall samples and stratified samples, since PS methods have been increasingly used to control confounders [47,48] in observational studies, especially for causal effect analysis. Finally, weighted multivariate logistic regression was applied to adjust for residual imbalances that might exist after PS modeling, and the adjusted odds ratios (ORs) and 95% CIs in multivariate regression were used to reveal the relationship between model concordance and short-term outcome.

### Long-Term Outcome Evaluation

At the patient level, model-concordant rates were included as independent variables to evaluate the performance of the combined treatments with antiglycemic, antihypertensive, and lipid-lowering medications. The model-concordant rate was calculated for each patient by dividing the number of model-concordant visits by the total number of visits. We defined the model-concordant rate to quantify the extent to which each patient complied with the model recommendations.

We followed a similar process as shown in Figure 2 to generate three test datasets. The difference was that patient visits after the first occurrence time of the corresponding complication were removed instead of the first occurrence time of the earliest occurring complication. To describe the relationship between the patient’s model-concordant rate and the occurrence rate of the long-term outcome, we present illustration curves for each type of treatment and each kind of long-term outcome, and calculated the slopes by fitting the curves with a linear function for exploring the trend. Multivariate logistic regression was further used to investigate the associations between the three types of comprehensive treatments and long-term outcomes, where patients with the three kinds of model-concordant rates were included as test samples. In the multivariate regression, the three concordant rates were included as independent variables, and the predicted risk score at baseline (representing the effects of multiple risk factors on the occurrence of a complication or death) was included as a covariate for...
confounder adjustment. Coefficients and $P$ values are reported for both independent variables and covariates.

**Results**

**Patient Characteristics**

Of the 36,993 patients in the test data, 18,878 were men (51%). With respect to ethnicity, the majority of the patients were Chinese (69%), followed by Malay (15%) and Indian (11%). By 2019, the median age was 67 years (IQR 59-76) and the median duration of diabetes was 10 years (IQR 6-16).

An overview of the short-term and long-term outcome evaluation cohorts is shown in Figure 3. Further information is provided in the following two subsections.

**Figure 3.** Overview of the exclusion criteria and the number of visits or patients in each evaluation cohort. SBP: systolic blood pressure; DSB: diastolic blood pressure; HbA$_1c$: glycated hemoglobin A$_1c$; LDL-c: low-density lipoprotein cholesterol.

---

**Short-Term Outcomes at the Patient-Visit Level**

To evaluate the short-term outcomes, we took model concordance as the exposure variable to evaluate the effect of our treatment recommendation model at the patient-visit level. We generated the test datasets separately for different short-term outcomes, namely the percentages of patient visits with well-controlled parameters (HbA$_1c$<7% [53 mmol/mol], SBP/DBP<140/90 mmHg, LDL-c<2.6 mmol/L [100 mg/dl]) after 3-6 months of therapy. For a hypoglycemia event, the occurrence rate in the following 6 months was compared between two groups. In short-term evaluation, potential confounding factors were adjusted by stratification, the PS weighting method, and multivariate regression, such as age, gender, and ethnicity.

Specifically, the model concordance was defined at the level of the standard drug class, since the treatment recommendation models output the standard drug class rather than the specific brand name. For example, if the model recommends alpha-glucosidase inhibitors (AGI), the patient visit with a prescription for Acarbose (a type of drug belonging to the drug class AGI) is model-concordant. Only the top-ranking recommended medication for antiglycemic, antihypertensive, and lipid-lowering therapy was considered for evaluation.

After meeting all exclusion criteria, a total of 178,489 visits were included to evaluate the short-term clinical outcomes of HbA$_1c$ control. Of the total samples, 78,670 patient visits (44.08%) were model-concordant and 99,819 (55.92%) were nonconcordant. The characteristics of the model-nonconcordant and model-concordant groups in the test data are shown in Table 4 for short-term blood glucose control evaluation, and patient characteristics for other short-term outcomes (eg, blood pressure control) are shown in Tables S2-S4 in Multimedia Appendix 1.
Table 4. Characteristics of the glycated hemoglobin A1c (HbA1c) cohort.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model-nonconcordant group (n=99,819)</th>
<th>Model-concordant group (n=78,670)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.17 (12.23)</td>
<td>64.61 (11.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>48,450 (48.5)</td>
<td>39,386 (50.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>69,019 (69.1)</td>
<td>56,622 (72.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Indian</td>
<td>10,658 (10.7)</td>
<td>7,416 (9.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Malay</td>
<td>15,961 (16.0)</td>
<td>11,701 (14.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoker/exsmoker, n (%)</td>
<td>10,008 (10.0)</td>
<td>7644 (9.7)</td>
<td>.03</td>
</tr>
<tr>
<td>Duration of diabetes (years), mean (SD)</td>
<td>12.14 (8.11)</td>
<td>10.01 (7.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HbA1c (%), mean (SD)</td>
<td>8.08 (1.39)</td>
<td>6.94 (1.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SBPb (mmHg), mean (SD)</td>
<td>133.06 (16.77)</td>
<td>131.71 (16.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DBPC (mmHg), mean (SD)</td>
<td>69.72 (9.40)</td>
<td>69.33 (9.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LDL-cd (mmol/L) mean (SD)</td>
<td>2.27 (0.76)</td>
<td>2.19 (0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TGf (mmol/L), mean (SD)</td>
<td>1.61 (0.95)</td>
<td>1.46 (0.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.75 (5.79)</td>
<td>26.54 (5.95)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>eGFRf (mL·min⁻¹·1.73m⁻²), mean (SD)</td>
<td>80.56 (33.84)</td>
<td>84.14 (30.65)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>92,235 (92.4)</td>
<td>72,066 (91.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypercholesterolemia, n (%)</td>
<td>97,506 (97.7)</td>
<td>76,385 (97.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Macrovascular complications, n (%)</td>
<td>26,347 (26.4)</td>
<td>19,604 (24.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Microvascular complications, n (%)</td>
<td>44,904 (45.0)</td>
<td>29,614 (37.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aBased on a t test or χ² test.

bSBP: systolic blood pressure.

cDBP: diastolic blood pressure.

dLDL-c: low-density lipoprotein cholesterol.

eTG: triglycerides.

fKGA: estimated glomerular filtration rate.

The evaluation results of short-term outcomes, including HbA1c, SBP/DBP, LDL-c control, and hypoglycemia event, were based on test samples with corresponding outcome data during the follow-up period. After confounder adjustment for patient characteristics, the model-concordant treatments were associated with good blood glucose control, good blood pressure control, and good blood lipid control compared with model-nonconcordant treatments. There was no significant difference in the occurrences of hypoglycemia events between model-concordant treatments and model-nonconcordant treatments (Table 5).

We further stratified the patient visits by the confounder that was most strongly correlated to the clinical outcome. For the outcome of glucose control (ie, HbA1c after 3-6 months), the current HbA1c of the patient was used to stratify the patient visits into three groups of low (<7%), medium (7-9%), and high (>9%) levels. The short-term evaluation was performed on each group separately (Table 6), showing that model-concordant treatments were associated with improved short-term HbA1c outcomes (ie, higher HbA1c goal-achieving rate) in each group.
Table 5. Short-term clinical outcomes in the model-concordant and model-nonconcordant groups.

<table>
<thead>
<tr>
<th>Short-term outcomes</th>
<th>Samples, n</th>
<th>Before adjustment</th>
<th>After propensity score weighting adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Incidence, n (%)</td>
<td>P value</td>
<td>OR</td>
</tr>
<tr>
<td>Antiglycemic treatment&lt;sup&gt;b&lt;/sup&gt; (&lt;HbA&lt;sub&gt;1c&lt;/sub&gt;)&lt;sup&gt;c&lt;/sup&gt; &lt;7%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordant</td>
<td>78,670</td>
<td>48,263 (61.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>99,819</td>
<td>21,507 (21.55)</td>
<td></td>
</tr>
<tr>
<td>Antihypertensive treatment&lt;sup&gt;d&lt;/sup&gt; (SBP&lt;sup&gt;e&lt;/sup&gt;/DBP&lt;sup&gt;f&lt;/sup&gt; &lt;140/90 mmHg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordant</td>
<td>80,868</td>
<td>62,058 (76.74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>64,037</td>
<td>35,327 (55.17)</td>
<td></td>
</tr>
<tr>
<td>Lipid-lowering treatment&lt;sup&gt;g&lt;/sup&gt; (LDL-c&lt;sup&gt;h&lt;/sup&gt; &lt;2.6 mmol/L)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordant</td>
<td>14,985</td>
<td>10,702 (71.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>18,097</td>
<td>10,028 (55.41)</td>
<td></td>
</tr>
<tr>
<td>Antiglycemic treatment&lt;sup&gt;i&lt;/sup&gt; (Hypoglycemia in next 6 months)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordant</td>
<td>113,343</td>
<td>1497 (1.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>148,405</td>
<td>3009 (2.03)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>OR: odds ratio.

<sup>b</sup>Confounders considered: age, gender, ethnicity, smoking, duration of diabetes, HbA<sub>1c</sub>, SBP/DBP, LDL-c, triglycerides (TG), BMI, estimated glomerular filtration rate (eGFR), hypertension, hypercholesterolemia, macrovascular complication, microvascular complication, hypoglycemia history.

<sup>c</sup>HbA<sub>1c</sub>: glycated hemoglobin A<sub>1c</sub>.

<sup>d</sup>Confounders considered: age, gender, ethnicity, smoking, duration of diabetes, HbA<sub>1c</sub>, SBP/DBP, LDL-c, TG, BMI, eGFR, hypercholesterolemia, myocardial infarction, unstable angina, heart failure, stroke, nephropathy.

<sup>e</sup>SBP: systolic blood pressure.

<sup>f</sup>DBP: diastolic blood pressure.

<sup>g</sup>Confounders considered: age, gender, ethnicity, smoking, duration of diabetes, HbA<sub>1c</sub>, SBP/DBP, LDL-c, TG, BMI, eGFR, hypercholesterolemia, macrovascular complication, nephropathy.

<sup>h</sup>LDL-c: low-density lipoprotein cholesterol.

<sup>i</sup>Confounders considered: age, gender, ethnicity, smoking, duration of diabetes, HbA<sub>1c</sub>, SBP, LDL-c, BMI, serum creatinine, hypertension, atrial fibrillation, macrovascular complication, microvascular complication.
Table 6. Short-term outcome for antiglycemic treatment based on current glycated hemoglobin A
1c (HbA1c)

<table>
<thead>
<tr>
<th>Current HbA1c level</th>
<th>Samples, n</th>
<th>Before adjustment</th>
<th>After propensity score weighting adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Incidence, n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>Low (&lt;7%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Concordant</td>
<td>60,428</td>
<td>43,836 (72.54)</td>
<td></td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>5959</td>
<td>4034 (67.7)</td>
<td></td>
</tr>
<tr>
<td>Medium (7-9%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Concordant</td>
<td>14,025</td>
<td>3816 (27.21)</td>
<td></td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>76,423</td>
<td>16,365 (21.41)</td>
<td></td>
</tr>
<tr>
<td>High (&gt;9%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Concordant</td>
<td>4217</td>
<td>611 (14.49)</td>
<td></td>
</tr>
<tr>
<td>Nonconcordant</td>
<td>17,437</td>
<td>1108 (6.35)</td>
<td></td>
</tr>
</tbody>
</table>

aConfounders considered: age, gender, ethnicity, smoking, duration of diabetes, HbA1c, systolic blood pressure/diastolic blood pressure, low-density lipoprotein cholesterol, triglycerides, BMI, estimated glomerular filtration rate, hypertension, hypercholesterolemia, macrovascular complication, microvascular complication, hypoglycemia history.

bOR: odds ratio.

Long-Term Outcomes at the Patient Level

Figure 4 illustrates the relationship between the patient’s model-concordant rate and the occurrence rate of long-term clinical outcomes for all patients with respect to antiglycemic, antihypertensive, and lipid-lowering therapy. Specifically, the patients were divided into different groups according to the patient’s model-concordant rate (eg, every 20% as a group), and the occurrence rate of complications or death in each group was computed. In general, the curves show a downward trend. In other words, there is a negative correlation between the model-concordant rate and the occurrence rate of complications or death; the higher the patient’s model-concordant rate, the lower the occurrence rate of complications or death. Table 7 shows the slope of each curve by fitting to a straight line using all data points, which indicates the extent of the downward trend. In addition, the number of patients in each long-term outcome evaluation cohort is shown in Table S5 in Multimedia Appendix 1.

Furthermore, for combined treatments with antiglycemic, antihypertensive, and lipid-lowering drugs, we evaluated if the patient’s model-concordant rate for the three types of treatments had a positive impact on the reduction of the complication or death risk by multivariate regression. Only patients with all three model-concordant rates of antiglycemic, antihypertensive, and lipid-lowering treatment were included in the multivariate regression model. Table 8 shows the multivariate regression results of each long-term outcome with confounder adjustment for the corresponding risk score generated by the prediction model. All of the prediction models, based on XGBoost, outperformed the clinical baseline models [49-53] and demonstrated good prediction capability, with an area under the receiver operating characteristic curve ranging from .711 to .874. The model-concordant rate for antiglycemic treatment had a negative correlation with the occurrence of major complications and death, with coefficients ranging from –1.12 to –.33. A similar result was found for the model-concordant rate for antihypertensive treatment (coefficient range –1.44 to –.40) and the model-concordant rate for lipid-lowering treatment (coefficient range –1.17 to –.52). All of these coefficients were significant (P < .05), except for the coefficients of antiglycemic treatment and antihypertensive treatment in the evaluation of stroke outcome. This implies that the patients whose treatments were more concordant with the model recommendation were more likely to be associated with a lower risk of diabetes complications (including both macrovascular and microvascular complications) and death. All of the coefficients for the risk score had positive values, which also validated the soundness of the risk prediction models. In addition, the number of patients with or without the corresponding long-term outcomes in multivariate regression are shown in Table S6 in Multimedia Appendix 1.
Figure 4. Relationship between patient’s model-concordant rate and the occurrence rate of long-term outcomes for all patients with respect to antiglycemic, antihypertensive, and lipid-lowering treatment, respectively.

Table 7. Slopes of patient-level long-term outcome evaluation curves in Figure 4.

<table>
<thead>
<tr>
<th>Curves fit</th>
<th>Antiglycemic treatment</th>
<th>Antihypertensive treatment</th>
<th>Lipid-lowering treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Myocardial infarction</td>
<td>-0.0384</td>
<td>-0.0617</td>
<td>-0.0581</td>
</tr>
<tr>
<td>Heart failure</td>
<td>-0.0312</td>
<td>-0.057</td>
<td>-0.0502</td>
</tr>
<tr>
<td>Stroke</td>
<td>-0.0261</td>
<td>-0.0389</td>
<td>-0.0535</td>
</tr>
<tr>
<td>Nephropathy</td>
<td>-0.1098</td>
<td>-0.2601</td>
<td>-0.1670</td>
</tr>
<tr>
<td>Other microvascular</td>
<td>-0.1584</td>
<td>-0.0827</td>
<td>-0.1007</td>
</tr>
<tr>
<td>Death</td>
<td>-0.0419</td>
<td>-0.1240</td>
<td>-0.0881</td>
</tr>
</tbody>
</table>

Table 8. Multivariate regression results for long-term outcomes.

<table>
<thead>
<tr>
<th>Long-term outcome</th>
<th>Antiglycemic treatment model concordance rate</th>
<th>Antihypertensive treatment model concordance rate</th>
<th>Lipid-lowering treatment model concordance rate</th>
<th>Risk score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (β) P value</td>
<td>Coefficient (β) P value</td>
<td>Coefficient (β) P value</td>
<td>Coefficient (β) P value</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>-1.1150 &lt;.001</td>
<td>-0.8018 .001</td>
<td>-1.0065 &lt;.001</td>
<td>.0998 &lt;.001</td>
</tr>
<tr>
<td>Heart failure</td>
<td>-.6294 .04</td>
<td>-1.4414 &lt;.001</td>
<td>-1.0416 &lt;.001</td>
<td>.0653 &lt;.001</td>
</tr>
<tr>
<td>Stroke</td>
<td>-.3288 .24</td>
<td>-.4871 .06</td>
<td>-1.1715 &lt;.001</td>
<td>.1210 &lt;.001</td>
</tr>
<tr>
<td>Nephropathy</td>
<td>-.5667 &lt;.001</td>
<td>-1.2648 &lt;.001</td>
<td>-5.182 &lt;.001</td>
<td>-.0072 &lt;.001</td>
</tr>
<tr>
<td>Other Microvascular</td>
<td>-.5382 .001</td>
<td>-.3956 .004</td>
<td>-6.296 &lt;.001</td>
<td>.0552 &lt;.001</td>
</tr>
<tr>
<td>Death</td>
<td>-.4922 .02</td>
<td>-.8872 &lt;.001</td>
<td>-9.835 &lt;.001</td>
<td>.0527 &lt;.001</td>
</tr>
</tbody>
</table>
Medication Pattern

In all patient visits, the percentages of model-concordant visits were 43.30%, 51.25%, and 58.93% for antiglycemic, antihypertensive, and lipid-lowering therapy, respectively. To analyze the distribution characteristics for model concordance, we compared the antiglycemic medication patterns between physicians’ prescriptions and model recommendations.

Figure 5 depicts the medication patterns used by physicians (top panels) and the model (bottom panels) for the three different groups. All patient-visit samples were categorized into three groups based on the current HbA1c as follows: low (<7%), medium (7-9%), and high (>9%). For each group, the medication patterns of physicians’ prescriptions and model recommendations are visualized by 2D histograms, in which the x-axis represents the number of OADs and the y-axis represents the intensity of insulin (a value of 0 indicates no insulin used, 1 indicates single use of basal insulin or prandial insulin, and 2 indicates a premix or combination use of basal and prandial insulin, or others). The color indicates the usage number of corresponding medication patterns. First, Figure 5 shows that medication patterns of model recommendations are consistent with clinical knowledge, as most patients in the low group were prescribed with a single OAD, whereas patients in the medium and high groups showed increased use of multi-OAD, insulin, and insulin plus OAD. Second, the medication patterns of model recommendations are visually similar to those of physicians’ prescriptions in the low group, whereas in the medium and high groups, the patterns of model recommendations are more vigorous than those of physicians’ prescriptions. This indicates that the model learns from the data, showing that active adjustment of the medication for the patients in medium and high groups may be associated with a better clinical outcome.

Discussion

In this work, we built our treatment recommendation model based on 80% of the data in SingHealth Diabetes Registry and evaluated its effectiveness with the remaining 20% of data. The strengths of this retrospective study are two-fold. First, the diabetes registry used for model building and evaluation is of good quality. It consists of the medical records for a large patient population, covers a long-term span of 6 years, and includes different types of diabetes complications (macrovascular and microvascular). Second, the methods used for the evaluation are comprehensive. For the treatment recommendation, we considered the concordance of three types of treatments (antiglycemic, antihypertensive, and lipid-lowering treatment) and evaluated two types of outcomes, namely the control of key indicators in the short term and the occurrences of diabetes complications in the long term.

The treatments are recommended by a combination of a knowledge-driven model and a data-driven model. For the knowledge-driven model, we incorporated renal dosing and contraindications for specific medications so as to align with standards of care. For example, the model will not recommend an increase in the metformin dose in subjects with an estimated glomerular filtration rate (eGFR) <45 mL·min⁻¹·1.73 m⁻² and will recommend the discontinuation of metformin if the eGFR is below 30 mL·min⁻¹·1.73 m⁻² [29]. For the data-driven model, we ranked the candidates by the expected clinical outcomes. In our study, the antiglycemic medications recommended by our model were the same as the actual prescriptions of the
physicians in 43.30% of patient visits. The percentages of model-concordant visits for antihypertensive medications and lipid-lowering medications were 51.25% and 58.93%, respectively. For the treatment recommendation evaluation, patients with more model-concordant treatments had better control of blood glucose (OR 1.73, 95% CI 1.69-1.76), blood pressure (OR 1.26, 95% CI 1.23-1.29), and blood lipids (OR 1.28, 95% CI 1.22-1.35), as well as a lower risk of diabetes complications (coefficients of regression ranging from −1.44 to −0.33). In addition, there was no significant difference (OR 0.97, 95% CI 0.91-1.02) on the risk of hypoglycemia events between model-concordant treatments and model-nonconcordant treatments. These evaluation results suggested that the treatment recommendation model has good potential to guide physicians in prescribing medications that could help to achieve better clinical outcomes.

Our study has some limitations. First, the algorithm was more aggressive in recommending complex treatment regimens than the actual physicians’ prescriptions, especially in the medium and high 
HbA1c groups. The dataset is built based on the EMRs of patients with T2DM. Some information that can influence the choice of a physician’s prescription may be missing in the data. For example, a physician may default to repeating a previous prescription because of the patient’s reluctance to change medications. Such patient preference will not be recorded in the data and hence not used in the treatment recommendation model. This is reflective of “human bias” for less complex treatment regimens in real-world clinical practice. Second, selection bias may exist in this study. For example, when evaluating the long-term clinical outcome, we selected the patients with a number of visits greater than a threshold. As such, newly added patients in 2018 were hardly selected. Third, the unified therapeutic targets were used in this study without considering personalized control targets for individual patients. For example, the control goal of blood glucose was set to 
HbA1c<7% in this study. However, for elderly patients and patients with recurrent hypoglycemia, the HbA1c goal could be less strict. Fourth, the hypoglycemia episodes that did not end up requiring admissions may be reported by the patients but are seldom coded in the EMRs as a blood test or diagnosis that the algorithm can identify [54]. Thus, our analysis only considered severe hypoglycemia events with hospital admissions. Finally, although we performed the PS weighting method and multivariate regression analysis to control for differences in demographic and clinical conditions when evaluating the association between model concordance and clinical outcomes, a conclusion regarding the causal effect of model concordance cannot be made based on the observed association due to the limitations of a retrospective study.

In future work, the treatment recommendation model can be further evaluated in a prospective study by piloting an interactive treatment recommendation system in a real-world clinical practice. Finally, the knowledge-driven and data-driven models need to be optimized regularly to make use of newly collected EMR data, and to incorporate the latest clinical guidelines and new classes of drugs.
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Frustration With Technology and its Relation to Emotional Exhaustion Among Health Care Workers: Cross-sectional Observational Study

Abstract

Background: New technology adoption is common in health care, but it may elicit frustration if end users are not sufficiently considered in their design or trained in their use. These frustrations may contribute to burnout.

Objective: This study aimed to evaluate and quantify health care workers’ frustration with technology and its relationship with emotional exhaustion, after controlling for measures of work-life integration that may indicate excessive job demands.

Methods: This was a cross-sectional, observational study of health care workers across 31 Michigan hospitals. We used the Safety, Communication, Operational Reliability, and Engagement (SCORE) survey to measure work-life integration and emotional exhaustion among the survey respondents. We used mixed-effects hierarchical linear regression to evaluate the relationship among frustration with technology, other components of work-life integration, and emotional exhaustion, with adjustment for unit and health care worker characteristics.

Results: Of 15,505 respondents, 5065 (32.7%) reported that they experienced frustration with technology on at least 3-5 days per week. Frustration with technology was associated with higher scores for the composite Emotional Exhaustion scale ($r=0.35$, $P<.001$) and each individual item on the Emotional Exhaustion scale ($r=0.29$-$0.36$, $P<.001$ for all). Each 10-point increase in the frustration with technology score was associated with a 1.2-point increase (95% CI 1.1-1.4) in emotional exhaustion (both measured on 100-point scales), after adjustment for other work-life integration items and unit and health care worker characteristics.

Conclusions: This study found that frustration with technology and several other markers of work-life integration are independently associated with emotional exhaustion among health care workers. Frustration with technology is common but not ubiquitous among health care workers, and it is one of several work-life integration factors associated with emotional exhaustion. Minimizing frustration with health care technology may be an effective approach in reducing burnout among health care workers.

(J Med Internet Res 2021;23(7):e26817) doi:10.2196/26817
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Introduction
Technological innovation has expanded the horizons of medicine in recent decades [1], but these advances have been accompanied by increased clerical burden among physicians and other health care providers. Electronic health record (EHR) adoption has improved emphasis on quality monitoring, billing accuracy, and research, but it has often resulted in redundant documentation and inefficient workflows [2-6]. As a result, physicians have greatly increased interactions with a variety of health care information technologies (HITs), with their interactions commonly encompassing a combination of direct clinical and nonclinical goals [7]. For example, outpatient physicians now spend up to twice as much time interacting with EHRs as they do with patients [8,9].

Concurrently, symptoms of burnout, including emotional exhaustion, have risen to epidemic proportions, now affecting over 500,000 US physicians and costing the US health care system $4-5 billion annually [10-12]. Fundamentally, medicine is a human-centered endeavor, and technology can enable or distract from this focus. Unfortunately, almost 50% of physicians believe they spend an excessive amount of time on clerical tasks, and many physicians believe EHRs contribute to burnout [13-15]. High EHR task load, time spent on EHRs, and automated in-basket messages have been associated with greater emotional exhaustion [16-21]. Furthermore, the National Academy of Medicine recognizes the associations of administrative burden, technology usability, and time pressure on burnout (all of which may be attributed as EHR or HIT factors), yet the mechanisms underlying these associations are not well described [22].

One potential mechanism relating to HIT use and burnout may be frustration with technology—an emotional reaction to an obstacle preventing the fulfillment of a perceived need [23]. HIT is at risk for inducing frustration among health care workers, by virtue of its complex interfaces, frequent updates as capabilities improve, and deployment within a high-stakes environment that provides limited opportunity for dedicated training [24-26]. If frustration with technology contributes to emotional exhaustion, this would indicate an opportunity to prioritize reducing frustration through better design, training, and implementation as a mechanism to combat burnout [27].

We sought to quantify health care workers’ frustration with technology and its relationship with emotional exhaustion, after controlling for measures of work-life integration (WLI) that may indicate excessive job demands. We hypothesized that higher frustration with technology corresponds to higher emotional exhaustion.

Methods
Study Design and Population
This cross-sectional, observational study is a secondary analysis of the Safety, Communication, Operational Reliability, and Engagement (SCORE) survey distributed via email through the Michigan Health and Hospital Association Keystone Center in 2015 as part of their routine patient safety and quality measurement, allowing a single response per user [28,29]. All employees working 0.5 full-time equivalents or higher in any Michigan hospital for 4 consecutive weeks prior to the survey administration were invited to participate. Confidentiality was assured to the respondents, participation in the survey was voluntary, and no incentives were offered. No questions were randomized or adapted to responses in real-time, no completeness check was enforced, and reviewing of answers was allowed. No cookies, internet protocol address checks, or log files were used to exclude responses. All surveys that contained responses to the scales measuring WLI and emotional exhaustion (described below) were analyzed. Surveys with “not applicable” or missing responses to either of these two scales were excluded. This study was not considered human subjects research by Stanford University and was approved by the institutional review board at Duke University Medical Center (Pro00033155).

Measures
The SCORE survey measures common workplace issues and work setting norms [28,29], including WLI, Emotional Exhaustion, Local Leadership, Learning Environment, Burnout Climate, Teamwork Climate, and Safety Climate scales [28,30,31]. SCORE also contains workforce engagement subscales and demographic questions (ie, number of years in specialty, job position, shift type, and length).

WLI and Frustration With Technology
We assessed WLI using a scale primarily focused on tangible frequencies of activities reflecting the interaction between work and personal responsibilities [28,29,32,33]. Each WLI item begins with the phrase “During the past week, how often did this occur?” The WLI items are as follows: (1) skipped a meal, (2) ate a poorly balanced meal, (3) worked through a shift with no breaks, (4) arrived home late from work, (5) had difficulty sleeping, (6) slept less than 5 hours in a night, and (7) changed personal/family plans due to work.

This WLI scale was originally validated as a 7-item scale as described above (Cronbach $\alpha=.79$ in a validation study [29] and $\alpha=.81$ in the current data set) and later updated with an additional eighth item assessing the frequency that one “felt frustrated with technology” as a key indicator of the ability of technology to facilitate efficient workflows and minimize conflicts between work and personal responsibilities (Cronbach $\alpha=.83$ in a validation study [28] and $\alpha=.81$ in the current data set). The full 8-item WLI scale is the current standard, but for...
the purposes of this study, we calculated WLI scores using the previously validated 7-item WLI scale, separately considering the additional item relating to frustration with technology as our primary independent variable of interest.

Each item spans a 4-point Likert scale (“rarely or none of the time,” “some or a little of the time,” “occasionally or a moderate amount of time,” and “all of the time”). For ease of interpretation, when assessing global correlations, we transposed the mean score of the 7 WLI items onto a scale of 0 to 100 and reversed the valence, with 100 indicating a favorable score (high WLI) and 0 indicating a poor score (low WLI). We similarly transposed frustration with technology onto a scale of 0 to 100, with 100 indicating a poor score (high frustration) and 0 indicating a favorable score (low frustration). For a secondary analysis comparing aggregated scores by work setting, we divided work settings into four quartiles based on the mean frustration with technology score.

### Emotional Exhaustion

The 5-item Emotional Exhaustion scale (Cronbach α=.92) of the SCORE survey is composed of 4 items adapted from the Emotional Exhaustion subscale of the Maslach Burnout Inventory (r=.96-0.98 with the 9-item scale) and a fifth item developed to align with the job demands-resources model of burnout [34-36]. This scale has been validated for use among health care workers as a burnout metric (eg, “Events in my work setting affect my life in an emotionally unhealthy way”), with demonstrated content, internal consistency, and consequence validity for this purpose [28-31,37]. Responses span a 5-point Likert scale from “disagree strongly” to “agree strongly.” We calculated each individual’s emotional exhaustion score by transposing the mean score of the five items onto a scale of 0 to 100, in line with a previous study [38].

The complete SCORE survey alongside derivation, scoring procedures, and reliability data for each of its scales is available on the internet [39].

### Classifications

Individual responses were also categorized by their specific work setting, based on self-reported work location, such as St. Elsewhere Hospital 5 South, Pleasantview Pediatrics Clinic, and Mercy Health Systems Billing Department (fictional names). Each work setting thus reflects a grouping of respondents who work together as a team, regardless of each respondent’s individual role. Work settings were classified as direct patient care (clinical) or indirect patient care (nonclinical, including administrative or billing departments). Work settings providing direct patient care were further classified as either intensive/emergency or acute; surgical or medical; and inpatient, outpatient, or mixed inpatient/outpatient. To maintain confidentiality and reduce risk of response bias from small samples, respondents from work settings with fewer than 5 total respondents were excluded from correlation and regression analyses.

### Statistical Analysis

Descriptive statistics are presented as mean and SD values, or frequencies and percentages as appropriate. We compared group means by performing two-tailed t tests. We evaluated agreement in frustration with technology scores within work settings by using weighted Cohen kappa agreement analysis. As a first step insight-generation analysis, we evaluated Pearson correlations among survey items by using mean scores aggregated by work setting and weighted by the number of responses, avoiding the assumptions of identically distributed observations across work settings and of nested results (eg, health care workers within work settings) [40]. In our primary analysis, we evaluated the independent relations between frustration with technology score, other measures of WLI, and the outcome of emotional exhaustion by using a single mixed-effect generalized linear regression model, with work setting as random intercept, and job position, number of years in specialty, and work setting classifiers as fixed effects. We also performed, as a sensitivity analysis, a secondary validation to control for any available potential confounding factor that the primary regression may have omitted. We leveraged the statistical machine learning method lasso [41,42] to select relevant covariates from a large set of 36 potential covariates and re-ran our regression. Analyses were performed using Stata/IC software (version 15.1; StataCorp LLC). We used simple Bonferroni correction to account for multiple comparisons. With a total of 11 comparisons (8 independent items in the regression model, plus 3 t tests of adjacent quartiles) and a desired family-wise error rate of <0.05, two-tailed P values <.0045 were considered statistically significant.

### Results

Of the 23,853 distributed surveys, 16,797 were returned (70.4% response rate). Of these, 915 indicated that technology use was “not applicable” to them and 377 had incomplete responses, resulting in 15,505 complete responses for further analysis. Descriptive statistics are presented in Table 1. The most frequently represented positions among all respondents (N=15,505) were nurses (n=4316, 27.8%), technologists and technicians (n=1890, 12.2%), and administrative support personnel (n=1800, 11.6%). The majority of respondents (n=10,284, 66.3%) reported 5 or more years in their current specialty. Nearly half (n=7286, 47.0%) of the respondents were from units not providing direct patient care, 9.0% (n=1398) were from units providing intensive or emergency care, and 10.0% (n=1559) were from units providing surgical care. Of the 1140 work settings represented, 818 (71.8%) had 5 or more unique respondents and were included in regression analyses.
Table 1. Characteristics of survey respondents (N=15,505) from 1140 different work settings (818 work settings had 5 or more respondents).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participant, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Position</strong></td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>4316 (27.8)</td>
</tr>
<tr>
<td>Technologist/Technician</td>
<td>1890 (12.2)</td>
</tr>
<tr>
<td>Admin support</td>
<td>1800 (11.6)</td>
</tr>
<tr>
<td>Admin/Manager</td>
<td>1238 (8.0)</td>
</tr>
<tr>
<td>Clinical support</td>
<td>839 (5.4)</td>
</tr>
<tr>
<td>Therapist</td>
<td>696 (4.5)</td>
</tr>
<tr>
<td>Nurses’ aide</td>
<td>626 (4.0)</td>
</tr>
<tr>
<td>Physician</td>
<td>431 (2.9)</td>
</tr>
<tr>
<td>Environmental support</td>
<td>288 (1.9)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>226 (1.5)</td>
</tr>
<tr>
<td>Physician assistant</td>
<td>105 (0.7)</td>
</tr>
<tr>
<td>Other</td>
<td>3050 (19.7)</td>
</tr>
<tr>
<td><strong>Years in specialty</strong></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>3056 (20.0)</td>
</tr>
<tr>
<td>3-4</td>
<td>1933 (12.7)</td>
</tr>
<tr>
<td>5-10</td>
<td>3374 (22.1)</td>
</tr>
<tr>
<td>11-20</td>
<td>3684 (24.1)</td>
</tr>
<tr>
<td>21 or more</td>
<td>3226 (21.1)</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
</tr>
<tr>
<td>Indirect patient care</td>
<td>7286 (47.0)</td>
</tr>
<tr>
<td>Direct patient care</td>
<td>8219 (53.0)</td>
</tr>
<tr>
<td>Acute care</td>
<td>6821 (44.0)</td>
</tr>
<tr>
<td>ICU(^a)</td>
<td>1398 (9.0)</td>
</tr>
<tr>
<td>Medical</td>
<td>6660 (43.0)</td>
</tr>
<tr>
<td>Surgical</td>
<td>1559 (10.0)</td>
</tr>
<tr>
<td>Inpatient</td>
<td>4344 (28.0)</td>
</tr>
<tr>
<td>Mixed</td>
<td>3045 (19.6)</td>
</tr>
<tr>
<td>Outpatient</td>
<td>830 (5.4)</td>
</tr>
<tr>
<td><strong>Shift</strong></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>10,979 (70.8)</td>
</tr>
<tr>
<td>Night</td>
<td>2250 (14.5)</td>
</tr>
<tr>
<td>Swing</td>
<td>817 (5.3)</td>
</tr>
<tr>
<td>Other</td>
<td>1214 (7.8)</td>
</tr>
<tr>
<td><strong>Shift length (hours)</strong></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7889 (50.9)</td>
</tr>
<tr>
<td>10</td>
<td>1272 (8.2)</td>
</tr>
<tr>
<td>12</td>
<td>4091 (26.4)</td>
</tr>
<tr>
<td>Flexible</td>
<td>874 (5.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1211 (7.8)</td>
</tr>
<tr>
<td><strong>Frustration with technology</strong></td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>6310 (40.7)</td>
</tr>
</tbody>
</table>
Work setting correlations among frustration with technology, WLI items, and emotional exhaustion responses are illustrated in Multimedia Appendix 2 and tabulated in Multimedia Appendix 3. Frustration with technology was positively correlated with the full Emotional Exhaustion scale ($r=0.35$) as well as each individual item on the scale ($r=0.29-0.36$). The reverse-transposed WLI scale was negatively correlated with the Emotional Exhaustion scale and its individual items ($r=-0.55$ to $-0.63$). Each individual WLI item was correlated with the Emotional Exhaustion scale and its individual items, with the smallest correlations for “arrived home late from work.”
In our primary analysis, frustration with technology and six of the seven WLI items were independently related to emotional exhaustion in multivariable modeling, each associating with a 0.34- to 2.06-point increase in the emotional exhaustion score for each 10-point change (on a 100-point scale), as shown in Table 2. Frustration with technology was associated with a 1.23-point (95% CI 1.07-1.38) increase in the emotional exhaustion score, and it was second only to difficulty sleeping out of the WLI items most strongly associated with emotional exhaustion. For example, an increase in frustration with technology score from 30 to 40 would correspond to a 1.23-point increase in the emotional exhaustion score, all else being equal. The frequency of sleeping less than 5 hours a night was the only WLI item that was not independently associated with emotional exhaustion. Results were similar when stratified by direct patient care versus indirect patient care. The results of our sensitivity analysis, as shown in Multimedia Appendix 4, are aligned with our primary regression model.

Table 2. Frustration with technology and work-life integration as independent predictors of emotional exhaustion.

<table>
<thead>
<tr>
<th>Work-Life Integration scale item</th>
<th>β</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Felt frustrated by technology</td>
<td>1.23</td>
<td>1.07 to 1.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Had difficulty sleeping</td>
<td>2.06</td>
<td>1.88 to 2.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Changed personal/family plans because of work</td>
<td>.99</td>
<td>.80 to 1.18</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worked through a day/shift without any breaks</td>
<td>.87</td>
<td>.69 to 1.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Arrived home late from work</td>
<td>.82</td>
<td>.64 to 1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ate a poorly balanced meal</td>
<td>.67</td>
<td>.49 to 0.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Skipped a meal</td>
<td>.34</td>
<td>.14 to 0.54</td>
<td>.001</td>
</tr>
<tr>
<td>Slept less than 5 hours in a night</td>
<td>.01</td>
<td>-0.18 to 0.19</td>
<td>.94</td>
</tr>
</tbody>
</table>

*Estimates via a single multivariable mixed model with work setting as random intercept. Beta coefficients reflect the change in emotional exhaustion score for each 10-point increase in frustration or work-life integration item (100-point scale) evaluated among 12,528 respondents in 818 work settings, adjusted for job type, years of experience, patient care type (intensive care vs not, surgical vs not, inpatient vs not), and direct patient care vs indirect patient care.

Our secondary analysis relating frustration with technology and emotional exhaustion aggregated within work settings is shown in Figure 2. Work settings with higher mean frustration with technology scores (distributed into quartiles) had higher emotional exhaustion scores. Mean emotional exhaustion scores ranged from 29.0 (SD 18.7, 95% CI 25.6-32.3) in the lowest quartile to 47.3 (SD 19.1, 95% CI 43.9-50.7) in the highest quartile. Results were similar when stratified by direct patient care versus indirect patient care.
Discussion

This study found that frustration with technology varies with health care worker role and among individuals within work settings. Frustration with technology and 6 of 7 WLI items are independently associated with emotional exhaustion. Although frustration with technology was higher among direct clinical providers, similar relationships with emotional exhaustion were apparent for respondents engaged in direct patient care compared to those engaged in indirect patient care.

These results highlight and build on the evidence relating health care workers’ user experience with well-being outcomes [16,43,44]. HIT differs from consumer technology in that the purchaser (e.g., health care administration) often has different...
priorities than the end users (health care workers), making user experience less incentivized as a driver in technology development. Although the purchaser’s incentives (eg, improving patient care quality and communication, facilitating accurate reimbursement, and developing research and analytics infrastructure) are undeniably important, our findings highlight the need for attention to user experience with HIT [45]. Recently, physician-reported EHR usability was reported to be in the bottom 10th percentile relative to system usability scores in other industries, but physicians reporting better EHR usability had lower odds of burnout [26].

Frustration with technology may arise from discrepancies between expectations and reality [24]. Particularly in settings in which EHRs or other HITs were rapidly implemented, health care workers’ expectations of the benefits of these technologies may not have been accurately set, features may not have been fully explained, or efficient use of the interface may not have been taught [46,47]. The Health Information Technology for Economic and Clinical Health (HITECH) Act of 2009 that incentivized the adoption of HIT was effective at encouraging transition to EHRs, but rapid adoption may have precluded adequate attention to end-user input, development of interoperability standards, setting realistic expectations, or education on the use of new technologies [1,48-50].

Emotional exhaustion, the key construct of burnout evaluated in this study, reflects a depleted state arising from excessive demands, continuous stress, or insufficient resources [34,35,51-54]. If an EHR requires many clicks or otherwise inefficient workflows to accomplish tasks, this would translate to increased job demands. Alternatively, if inadequate training results in a health care worker not knowing how to use the interface effectively, this lack of knowledge translates to insufficient resources to use the available tools. In both cases, frustration with technology may develop as an indicator of imbalanced job demands and resources.

In our primary analysis, frustration with technology was found to be associated with burnout independently of other markers of WLI. This association was not as strong as the one observed for difficulty sleeping, consistent with observations that sleep disturbance may itself be an indicator of psychological distress [55]. However, it was similar in magnitude to the associations for other items reflecting excessive workload or workplace inefficiencies, such as changing personal/family plans because of work, working a shift without any breaks, or arriving home late from work. This pattern of findings suggests that frustration with technology is more closely related to an imbalance between job demands and resources, and it is less similar to psychological distress markers.

At the work-setting level, average frustration with technology was significantly associated with higher emotional exhaustion, which indicates a potential climate-like effect of frustration with technology, similar to that observed for WLI [28]. However, agreement among respondents from the same work setting was low, suggesting that much of frustration with technology is rooted at the individual level rather than the work-setting level (ie, the individual’s experience with technology rather than problems with the technology itself). Even work settings with the highest average frustration with technology scores still contained individuals reporting low frustration, suggesting against the notion that frustration is inevitable or inextricably linked to HIT. Different individuals may have vastly different experiences using the same technology, related to their specific worker tasks, training, personal expectations, comfort with the technology, and acceptance of change [56].

Of note, frustration with technology was only moderately correlated with frustration with one’s job in general, indicating that frustration with technology can occur without generalized job frustration and that individuals may remain motivated to take action to reduce their frustrations. This pattern of findings suggests that ensuring all individuals receive adequate support and training may be effective at reducing frustration with technology, rather than focusing only on making extensive changes to the technology or the user interface itself.

Several practical steps may be taken to reduce the frequency of frustration with technology among health care workers. Although details will require tailoring to specific settings, tasks, and technologies available, our findings suggest an approach of educating and supporting individuals experiencing the most frequent frustrations. Recent studies have described the use of supplemental EHR training to improve comfort with technology and ability to work more efficiently [57,58]. Interventions at the work-setting level may also include measuring and reducing individual workloads, such as employing scribes to assist with clinical documentation, transitioning to team-based documentation and inbox management, or automating data-entry tasks [59-72]. Finally, interventions to reduce workloads placed on the system could have the broadest benefits, but it would likely require changes to current payment structures that promote lengthy documentation and labor-intensive payment authorizations [73].

This study must be interpreted in the context of its design. As a cross-sectional, observational study, it cannot determine causality or directionality of the observed correlations (ie, whether frustration with technology induces burnout, burnout amplifies frustrations, and/or an external factor influences both). Although we were able to adjust for many potential confounders in our regression model, it is possible that residual confounding from unobserved variables such as age or prior experience with technology remains. Emotional exhaustion was also evaluated, but it does not capture other manifestations of burnout such as depersonalization. The 100-point emotional exhaustion scale we used differs from scores generated by other burnout instruments and cannot be used to directly compare effect sizes from studies using different instruments; however, methods to approximate estimates from disparate instruments have been previously described [74]. Although we used the 7-item WLI scale in this study, the 8-item version is commonly used, internally consistent (Cronbach α=0.81 for this sample), and appears to add a unique element to the WLI assessment as evidenced by the results presented here.

The response rate of over 70% compares favorably with other studies of this magnitude and exceeds commonly accepted thresholds for survey-based research; however, there may remain some sampling bias, and it is possible that physicians in
particular were relatively underrepresented in this sample [75,76]. Similarly, although the survey was confidential, as with any self-reported measures, the responses may be susceptible to recall bias or social desirability bias. The survey respondents reflect a wide variety of health care roles and work settings, with varying interactions with technology. Furthermore, even though many of the direct and indirect patient care roles included in this study heavily feature EHR use, these and other respondents may have referenced other use of technology in their responses, and we did not conduct interviews to further characterize their responses. Prior qualitative research has found that specific drivers of HIT frustration vary among individuals, tasks, and settings [47,77]. Our findings are thus reflective of the overall conceptual relationship between frustration and emotional exhaustion but are unable to provide conclusions regarding any particular piece of technology or source of frustration. Additional research will be necessary to further delineate the specific sources and scope of frustration with technology across health care worker roles, as these data may provide more granular insights of potential interventions to reduce frustrations. Although this survey was administered within a single US state, the Michigan Health and Hospital Association Keystone Center includes all 175 hospitals from 20 health systems within Michigan, making our results likely to be generalizable to community and academic hospitals across the United States.

It remains unknown whether reducing frustrations with technology through improved training, updated interfaces, or redistributed tasks will be effective in reducing burnout. Longitudinal observational studies may enhance our understanding of the directionality of these relationships, but prospective trials will be needed to fully evaluate the effect of interventions to improve health care worker user experience and well-being.

In conclusion, frustration with technology and difficulty sleeping were the biggest WLI factors associated with emotional exhaustion across direct and indirect patient care settings. Interventions designed to reduce health care workers' frustration with technology and improve other aspects of WLI may be effective strategies to reduce burnout among health care workers.
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Abstract

Background: Web-based screening may be suitable for identifying individuals with presymptomatic latent diseases for recruitment to clinical studies, as such people do not often visit hospitals in the presymptomatic stage. The promotion of such online screening studies is critical to their success, although it remains uncertain how the effectiveness of such promotion can differ, depending on the different promotion methods, domains of interest, or countries of implementation.

Objective: The Japanese Trial-Ready Cohort (J-TRC) web study is our ongoing online screening registry to identify individuals with presymptomatic Alzheimer disease (AD), aimed at facilitating the clinical trials for AD prevention. Within the first 9 months of its 2019 launch, the J-TRC web study recruited thousands of online participants via multiple methods of promotion, including press releases, newspaper advertisements, web advertisements, or direct email invitations. Here, we aimed to quantitatively evaluate efficacy and cost-effectiveness of each of these multimodal promotion methods.

Methods: We applied the vector-autoregression model to assess the degree of contribution of each type of promotion to the following target metrics: number of daily visitors to the J-TRC website, number of daily registrants to the J-TRC web study, daily rate of registration among visitors, daily rate of eligible participants among registrants, and median age of daily registrants. The average cost-effectiveness for each promotion method was also calculated using the total cost and the coefficients in the vector-autoregression model.

Results: During the first 9 months of the reviewed period from October 31, 2019 to June 17, 2020, there were 48,334 website visitors and 4429 registrations (9.16% of 48,334 visitors), of which 3081 (69.56%) were eligible registrations. Initial press release reports and newspaper advertisements had a marked effect on increasing the number of daily visitors and daily registrants. Web advertisements significantly contributed to the increase in daily visitors (P<.001) but not to the daily registrants, and it also lowered the rate of registrations and the median age of daily registrants. Website visitors from the direct email invitation sent to other cognitive registries seem to have registered with the highest reliability. The calculated average cost-effectiveness for the initial press release was US $24.60 per visitor and US $96.10 per registrant, while the calculated average cost-effectiveness for the newspaper advertisements was US $28.60 per visitor and US $227.90 per registrant.

Conclusions: Our multivariate time-series analysis showed that each promotion method had different features in their effect of recruiting participants to the J-TRC web study. Under the advertisement condition settings thus far, newspaper advertisements
and initial press releases were the most effective promotion methods, with fair cost-effectiveness that was equivalent to earlier online studies. These results can provide important suggestions for future promotions for the recruitment of presymptomatic participants to AD clinical trials in Japan.

*(J Med Internet Res 2021;23(7):e26284)* doi:10.2196/26284
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**Introduction**

Web-based clinical studies are rapidly growing in importance to become one of the promising methods of clinical research [1], especially, in the era of COVID-19 [2]. In addition to targeting already developed diseases, a web-based approach such as an online survey may also be particularly suitable to target presymptomatic, latent diseases [3-5] or for presymptomatic disease screening [6], because asymptomatic individuals cannot always be expected to visit hospitals of their own volition.

Study advertising to reach the target population is critical to the success of web-based clinical studies [1,7]. Currently, there are several types of methods available to promote clinical studies [3-6,8-13], such as advertisements in standard media like newspapers [14] or television [8], online advertisements (eg, Google, Yahoo, or Facebook) [1], social media posts (eg, Facebook, Twitter, or Instagram) [8], direct phone calls or emails [8,15], or word of mouth [9]. Which of these modalities may be more effective for the target population might vary depending on the disease domain of interest, design of the clinical study, or regional environments associated with the clinical studies [5]. For example, it is reported that Japanese people in their 60s regard the newspaper as the more reliable news media than the internet or television [16], which suggests that newspaper advertisements may be more suitable than online advertisements to reach older people and to appeal them to participate in clinical studies of age-related diseases. However, the current evidence on methods that recruit web-based clinical studies are mainly based on those associated with smoking cessation [8], mental health [1], hypertension [17], or cancer [18]. Evidence was especially limited in terms of their employment in the field of neurological diseases, except for a very few earlier studies using online recruitment for prevention trials of Alzheimer disease (AD) [19].

Individuals with preclinical AD, which corresponds to the presymptomatic stage of AD where patients exhibit the earliest pathological changes in the brain but without significant cognitive decline [20-23], have now been focused on as primary targets of AD clinical trials. As they are asymptomatic, AD researchers often recruit participants via an online screening registry. This method has a problem similar to earlier web-based clinical interventions in other domains: how to promote recruitment for preclinical AD screening studies with limited research funds while incorporating the characteristics of preclinical AD individuals as the target group.

Since 2019, we have been conducting the Japanese Trial-Ready Cohort (J-TRC) web study [24] (limited to Japanese domestic access only) (Figure 1), as one such online screening registry of preclinical AD [25]. Within the first 9 months of its 2019 launch, the J-TRC web study has recruited more than 4000 online participants from all over Japan [26] via multiple modalities of promotions (Figure 1A), including press releases, newspaper advertisements, web advertisements (Figure 1B), and direct email invitations sent to another related registry. Among the website visitors, those who were willing to participate in the study proceeded to study registration (Figure 1C) and were screened for their web-based cognitive performance every 3 months to further refer them to the successive in-person study (Figure 1E), aiming to build a large Japanese cohort of preclinical individuals ready for the AD clinical trials (Figure 1F).

Studies of the detailed features or differences in the effectiveness of these promotion methods in the context of the J-TRC web study promotion will be informative for the future planning of promotions for similar settings of presymptomatic online screening registries, regardless of the disease domain. However, in the J-TRC web study promotion, these promotion methods were conducted using a combined approach, with unignorable overlap in their timings during the same period. Thus, a direct comparison of the effectiveness between these different methods is impossible. Therefore, by applying a multivariate time-series analysis, we quantitatively evaluated the efficacy and cost-effectiveness of each of these promotion methods. Our study will also be informative to fill the gap in evidence about the difference in the effectiveness of several methods to promote web-based clinical studies between different countries (primarily between Japan and Western countries), since the earlier online clinical studies have come from Western countries where clinical trial environments are different from those in Japan.
Methods

Ethics

The J-TRC web study was approved by the University of Tokyo Graduate School of Medicine Institutional Ethics Committee (ID: 2019132NI-(3)), and online informed consent was obtained from each participant upon registration for the analysis during collection of basic demographic information of the registrant. Upon using the J-TRC website, users are required to agree to the terms of use and the privacy policy of the website.

J-TRC Web Study Promotions

The details about the J-TRC web study were described in our recent report [26]. We were helped by Hakuhodo Inc [27] for the advertising and public relations of the J-TRC web study. The J-TRC web study has recruited more than 4000 online registrants from all over Japan within the first 9 months of its launch in October 2019. The promotion was conducted using multiple advertisement methods (Figure 1A), including a press release concurrent with the launch, advertisements in national newspapers, online advertisements, and direct email invitations to participants of another cognitive registry. These promotions were essentially performed one by one, but their timing interval, frequency, and duration period differed greatly, and they may have overlapped at some points. Financial incentives (eg, reward payments) [10] were not used. In this study, we reviewed the time-series data of promotions and the successive change in the target metrics during the consecutive period from October 31, 2019 to July 16, 2020 (for a total of 260 days).

After we conducted an initial press release simultaneously with the web study launch on October 31, 2019, the launch was reported by the media via newspapers or their websites or introduced by health-related web articles. This motivated target individuals to access the J-TRC web study website (we refer to this type of promotion as “press release reports” here). The J-TRC web study website is written in Japanese, and access to it is limited to domestic connection only. Since these press report activities were not advertisements and solely relied on the voluntary work of news media, we could not directly control the degree and range of the reports’ exposure in the media. Costs required for the initial press release, including the venue and equipment fee, was Japanese yen (JP ¥)7,620,000 in total. A currency exchange rate of US $1 = JP ¥108 was applicable on October 31, 2019. We confirmed the published date of newspaper reports or website articles introducing the J-TRC study using Nikkei Telecom [28], a large Japanese database covering newspapers, TV news, and magazines published in Japan. The impression data for each article were not available. Reports on radio news or other social media were not reviewed, as we were not able to access the reports on these media. The promotion press release reports were further separately treated, depending on the date of reports: whether it was reported within the first week (during which promotion activity was performed) or later, following the launch of the J-TRC web study.

Advertisements on the web were conducted in 2 ways: (1) listing advertising and (2) banner advertising. The listing advertisements (referred to as “web listing advertisements” here) used Google Ads [29] and Yahoo! Japan Ads [30] to display advertising texts recruiting J-TRC web study participants by specifically targeting internet users who were 60 years or older and searched for keywords associated with dementia, such as “物忘れ” (a Japanese word meaning “memory loss” or “memory impairment”), “記憶障害” (ie, “memory loss” or “memory impairment”), “認知症” (ie, “dementia”), “アルツハイマー病” (ie, “Alzheimer disease”), “レビー小体型認知症” (ie, “dementia with Lewy Bodies”), or “軽度認知障害” (ie, “mild cognitive impairment”) on the Google or Yahoo! search engines. Clicking the advertising sentence displayed on the search result directly connected the user to the J-TRC website (Figure 1C), which is counted as a one-time website visit. The listing advertising was conducted during the period...
from December 12, 2019 to January 25, 2020 (for a total of 42 days), with a total budget of JP ¥4,200,000. There were 2,919,186 impressions, among which there were 24,024 clicks (click rate 0.82%) in total with Yahoo! Japan Ads (JP ¥114 per visitor). There were 428,104 impressions, among which there were 11,183 clicks (click rate 2.61%) in total with Google Ads (JP ¥123 per visitor).

Web banner advertising promotion (referred to as “web banner advertisement” here) was conducted during the period of Dec 12, 2019 to Mar 20, 2020 (for a total of 100 days), with a total budget of JP ¥1,468,000. Web banner advertisement, as exemplified in Figure 1B, was displayed on the dementia-related web article pages of Medical Note [31], a medical web media. Clicking the banner advertising also directly transferred the user to the J-TRC website (Figure 1C), as with the web listing advertisement. This advertisement received 286,231 impressions, of which 1,138 produced clicks (click rate 0.4%) in total (JP ¥1289 per visitor), as summarized in Table 1.

Table 1. Summary of costs required for each promotion method.

<table>
<thead>
<tr>
<th>Promotion method</th>
<th>Total cost, JP ¥ab</th>
<th>Total visitors to website</th>
<th>Actual cost per visitor, JP ¥b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Press release reports (1st and 2nd week+)</td>
<td>7,620,000</td>
<td>—c</td>
<td>—</td>
</tr>
<tr>
<td>Newspaper advertisement</td>
<td>6,300,000</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Web listing advertisement</td>
<td>4,102,124</td>
<td>35,207</td>
<td>116.6</td>
</tr>
<tr>
<td>Web banner advertisement</td>
<td>1,468,000</td>
<td>1,138</td>
<td>1289</td>
</tr>
<tr>
<td>Email invitation to IROOPd</td>
<td>0°</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aJP ¥: Japanese yen.
bA currency exchange rate of US $1 = JP ¥108 was applicable on October 31, 2019.
c—: not available.
eSending the emails did not require any cost by itself.

Advertisements in the national newspaper (referred to as “newspaper advertisement” here) were conducted twice in total. The first ran on February 13th, 17th, and 19th of 2020 in The Yomiuri Shimbun [32] morning and evening editions, with a total cost of JP ¥2,300,000, with advertisements announcing the holding of a public seminar on the latest dementia research and the introduction of the J-TRC study. The second promotion ran on March 21, 2020 in The Yomiuri Shimbun morning edition, with a cost of JP ¥4,000,000 to advertise the J-TRC study directly. Advertisements in local and regional newspapers were not used.

The direct email invitations were sent twice in total to participants in the Integrated Registry of Orange Plan (IROOP; referred to as “email invitation to IROOP” here) [33]. The IROOP is a multiple-layered cognitive registry aimed at developing a better understanding of dementia, improving dementia care management, and facilitating dementia clinical trials [33]. The IROOP participants receive regular cognitive tests and some useful information about dementia clinical studies. Sending the emails did not require any cost by itself.

Effectiveness Assessment of Promotions

As shown in Figure 2, the timing interval, frequency, and duration of each promotion method differed greatly; these promotions were conducted in a combined manner. Figure 2 shows a time-series increase in the number of daily visitors to the J-TRC web study website (black line) and the number of daily registrants to the J-TRC web study (red line). Exposure to each promotion method is represented by the vertical or horizontal lines: green lines correspond to the day when press reports were published within the first week after the study launch, brown lines correspond to the day when email invitations to the IROOP registry were sent. The orange horizontal lines correspond to the period during which web listing advertisements were carried out, and the orange horizontal dotted line corresponds to the period during which web banner advertisements had been displayed.
We cannot always clearly separate which promotion method, by itself, led to increases in the target metrics (eg, daily number of visitors or registrants in Figure 2), so we used the vector-autoregression (VAR) model as a multivariate time-series analysis to avoid cross-contamination on the effects of different promotion methods. We used R package vars [34] to perform the VAR model calculation, and the adequate lag order was determined to be 1 based on the Akaike’s Information Criteria. The following equations describe the VAR model used in this study with a lag order of 1:

\[ Y_{1,t} = c + \phi_{11}Y_{1,t-1} + \phi_{12}Y_{2,t-1} + \phi_{13}Y_{3,t-1} + \phi_{14}Y_{4,t-1} + \epsilon_{1,t} \]  

(1)

\[ Y_{k,t} = c_k + \phi_{k1}Y_{1,t-1} + \phi_{k2}Y_{2,t-1} + \phi_{k3}Y_{3,t-1} + \phi_{k4}Y_{4,t-1} + \phi_{k5}Y_{5,t-1} + \phi_{k6}Y_{6,t-1} + \phi_{k7}Y_{7,t-1} + \phi_{k8}Y_{8,t-1} + \epsilon_{k,t} \]  

(k = 2, 3, ... 8)  

(2)

Value \( Y_1 \) is one of the target metrics we aimed to evaluate, representing the number of daily new visitors to the J-TRC website (ie, “daily visitors” in this study), the number of daily new registrants to the J-TRC web study (ie, “daily registrants”), the daily registration rate among daily visitors (registration rate = daily visitors/registrants; ie, “daily conversion rate”), daily rate of eligible registrants to the J-TRC web study among all daily registrants (eligible registrant rate = eligible registrants/total registrants; ie, “daily eligibility rate”), or the median age of daily eligible registrants (ie, “registrants’ age”). Daily data of these metrics and other eligible participants’ demographics were extracted from the data server of the J-TRC study, for which management is entrusted to Nittetsu Hitachi Systems Engineering, Inc [35]. Eligibility for participation in the J-TRC web study was defined as follows: participants who had completed the registration and demographic input, provided informed consent for study participation, had no prior history of a dementia or AD diagnosis, and were aged from 50 to 85 years old at the time of registration [26].

Values \( Y_2 \) through \( Y_7 \) are the daily binary exposure statuses (with or without, regardless of the degree of impressions) to each of the promotion modalities as follows: \( Y_2 \) stands for the initial press release reports within the first week since launch, \( Y_3 \) stands for the press release reports after the first week since launch, \( Y_4 \) stands for the national newspaper advertisements, \( Y_5 \) stands for the web listing advertisements, \( Y_6 \) stands for the web banner advertisements, and \( Y_7 \) stands for the email invitations to IROOP. In addition, we used Google Trends’ [36] results to incorporate general nationwide trends [37] of interest in dementia in Japan, irrespective of the promotional activities of the J-TRC study. We allocated \( Y_8 \) to the daily trend in the relative search volume in Google Trends, where the maximum daily count of searches for “dementia” (in its corresponding Japanese keyword) within the included period is equal to 100%. Trends in social media such as Twitter were not incorporated, because the J-TRC web study and its related keywords had hardly ever been tweeted about (as confirmed in September 2020). As we had confirmed that a few series of variables, including \( Y_1 \)-\( Y_8 \), were not stationary via the augmented Dickey-Fuller test with R package tseries [38], we did not calculate Granger causality. The obtained coefficients \( \phi_{12} \) through \( \phi_{18} \) in Equation 1 correspond to the effect sizes of change in the target metric \( Y_1 \) at 1 day following the application of each promotion modality (\( Y_2 \) through \( Y_8 \)) on the previous day.

The coefficients of promotion methods were further used to derive cost-effectiveness (costs in JP ¥ required to achieve 1
Although the total number of impressions and clicks following the use of advertisements were available in the case of web advertising, such data were not available for press releases, newspaper advertisements, or email invitations. Therefore, we calculated the average cost-effectiveness of each promotion method using the following equation:

\[
\text{Mean cost-effectiveness} = \frac{\text{(Total cost of 1 promotion method)}}{\text{(Estimated coefficients of the method [for daily visitors or daily registrants] × Total days spent on that method)}}
\]

The cost-effectiveness of email invitations to the IROOP registry could not be evaluated adequately as it required no substantial costs.

Validation
We additionally conducted promotions by newspaper advertisements alone in February to March 2021, of which data we used to validate the effectiveness of newspaper advertisements as calculated above, thereby attempting to further reduce the risk of cross-contamination of different promotion methods. This was again examined by applying the VAR model, where included variables were limited to \(Y_4\) and \(Y_8\) in Equation 1 and Equation 2.

Statistical Analysis
All the above data handling and analyses were performed using R 3.5.1 (R Foundation for Statistical Computing, Vienna, Austria). A \(P\) value <.05 was considered as significant if not otherwise mentioned. To summarize the continuous value, we used the mean and SD. To summarize the geographical distribution of eligible registrations across Japan, we used R packages choroplethr [39] and choroplethrAdmin1 [40].

Results
Overview of Serial Daily Records in the Target Metrics
During the review period from October 31, 2019 to June 17, 2020, there were 48,334 website visitors, 4429 registrations (eligible or not; 9.16% of all 48,334 website visitors), and 3081 eligible registrations (69.56% of all 4429 registrations). The basic demographics of the eligible participants were as follows: mean age was 62.3 (SD 8.8) years at registration, 54.79% (1688/3081) were female, and 40.28% (1241/3081) had a family history of dementia or AD. Prefecture-level geographical distribution of the number of eligible registrants across Japan is shown as a choropleth map with a scale of natural logarithms in Figure 1D. Regional differences in the number of eligible registrants are apparent, reflecting the basic population by prefecture.

Time series of the number of daily visitors to the website and the number of daily registrants to the J-TRC web study are plotted in Figure 2. By visual inspection, both the number of daily new visitors (black line) and the number of daily new registrants (red line) prominently increased during the first week, along with the initial press release reports (represented by green vertical lines). The number of daily visitors gradually decreased thereafter, occasionally showing a transient mild surge following the press release reports and web article publications. Not all the small surges correspond with the timings of the press release reports and web articles we annotated (represented by green or brown vertical lines), partly because we cannot capture all the published newspaper, web, or magazine articles by Nikkei Telecom. Web advertisements (listings or banners, represented by horizontal orange lines) greatly contributed to the number of daily visitors but seemed not to affect that of daily registrants. Newspaper advertisements (represented by blue vertical lines) significantly contributed to the transient increase in daily visitors (\(P<.001\)) and daily registrants (\(P=.001\)). Email invitations to IROOP registrants seemed to mildly increase the number of daily visitors. During the period when no promotions were conducted (eg, June 2020), the mean number of daily visitors was 23.4 (SD 8.5) visitors per day, and the mean number of daily registrants was 1.6 (SD 1.5) registrants per day.

Efficacy of Advertisements in Vector Autoregression Model
We quantitatively assessed the above visual inspection by multivariate time-series analysis using the VAR model. Table 2 presents the result coefficients and their adjusted \(P\) values in the VAR model with a lag order of 1. When we had employed 1 promotion method (shown in rows) over 1 day, the contribution of that method in changing the target metric (shown in columns) on the next day (with delay=1 day) is quantified as the coefficient value of the corresponding cell. For example, the press release reports at 1 day (within the first week) contributed to an increase of 716.6 in daily website visitors on the next day.
### Table 2. Result coefficients of vector-autoregression model (2019-2020).

<table>
<thead>
<tr>
<th>Promotion method</th>
<th>Y₁ (effect on):</th>
<th>Daily visitors</th>
<th>Daily registrants</th>
<th>Daily conversion rate</th>
<th>Daily eligibility rate</th>
<th>Registrants’ age</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Y₂ (press release reports, 1st week)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>716.6</td>
<td>183.6</td>
<td>8.9</td>
<td>−8.4</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.06</td>
<td>.54</td>
<td>.84</td>
<td></td>
</tr>
<tr>
<td><strong>Y₃ (press release reports, 2nd week +)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>88.9</td>
<td>11.8</td>
<td>0</td>
<td>−7.5</td>
<td>−3.7</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.28</td>
<td>.52</td>
<td>.99</td>
<td>.53</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td><strong>Y₄ (newspaper advertisements)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>509.3</td>
<td>64</td>
<td>−2.2</td>
<td>−1.3</td>
<td>−2.4</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.001</td>
<td>.60</td>
<td>.92</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td><strong>Y₅ (web listing advertisements)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>486.6</td>
<td>6.7</td>
<td>−4.5</td>
<td>−14.8</td>
<td>−4.4</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.001</td>
<td>.38</td>
<td>.008</td>
<td>.003</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td><strong>Y₆ (web banner advertisements)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>−40.4</td>
<td>−6.2</td>
<td>−2.5</td>
<td>2.5</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.12</td>
<td>.29</td>
<td>.06</td>
<td>.50</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td><strong>Y₇ (email invitations to IROOP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>−3.1</td>
<td>23.1</td>
<td>43.3</td>
<td>8.9</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.98</td>
<td>.38</td>
<td>&lt;.001</td>
<td>.60</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td><strong>Y₈ (trends in general interest in dementia, from Google Trends)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result coefficient</td>
<td>1.1</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.21</td>
<td>.52</td>
<td>.45</td>
<td>.55</td>
<td>.23</td>
<td></td>
</tr>
</tbody>
</table>

*aIROOP: Integrated Registry of Orange Plan.*

Overall, on average, press releases within the first week had the highest effect on increasing daily visitors (+716.6), followed by newspaper advertisements (+509.3), and the web listing advertisements (+486.6). The press releases within the first week had the highest effect on increasing the daily registrants (+183.6), followed by newspaper advertisements (+64). In addition, email invitations to IROOP registrants showed the highest effect on increasing the daily conversion rate (+43.3%), whereas web listing advertisements showed the opposite effect, lowering the daily conversion rate (−4.5%) and the daily eligibility rate (−14.8%). Furthermore, web banner advertisements contributed to making the median age of daily eligible registrants slightly older (+2.3 years old), while the web listing advertisement contributed to lowering the median age of daily eligible registrants (−4.4 years old). General trends of interest in the keyword “dementia” by the Japanese population, as represented by the relative search volume in Google Trends, had no effect on increasing nor decreasing the daily target metrics.

**Cost-effectiveness Analysis**

The average cost-effectiveness per website visitor was calculated using the VAR model coefficients (Table 2). Only promotion methods with a coefficient value higher than 0 were included in the calculation, because we did not assume a negative value in the number of visitors and registrants. The results are shown in Table 3. The results for web banner advertisements were negative and, therefore, not applicable.
Table 3. Cost-effectiveness analysis.

<table>
<thead>
<tr>
<th>Promotion method</th>
<th>Total days of advertisement</th>
<th>Estimated visitors per 1 day of advertisement</th>
<th>Average cost per visitor, JP ¥a,b</th>
<th>Estimated registrants per 1 day of advertisement</th>
<th>Average cost per registrant, JP ¥b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Press release reports (1st week)</td>
<td>4</td>
<td>716.6</td>
<td>2658</td>
<td>183.6</td>
<td>10,376</td>
</tr>
<tr>
<td>Press release reports (2nd week+)</td>
<td>4</td>
<td>88.9c</td>
<td>21,429c</td>
<td>11.8c</td>
<td>161,440c</td>
</tr>
<tr>
<td>Newspaper advertisements</td>
<td>4</td>
<td>509.3</td>
<td>3093</td>
<td>64</td>
<td>24,609</td>
</tr>
<tr>
<td>Web listing advertisements</td>
<td>42</td>
<td>486.6</td>
<td>201</td>
<td>6.7c</td>
<td>14,592c</td>
</tr>
<tr>
<td>Web banner advertisements</td>
<td>100</td>
<td>N/Ae</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aJP ¥: Japanese yen.
bA currency exchange rate of US $1 = JP ¥108 was applicable on October 31, 2019.
cThe efficacy coefficient of these promotion methods was not significant (in Table 2), and, therefore, presented for reference only.
dThe results for web banner advertisements were negative and therefore not applicable.
eN/A: Not applicable.

The press release reports within the first week and the newspaper advertisements had similar levels of cost-effectiveness, at approximately JP ¥3,000 per website visitor (JP ¥2,658 and JP ¥3,093, respectively; Table 3). The average cost of the web listing advertisements was calculated as JP ¥201 per visitor, which is within the same order as its direct cost-effectiveness (ie, JP ¥116.6; Table 1). In terms of the cost-effectiveness per registrant (Table 3), newspaper advertisements required the highest cost (JP ¥24,609 per registrant), followed by press release reports within the first week (JP ¥10,376 per registrant).

For reference, we also overviewed the cost-effectiveness of promotion methods, for which efficacy was not significant (P values shown in Table 2) in the current VAR model: the web listing advertisements had a similar level of cost-effectiveness for registrant recruitment (JP ¥14,592) as the press releases within the first week or as the newspaper advertisements. In addition, the press release reports in the second week or later had the worst level of cost-effectiveness (JP ¥21,429 per visitor and JP ¥161,440 per registrant).

Lastly, we validated the above results of newspaper advertisements in a period when there were no other promotions used, in 2021. Figure 3 shows the time series of the number of daily visitors to the website and the number of daily registrants to the J-TRC web study, just succeeding the data presented in Figure 2. During 2020, since April, we could not conduct any active promotions mainly due to the COVID-19 pandemic. Then, in February 2021, we decided to conduct promotions mainly by using newspaper advertisements, which we considered the most effective promotion method based on the results just described. In a period between the middle of February 2021 and the middle of March 2021, there were no other promotion methods conducted (Figure 3B), so that analyzing the serial changes in this period would allow us to see the pure effect of newspaper advertisements. The result coefficients of the VAR model are shown in Table 4. Although a bit smaller than the coefficients in Table 2, on average, newspaper advertisements showed a similar level of significant increases to the daily visitors (+295.2, P=.032) and daily registrants (+42.7, P=.025).

Calculated cost-effectiveness of newspaper advertisements, in this case, was JP ¥5226 per website visitor and JP ¥36,156 per registrant, which were only approximately 1.5x higher than the results shown in Table 3.
Discussion

Principal Findings

In this study, using multivariate time-series analyses, we quantitatively examined the recruitment efficacy of multiple types of promotion methods and their cost-effectiveness. Our results showed that each promotion modality had different features in their effects on website visitors and participant recruitment for the J-TRC web study. Under the advertising condition settings so far, the traditional methods of press releases and newspaper advertisements had a marked effect on increasing website visitors and study registrants with fair cost-effectiveness mostly equivalent to earlier studies while web-based advertisements also had a considerable effect on increasing website visitors with highly efficient costs. In addition, direct email invitations to other cognitive registries achieved the highest registration rate, and 2 web advertising methods altered the distribution of the registrants’ age mildly and oppositely. These results can provide important suggestions for future
promotion for recruiting presymptomatic participants to AD clinical trials in Japan.

Although the promotion methods press release reports after the first week, web banner advertisements, or email invitations to IROOP registry seemed to have some effects on the number of daily visitors by visual inspection (Figure 2), these effects were not statistically significant. These results are those derived in the framework of the VAR model and under the advertisement settings so far, so careful interpretation is needed, as they may actually turn out to be effective in other statistical models or in other advertisement settings. For example, prolonging the period of web banner advertisements (eg, to 1 year or more, as in earlier studies [1]), changing the placement of the banner advertisement on the website, or using banner images with more visually appealing designs [11,41] may yield different results.

Similarly, these results do not always mean that web listing advertisements are not effective at recruiting registrations to the J-TRC web study. Because many earlier online studies have repeatedly reported the efficacy of web advertisements [3-6,8,9,11-13], much needs to be done to improve the efficacy of web listing advertisements in the J-TRC web study. The web listing advertisements contributed to increasing daily visitors greatly but did not greatly affect the daily registrants, suggesting a large proportion of visitors left the website without proceeding to registration. In addition, the web listing advertisements also decreased the rate of eligible participants among the registrants (Table 2), implying that website visitors via web listing advertisements may have been less eager to participate in the J-TRC web study, because many of our noneligible registrants had not fully completed their basic demographic information. Based on these points, it may be helpful to link the web advertisement to the landing web page, which motivates website visitors to participate in the web study.

The different promotion methods seemed to have recruited participants with slightly different backgrounds. For example, direct email invitations to other cognitive registries achieved the highest registration rate, presumably reflecting their high interest in the AD clinical studies [5]. We can, therefore, expect these registrants to have high eligibility as participants for the J-TRC study as well as successive AD clinical trials, which require years of continuous commitment from participants. In addition, 2 web advertising methods had incongruent effects on recruiting participants of slightly different ages, which we consider to be due to the difference in the age of the main users. Namely, the main users of the webpage where the web banner was displayed might have been slightly older than those who searched for dementia-related keywords by search engines. These features suggest that changing the allocation of promoting methods may help adjust the background of overall J-TRC study participants in a manner optimized for the screening cohort for preclinical AD.

We calculated the average cost-effectiveness by using coefficients in the VAR model, because data of daily visitors and registrants were not directly available, except for the data tracked by the web advertisements. The direct cost-effectiveness for web listing advertisements was JP ¥117 per visitor; the calculated average cost-effectiveness for the same web listing advertisements were similar, at JP ¥201 per visitor. This result supports the reliability of the average cost-effectiveness calculated in our study, suggesting we could compare the rough cost-effectiveness between the different promotion methods.

Traditional methods of press releases and newspaper advertisements were suspected to have the largest effect on increasing website visitors and study registrants, despite the considerable costs required. This may be due to the nature of newspapers: it was reported that the newspaper was considered as a highly important source of information and as the most reliable media by Japanese people in their 60s, when compared with television or internet [16]. The cost-effectiveness of newspaper advertisements was JP ¥24,609 per registrant, which is mostly equivalent to the costs reported in earlier studies recruiting via newspaper advertisements in Western countries, such as approximately UK £250 (US $322 on October 31, 2019) per eligible participant for a celecoxib clinical trial in Britain [14], Can $113 (US $86 on October 31, 2019) per enrolled participant for recruiting postmenopausal women in Canada [42], US $115 per recruited participant for a smoking cessation intervention [43], and Aus $239 (US $164 on October 31, 2019) per recruited eligible participant for elderly patients with diabetes in Australia [44]. Because the estimated efficacy of web advertisements to increase the J-TRC web study registrants turned out not to be significant (Table 2), we cannot compare the cost-effectiveness between newspaper advertisements and the web listing advertisements with confidence. However, the newspaper advertisements may also have a similar level of cost-effectiveness as web listing advertisements, which were reported to have a good cost-effectiveness in several earlier studies [3-6,8,9,11,12]. We also confirmed that the efficacy and cost-effectiveness of newspaper advertisements were largely stable whether they were measured in combination with other variables or measured alone with different timings (Table 2; Table 4). These points suggest that newspaper advertisements might be a reasonable method to promote registrations [13], even in the context of the J-TRC web study. The press release reports within the first week may also be effective to a certain extent, although we consider the generalizability of the effect of the press release reports to be rather limited because it cannot be conducted in replicate, unlike newspaper advertisements, nor can its degree of media coverage be controlled by researchers.

**Limitations and Future Directions**

Our study had several limitations. First, the VAR model presumes that the effect of each variable is fixed throughout the included period, but this is not always guaranteed: web advertisements or newspaper advertisements that were repeatedly displayed will inevitably lessen the recruitment effect. We also regarded all different media reports as a single category of press release reports and regarded the 2 different newspaper advertisement times (the first one for event announcement and the second one for the direct J-TRC promotion) as a single category of newspaper advertisements, which could lead to an inaccurate estimation in their average cost-effectiveness. In addition, the current VAR model–based approach to estimate the number of visitors and registrants may have underestimated the true number of visitors and registrants, because the estimated...
efficacy of multiple promotions (as calculated by the sum of VAR significant coefficients × the total number of days of each promotion) was 25,340 visitors (among 48,334 true visitors) and 990 eligible registrants (among 3081 true eligible registrants). Although there is a similarity in the order of digits, this degree of underestimation in the efficacy of valid promotion methods suggests the true cost-effectiveness of the press releases and newspaper advertisements may be 2-3× lower than the estimated one reported here. This should be taken into consideration when planning future promotion strategies.

For complementing the shortness of this analysis, it may be helpful to follow up by determining the specific J-TRC web study promotions viewed by each participant. For example, a future study should make an online survey for website visitors or registrants asking how they learned of or were referred to the J-TRC study. However, it may not be easy to carry out within the current system, which was adopted from the Alzheimer Prevention Trials web study used in a similar preclinical AD study in the United States [25]. To use a data tracking system when sending emails to participants of other cognitive registries may be easier to implement.

In the future, we must address the effectiveness of social media such as Facebook, Twitter, Instagram, LINE, and TikTok to recruit elderly participants in the context of a Japanese clinical trial environment. Outside Japan, Facebook has been shown to be effective to recruit elderly participants to clinical trials [17,45]. In Japan, although the use rate of Facebook by elderly people has been relatively lower compared with younger people, it has been increasing in recent years. Facebook, Twitter, and Instagram were reported to have similar use rates, of approximately 10% in 2019 [16]; therefore, we can expect promotion via Facebook, Twitter, or Instagram might also be increasing in feasibility in Japan. Moreover, the use rate of elderly users of LINE, an instant communication app, dramatically increased between 2012 and 2019, and LINE is now the most popular social media platform in Japan (with approximately 70% use rate among people in their 60s in 2019) [16], meaning LINE may be one of the most useful media for promoting recruitment for the J-TRC web study, such as via web banner advertisements.

Conclusions

We quantitatively evaluated the efficacy and cost-effectiveness of multiple methods to promote the J-TRC web study. Our results showed that each promotion modality had different degrees of efficacy for recruiting visitors and participants to the web study website: under the advertisement setting conditions, traditional methods of initial press releases and newspaper advertisements were considered to have the largest efficacy in recruiting study registrants, with fair cost-effectiveness that was equivalent to earlier online studies of other disease domains, while web advertisements only contributed to increasing website visitors. These results can provide important suggestions for future promotion for recruiting presymptomatic participants to clinical trials of AD in Japan.
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Abstract

Background: Concern regarding the reliability and accuracy of the health-related information provided by online newspaper articles has increased. Numerous criteria and items have been proposed and published regarding the quality assessment of online information, but there is no standard quality assessment tool available for online newspapers.

Objective: This study aimed to develop the Health Information Quality Assessment Tool (HIQUAL) for online newspaper articles.

Methods: We reviewed previous health information quality assessment tools and related studies and accordingly developed and customized new criteria. The interrater agreement for the new assessment tool was assessed for 3 newspaper articles on different subjects (colorectal cancer, obesity genetic testing, and hypertension diagnostic criteria) using the Fleiss $\kappa$ and Gwet agreement coefficient. To compare the quality scores generated by each pair of tools, convergent validity was measured using the Kendall $\tau$ ranked correlation.

Results: Overall, the HIQUAL for newspaper articles comprised 10 items across 5 domains: reliability, usefulness, understandability, sufficiency, and transparency. The interrater agreement for the article on colorectal cancer was in the moderate to substantial range ($\text{Fleiss } \kappa = 0.48$, SE 0.11; $\text{Gwet agreement coefficient} = 0.74$, SE 0.13), while for the article introducing obesity genetic testing it was in the substantial range, with values of 0.63 (SE 0.28) and 0.86 (SE 0.10) for the two measures, respectively. There was relatively low agreement for the article on hypertension diagnostic criteria at 0.20 (SE 0.10) and 0.75 (SE 0.13), respectively. Validity of the correlation assessed with the Kendall $\tau$ showed good correlation between tools (HIQUAL vs DISCERN=$0.72$, HIQUAL vs QUEST [Quality Evaluation Scoring Tool]=$0.69$).

Conclusions: We developed a new assessment tool to evaluate the quality of health information in online newspaper articles, to help consumers discern accurate sources of health information. The HIQUAL can help increase the accuracy and quality of online health information in Korea.
KEYWORDS
assessment tools; information seeking; newspaper articles; online health information; quality assessment

Introduction
With advancements in technology, public interest toward health has increased. This has led to the public actively seeking health-related information and enhancing their medical expertise beyond simply managing their diseases [1], which has had a positive impact on health-related behaviors and beliefs [2]. Unfortunately, validating the accuracy of information can be difficult because there is enormous asymmetry of health-related information among providers and consumers [3]. The asymmetry of this information further creates a gap between consumers, expressed through the consumers’ health literacy or the production and distribution of inaccurate information [4,5]. To mediate this gap, the assessment of the quality of health-related information and the subsequent provision of the results to both providers and consumers must be undertaken using a standardized assessment tool. This will allow consumers to identify reliable information and reduce the risk of distributing channels of inaccurate health-related information [6,7].

There are various tools used to assess the quality of health-related information, including the DISCERN instrument, created by the University of Oxford [8]; the Health on the Net Foundation Code of Conduct (HONcode), developed by the Health on the Net Foundation in Switzerland [9]; and MedCERTAIN, supported by the Action Plan for Safer Use of the Internet of the European Union [10]. In the Republic of Korea, several tools to assess the quality of health-related information on the internet have also been developed [11-13]. Despite this, some of these instruments have not been designed to evaluate the quality of the information. Most of the tools do not evaluate online health information from newspaper articles, and their validity and reliability have not been verified [7,9,11,13]. Furthermore, these tools have a specific targeted format, thereby making it difficult to apply them to other media [12]. There are no gold-standard quality assessment tools for online health information [14]. DISCERN is a proven tool for validity and interrater reliability, but the validity and reliability of the Korean version has not been confirmed. Additionally, it is limited in the scope of application, as it is focused only on treatment information and is not applicable to online content about other aspects of health and illness, such as prevention and diagnosis, commonly covered in newspapers [15]. QUEST (Quality Evaluation Scoring Tool), which was recently developed for evaluating online health information, has also been proven to be valid, but it has not yet been translated into Korean [6], which makes it difficult to evaluate online health information in Korea.

With the increased use of the internet for information dissemination, the numbers of online newspaper articles and users have rapidly increased. According to a survey conducted in 2018, 63% of 3425 participants indicated that they preferred using the web to receive news, while only 17% of them chose print newspapers [16]. The results were particularly pronounced among younger generations. In 2016, the Nielsen Scarborough study noted that 49% of people accessed the internet to read newspaper articles in digital form instead of print [17].

According to the Korea Press Foundation, this trend can be seen in Korea as well, where 80.8% of the total population read newspaper articles via a mobile device [18]. As the number of online newspaper articles featuring health-related content has increased [19], there has been a rise in the number of problems stemming from inaccurate articles. This has created a need for addressing the quality assessment and management of health-related information [20]. A study that analyzed press reports on depression found that one-third of the articles did not mention the causes of depression at all, and only about half of the articles mentioned treatment methods [21]. Another study analyzed newspaper articles about sterility and found that most of them described infertile couples as abnormal or incomplete, consequently strengthening social prejudices [22]. Recently, it was reported that inaccurate newspaper articles can cause confusion among consumers when they are disseminated via social media [23]. Accordingly, the Association of Health Care Journalists suggested some fundamental principles to be followed when writing health-related articles, including professionalism, content, accuracy, independence, integrity, and responsibility [17]. Additionally, HealthNewsReview.org [24], a website that evaluates the quality of medical-related newspaper articles, has failed to describe in detail the process it adopts for developing criteria, and it has shown no evidence for individual criteria. Although the problems caused by health-related articles have increased, there are no suitable quality assessment tools to evaluate the quality of health-related newspaper articles in Korea. Therefore, this study aimed to develop the Health Information Quality Assessment Tool (HIQUAL) to assess health information in online newspaper articles.

Methods
Overview
This study can be divided into four steps (Figure 1). First, we reviewed previous literature on the evaluation of health information quality assessment tools to develop the evaluation indicators. Second, we developed a draft of domains and questions through meetings and preliminary evaluations. Third, the assessment tool was modified and confirmed through evaluations and reviews at two different points in time. Fourth, we concluded the final agreement and validity with the assessment tool. The tool developed in this study—HIQUAL—was funded by the Korean Medical Association research project, which aims to develop standardized assessment tools and methods for systematic evaluation of health information from newspaper articles, television, and books.
Review of Previous Health Information Quality Assessment Tools

A review of existing literature was conducted to select the domains that correspond to the content of the questions guiding the development of the HIQUAL. A study by Wang and Strong was used to classify various dimensions included in existing assessment tools [25]. In this study, the data quality (DQ) dimension was divided into several domains—*intrinsic, contextual, representational,* and *accessibility*—and presented in a hierarchical framework to understand DQ from a consumer’s perspective. Intrinsic DQ means that facts have quality in their own right; contextual DQ emphasizes the situations that must be considered to assess the context of the information; representational DQ emphasizes a format that is concise and consistent and data whose meaning is understandable and interpretable; and accessibility DQ emphasizes the significance of the parts of the framework. Our study also used this category to organize domains of various previously developed evaluation tools.

Developed by Oxford University, the DISCERN instrument evaluates information on disease and treatment under 3 domains, including 8 reliability items, 7 quality of information items, and 1 comprehensive evaluation, and has established feasibility and reliability [8,25,26]. The HONcode, developed by the Health on the Net Foundation, offers 8 ethical codes that health information websites must follow: authority, complementarity, confidentiality, attribution, justifiability, transparency, financial disclosure, and advertising [9]. The American Medical Association provides guidelines for health information websites using 4 categories: content, advertising and sponsorship in online posting, privacy and confidentiality of site visitors, and effectiveness and security of e-commerce [27]. MedCERTAIN is a third-party certification system developed as part of a project supported by the European Union’s Action Plan for Safer Use of the Internet. The assessment items consist of identification, feedback, operation, and site identification of “information providers,” as well as content, disclosure, policy, service, accessibility, and quality [10].

In Korea, Lee et al classified the common domains presented in previous studies as representation, contents, usage, and connection [28]. A study by Son referred to prior research and presented the evaluation criteria for health-related information websites in 7 domains: quality of content, authorship, purpose, design and aesthetic, functionality, contact address and feedback mechanism, and privacy [11]. The Internet Health Information Quality Checklist developed by Kim et al is characterized by different questions, depending on the user [12]. For professional use, it presents specific questions for items such as validity, sufficiency, and harmfulness of content, and the management is divided into purpose, authority, clarity of sponsorship, limitations of timing, commerciality, responsibility, privacy and security, ethics, and compliance. For general use, the question categories are divided into ease of understanding, adequacy, usefulness, sufficiency, appositeness, timeliness, admonition, ease of use, informativeness, and amusement [12]. The Korean Academy of Medical Sciences selected 5 evaluation criteria—reliability, usefulness, understandability, completeness, and publicity—and uses them for health information review certification projects [13]. The Health Information Monitoring Project of the Korean Medical Association uses a set of 6 criteria: scientific soundness, usefulness, sufficiency of information, whether facts are exaggerated, ease of use, and advertising. The Korea Institute for Health and Social Affairs conducted an evaluation of internet health information based on a set of 8 criteria: purpose (obviousness), appropriateness, accuracy, reliability, ease of use, authority, communication, and persistence [29].

Development of the Draft of the HIQUAL

The dimensions of the existing tools were classified according to the categories used by Wang and Strong (Figure 2) [25]. The indicators were assessed for the importance given to quality in online newspapers, providing the basis for the indicators and domains to be included in the new evaluation tool. Since the subject of the assessment tool was newspaper articles that are available in portal websites, the domain corresponding to accessibility was excluded, while draft questions were created for the other 3 domains. A rater with expertise in preventive medicine conducted a preliminary evaluation of 10 online health-related newspaper articles with draft questions for the newly developed HIQUAL. In this process, we compared the strengths and weaknesses of the existing evaluation tools with the newly selected questions.
Completion of the Final Tool and Evaluation of Reliability and Validity

We analyzed the interrater agreement to ensure the consistency of the evaluation tool. A total of 3 interrater agreement analyses were performed in the process of revising the HIQUAL. The first and second evaluations were performed in a pilot study using a nonfinalized version of the tool with 3 articles, while the third evaluation was performed using the final version of the tool. News articles used in the assessment were randomly selected from among the most-viewed articles of the month in the health section of a portal website, which was the most popular online search engine in Korea [30]; the final evaluation was conducted in March 2018. In the first evaluation, 6 raters (3 family medicine physicians, 2 internists, and 1 obstetrician) participated [31-33]; in the second evaluation, 14 raters (8 family medicine physicians, 1 preventive medicine physician, 4 family medicine residents, and 1 representative of a patients’ organization) participated. The second evaluation was conducted after a brief face-to-face training about the HIQUAL, and the interrater agreement was confirmed for the 2 evaluations. In the case of items with low agreement, discrepancies were identified, and the questions were revised by considering the opinions of the raters during the evaluation process. Finally, the third evaluation was conducted using the final version of the HIQUAL, and 5 raters (3 family medicine physicians, 1 preventive medicine physician, and 1 representative of a patients’ organization) who had participated in the previous evaluations reviewed 3 new articles to reach an agreement.

The interrater agreement used two methods (Fleiss κ coefficient and Gwet agreement coefficient [AC]). Fleiss κ is a method used to measure the degree of agreement between two or more raters [34,35], where higher values indicate greater agreement. Gwet AC has the advantage of being able to accurately estimate population values without responding to ambient probabilities by taking changes between raters into account [36,37] and not being vulnerable to the kappa paradox [38]. The κ statistic tends to have a low value although there is strong interrater agreement; this can lead to kappa paradox and produce a biased result [39]. Gwet AC overcomes the κ limitation since it provides a stable interrater agreement and is less affected by prevalence and marginal probability; thus, it is used as a “paradox-resistant” alternative interrater coefficient [39]. Benchmarking scales of the Fleiss scale, AC statistics of 0.40 or less indicate poor agreement, 0.40-0.75 indicates a moderate to good agreement, and 0.75 or higher indicates excellent agreement [35,37,39]. For interrater agreement, the “kappaetc” package was used with the Stata version 16 (StataCorp) statistical software program.

The validity was verified by comparing the results of 3 tools: DISCERN, QUEST, and HIQUAL. The Kendall rank correlation coefficient (τ) proposed by Kendall measures the association and strength between paired observations [40]. The Kendall τ has better statistical properties of distribution [41] compared to other rank correlations and is easy to calculate [40]. We evaluated the 16 articles that were used in the preliminary evaluation and reliability analysis by one rater, using the DISCERN, QUEST, and HIQUAL tools. We divided the articles into 3 categories: treatment-related, diagnosis-related, and prevention-related; a total of 9 correlational tests were performed. The Kendall τ correlation coefficient returns a value of 0 to 1, where 0 indicates no relationship and 1 indicates perfect relationship. As a rule of thumb, the strengths of the correlation categories are as follows: 0.00 to 0.30 (0.00 to −0.30) indicates a negligible correlation, 0.30 to 0.50 (−0.30 to −0.50) indicates a low positive (negative) correlation, 0.50 to 0.70 (−0.50 to −0.70) indicates a moderate positive (negative) correlation, 0.70 to 090 (−0.50 to −0.70) indicates a high positive (negative) correlation, and 0.90 to 1.00 (−0.90 to −1.00) indicates a very high positive (negative) correlation [42].
the validity tests, we used Stata version 16 and SPSS version 26 (IBM Corp).

**Results**

**Tool Overview**

The final version of the HIQUAL is presented in a table format. The newly developed tool consists of the five domains of reliability, usefulness, understandability, sufficiency, and transparency, and has 10 questions (Figure 3 and Multimedia Appendix 1). The evaluation results are divided into 3 categories—Yes (1 point), No (0 points), and Not Applicable (NA)—and the final score is calculated by adding up the corresponding scores. NA results are excluded when calculating the total score. For example, if out of the 10 questions, 7 are marked as "yes," 2 as "no," and 1 as "NA," the total score is 7 out of 9 points (78%), instead of 7 out of 10 points (70%).

![Figure 3. Health Information Quality Assessment Tool (HIQUAL) for health-related newspaper articles (English translated version).](image)

**Reliability Analysis**

Using the HIQUAL, 5 raters evaluated 3 online newspaper articles. The interrater agreement was then analyzed (Table 1). Agreement was in the moderate to substantial range for the colorectal cancer–related article [43] (Fleiss $\kappa$=0.49, SE 0.11; Gwet AC=0.74, SE 0.13) and in the substantial range for the article introducing obesity genetic testing [44] (Fleiss $\kappa$=0.63, SE 0.28; Gwet AC=0.86, SE 0.10). In contrast, the article introducing the study of the changed hypertension diagnostic criteria showed a low level of agreement for Fleiss $\kappa$ at 0.20 (SE 0.10) but a substantial agreement for Gwet AC at 0.75 (SE 0.13) [45]. For this article, the results of 4 raters’ evaluations, excluding 1 representative of a patients’ organization, showed a moderate agreement with a value of 0.40 (SE 0.19) for Fleiss $\kappa$, while showing an excellent agreement for Gwet AC at 0.85 (SE 0.11). With a reanalysis of the evaluation results, we confirmed that the level of agreement increased when we examined the results of the 4 medical specialists and excluded those of the nonmedical rater.

In terms of the statistical values of agreement, the coefficients for Fleiss $\kappa$ were lower than those for Gwet AC. However, the overall percentage of agreements, including that of the third article with the lowest interrater agreement, was higher than 0.70. Fleiss $\kappa$ is a model developed in Cohen $\kappa$, which may show the kappa paradox [35]. Gwet AC provides a more stable agreement than $\kappa$ [39]; hence, in this case, it may be more appropriate to select the Gwet AC statistic [38,39]. For the value of Gwet AC, all 3 articles showed a high, close to excellent agreement.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Coefficient (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scott/Fleiss $\kappa$</td>
<td>0.49 (0.11)</td>
</tr>
<tr>
<td>Gwet agreement coefficient</td>
<td>0.74 (0.13)</td>
</tr>
<tr>
<td>Percentage of agreement</td>
<td>0.79 (0.09)</td>
</tr>
</tbody>
</table>

**Validity Analysis**

The results of the validity tests are shown in Table 2. Sixteen online newspaper articles evaluated using Kendall $\tau$ showed a moderate to high correlation between the tools. For the 16 articles as a whole, the lowest correlation was obtained when comparing HIQUAL to QUEST, with the lowest at 0.69 and the highest at 0.72; there was a strong correlation when comparing HIQUAL and DISCERN. With treatment-related articles, the comparison between HIQUAL and QUEST was the lowest at 0.59, and the comparison between QUEST and DISCERN showed the highest correlation at 0.75. The lowest correlation was between QUEST and DISCERN (0.48) for the articles with content on topics other than treatment, and the highest correlation was between HIQUAL and DISCERN (0.67).

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Coefficient (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article 1</td>
<td></td>
</tr>
<tr>
<td>Article 2</td>
<td></td>
</tr>
<tr>
<td>Article 3</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Article 1</th>
<th>Article 2</th>
<th>Article 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scott/Fleiss $\kappa$</td>
<td>0.49 (0.11)</td>
<td>0.63 (0.28)</td>
<td>0.20 (0.10)</td>
</tr>
<tr>
<td>Gwet agreement coefficient</td>
<td>0.74 (0.13)</td>
<td>0.86 (0.10)</td>
<td>0.75 (0.13)</td>
</tr>
<tr>
<td>Percentage of agreement</td>
<td>0.79 (0.09)</td>
<td>0.90 (0.07)</td>
<td>0.78 (0.10)</td>
</tr>
</tbody>
</table>
Table 2. Validity test with Kendall τ, SE, 95% CI, and P value of each test for health-related articles.

<table>
<thead>
<tr>
<th>Article category</th>
<th>Kendall τ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total articles (n=16)</strong></td>
<td></td>
</tr>
<tr>
<td>HIQUAL vs DISCERN</td>
<td>0.72 (0.49-0.86)</td>
</tr>
<tr>
<td>HIQUAL vs QUEST</td>
<td>0.69 (0.44-0.84)</td>
</tr>
<tr>
<td>QUEST vs DISCERN</td>
<td>0.70 (0.45-0.84)</td>
</tr>
<tr>
<td><strong>Treatment articles (n=7)</strong></td>
<td></td>
</tr>
<tr>
<td>HIQUAL vs DISCERN</td>
<td>0.62 (0-0.90)</td>
</tr>
<tr>
<td>HIQUAL vs QUEST</td>
<td>0.59 (0-0.89)</td>
</tr>
<tr>
<td>QUEST vs DISCERN</td>
<td>0.75 (0.22-0.94)</td>
</tr>
<tr>
<td><strong>Diagnosis and prevention articles (n=9)</strong></td>
<td></td>
</tr>
<tr>
<td>HIQUAL vs DISCERN</td>
<td>0.67 (0.22-0.88)</td>
</tr>
<tr>
<td>HIQUAL vs QUEST</td>
<td>0.65 (0.19-0.87)</td>
</tr>
<tr>
<td>QUEST vs DISCERN</td>
<td>0.48 (0-0.80)</td>
</tr>
</tbody>
</table>

aHIQUAL: Health Information Quality Assessment Tool.  
bQUEST: Quality Evaluation Scoring Tool.

**Discussion**

**Principal Results**

In this study, we developed a novel tool to evaluate the quality of health information in online newspaper articles by reviewing previous studies and existing tools. The HIQUAL consists of 5 domains, namely reliability, usefulness, ease of understanding, sufficiency, and transparency. We found the HIQUAL to have high interrater agreement. After evaluating a total of 16 online newspaper articles, the HIQUAL was highly correlated with two other tools—DISCERN and QUEST. The results of the analysis, divided into treatment articles and diagnosis and prevention articles, also showed similar results to the overall analysis.

**Comparison With Prior Work**

In the process of developing the HIQUAL, a variety of previously developed quality assessment tools were compared. Among them was the DISCERN instrument, which consists of 16 questions and assesses the quality of treatment information for diseases; several studies have demonstrated its validity and reliability [26,46]. In Korea, Park et al used the translated version of the tool to evaluate the quality of health information websites that provide information on diseases such as breast cancer, asthma, depression, and obesity [47]. In addition, DISCERN was also used to evaluate websites that provide information on colorectal cancer [48], hepatitis B [49], and precocious puberty [50]. The DISCERN instrument has the advantage of being useful both to experts and the general public for conducting systematic comprehensive assessments, but it has not yet been validated in Korea and may be difficult to apply to information other than that relating to diseases and treatment [19,47]. The HONcode consists of 8 ethical codes to follow when providing information and has been used in Korea for evaluating online medical information on diabetes and thyroid cancer [51,52]. The code of ethics includes information delivery entities, sources of information, and justification items; however, the limitation is that these items do not guarantee the accuracy of the content. MedCERTAIN is part of an international project for the safe use of the internet, which requires health information providers to comply with its standards and assess compliance, based on items corresponding to standard metadata [53]. In Korea, it has been used to evaluate websites that provide information on dementia [54]. The HONcode and MedCERTAIN are better suited for evaluating platforms or websites that provide information, rather than evaluating individual online newspaper articles. QUEST was recently developed for evaluating online health information and has proven to be comparable to DISCERN [6]. This tool uses the 6 criteria of authorship, attribution, conflict of interest, currency, complementarity, and tone. However, the questions related to usefulness and understandability in HIQUAL’s criteria were not used in QUEST. In addition, QUEST uses indirect evaluations on the basis of the tone to assess for exaggeration or error, which may facilitate more objective evaluations by nonexpert evaluators but may also lead to a somewhat less accurate assessment.

Since the number of consumers using internet health information has increased in Korea, Son presented criteria for quality evaluation based on prior studies that reviewed domestic and foreign health information websites [11]. This study faced limitations in applying these criteria because the actual assessment was not carried out. Kim et al developed user-specific (professional, operator, and general public) assessment tools for internet health information and have confirmed the reliability of these tools with the public and experts [12]. However, it is difficult to apply the tool to other types of media because it is intended to evaluate websites only. The tool developed by the Korean Medical Association consists of 14 questions across 5 categories: whether the information was reliable (reliability), whether it was helpful to readers (usefulness), whether the readers understood the contents...
(understandability), whether the information was provided without omission (completeness), and whether this health information was organized for public interest (publicity). Although experts were asked to evaluate the suitability of each item, the development process of the evaluation items, validity, and reliability were not demonstrated [13]. The Korean Medical Association also evaluated the health information of newspaper articles and the internet through its own standards to identify the health-related information sought by consumers. There was a limit to the representativeness of the subjects who conducted the evaluation based on the proposed criteria.

A variety of tools have been used, but most of them are limited in the purpose and objective of evaluation and may not be suitable for evaluating online newspaper articles. Newspaper articles cover a wide range of content, ranging from diagnosing, treating, and preventing diseases to health care and new scientific discoveries. It should be considered that insufficient information, as well as information supported by scant evidence, can be communicated to an unspecified number of people in this process. Additionally, it is also necessary to convey sufficient information from an objective and independent perspective, as well as an appropriate understanding of the uncertainty of scientific research [17]. However, according to a study in the United States that analyzed online newspaper articles on drugs, many articles did not provide sufficient information, including the side effects and the cost of the medications [20]. There are nonprofit websites such as HealthNewsReview.org that have created their own criteria to address these problems, but the evaluations by this site are currently suspended. An analysis of articles on the new guidelines for diagnosing high blood pressure using those criteria, released in 2017, showed that only 33 of the 100 articles mentioned the benefits and risks that could arise from the changed guidelines, while only 2 articles mentioned conflicts of interest [55]. The validity and reliability of the criteria were not identified, but as these criteria also target online articles, they were considered in the development process of this study.

Limitations

There are points to consider when applying the HIQUAL. First, it is aimed at health-related online newspaper articles, so it is difficult to apply it to other forms of media or information. A tool that can cover a variety of evaluation targets may degrade its own accuracy and value, and well-made existing tools such as DISCERN and HONcode also limit their evaluation targets. Consequently, a tool developed in accordance with the characteristics and purpose of the evaluation target can be determined well in advance to evaluate the evaluation medium. Furthermore, it can be used more effectively when applied to articles that require neutral and sufficient information delivery, such as new medical findings or treatments, than to articles that convey well-known universal knowledge. With the evolution of technology over time, the issues of inaccurate online information will continue to arise, so our tool can be useful in targeting online newspaper readers.

The second limitation is the problem of the users. The result of the interrater agreement of the third article, which had a lower level of agreement than the other articles, was analyzed. We confirmed that the level of agreement increased when we examined the results of 4 medical specialists. To use this tool properly, judgment on medical validity or errors is necessary, and considering this, it is desirable for medical doctors or professionals in the field of health care to participate in the evaluation. In addition, as the results of the interrater agreement show, there may be some differences in the results of the assessment among raters. Therefore, in such a case, quality evaluation may be considered by two or more evaluators individually, and a final evaluation may be derived through consultation. During the actual application, it may also be useful to train the raters in advance to fully understand the assessment tools or to organize and operate an evaluation group where raters who are familiar with the tools can continue to participate.

Third, although the criteria and tools have been revised and identified by repeating the process of verifying reliability, the fact that the confirmation of the reliability and validity of the final completed tool was made using a relatively small number of articles may constitute another limitation. The fact that the final evaluation was made by a small number of experts and that they were not a representative group could also be a limitation of this study.

Conclusions

This study developed a new evaluation tool, the HIQUAL, for performing quality assessment of health-related online newspaper articles. For more effective use of the tool, it is desirable to establish a system that continuously monitors and evaluates health-related articles and delivers evaluation results to consumers so that they can make accurate judgments. Moreover, this tool could help information producers, such as journalists or reporters, produce quality health-related information articles. With the quality assessment tool, data producers can provide accurate and understandable information for online health-related articles. Using the HIQUAL, it will be possible to establish a platform that conducts continuous evaluations and regularly publishes the results, giving audiences access to high-quality health-related online newspaper articles. In addition, this tool will guide practitioners in the medical field in advancing sound strategies for disseminating health information among the general public and promote collaboration between experienced medical practitioners and news sites. Against the backdrop of the increasing number of health-related newspaper articles, as well as concerns about their quality and accuracy, this tool may be useful for assessing the quality of online health information in Korea.
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Abstract

Background: YouTube is one of the most popular open-access video-sharing websites, and it is also used to obtain health care information. Cesarean delivery is the most common major surgical intervention in many countries. Videos related to cesarean delivery have also been uploaded to YouTube. However, no study has explored the overall quality of cesarean delivery videos on the platform.

Objective: The objective of this study was to analyze the content and evaluate the quality of the most frequently viewed videos related to cesarean delivery that are accessible on YouTube.

Methods: We searched for a total of 18 terms by combining the 6 terms retrieved from Google AdWords and the 3 terms cesarean section, cesarean section, and cesarean delivery, which are used interchangeably. Videos were sorted by view count, and the 100 videos with the highest view counts were chosen. The number of views, duration, likes and dislikes, content type, and source of each video were recorded. In evaluating the quality of the videos, we referred to a previous study. Additionally, we developed a detailed scoring method that comprehensively evaluates the videos related to cesarean delivery by including the necessary information for each element of the cesarean delivery and whether scientific evidence was presented.

Results: Of the 100 videos analyzed, the most prevalent content (n=28) was videos that contained the actual surgical procedure of a cesarean delivery, and the most common source of cesarean delivery videos was physicians (n=30). Videos directly related to cesarean delivery, such as explanation of the surgery and the actual surgical procedure, were mainly uploaded by medical groups and scored higher than the videos indirectly related to cesarean delivery, which were mainly uploaded by nonmedical groups. In addition, videos directly related to cesarean delivery were more often uploaded earlier in time, with lower like ratios compared to indirect videos.

Conclusions: YouTube is currently not an appropriate source for patients seeking information on cesarean delivery.

Introduction

Cesarean delivery is the most common surgical intervention in many countries [1]. Based on data from 169 countries, 29.7 million births worldwide were estimated to be by cesarean delivery in 2015, which was almost double the number of births in 2000 (16 million) [2]. Cesarean delivery can be lifesaving for the fetus, mother, or both in certain cases, such as dystocia, placenta previa, or abnormal fetal presentation; however, the rapid increase in the rate of cesarean births without any evidence...
of associated reduction in maternal or neonatal morbidity or mortality raises concerns that cesarean delivery is being performed for the convenience of the patients or physicians even when it is not required [3]. In recent times, the rate of cesarean delivery due to maternal requests has increased to 8% due to fear of labor pain, anxiety about fetal injury, urinary incontinence, or pelvic floor dysfunction [4]. The fear of litigation among physicians has also played a role in the increase in cesarean delivery rates. Moreover, the autonomy of the patient tends to be a more important consideration in deciding the method of delivery. Therefore, it is important for patients to obtain accurate information about cesarean delivery based on scientific evidence.

In the last decade, social media has emerged as an important source of health care–related information. Altogether, 80% of adults in the United States have used the internet to access health care information [5,6]. Among the web-based resources, YouTube, an open-access video-sharing website, is among the three most popular websites, with more than 4 billion videos viewed daily and more than 500 hours of video content uploaded every minute [7]. YouTube is becoming an increasingly popular platform for users to obtain, share, and discuss health information. In providing information, the social media format has the advantage of possible timely updates; however, social media platforms may contain misleading and inappropriate information because there is a lack of regulation of the content and no peer review process [8-10]. To date, no study has yet evaluated cesarean delivery–related information on YouTube. Therefore, the purpose of this study was to describe and analyze the content of the most-viewed videos of cesarean delivery on YouTube to identify features of cesarean delivery–related videos that were watched by the general public. We also evaluated the quality of the videos related to cesarean delivery on YouTube to determine whether accurate and important information was being delivered.

**Methods**

**Retrieval of Cesarean Delivery–Related YouTube Videos**

We intended to include representative videos about cesarean delivery that the public could access. The Google keyword search tool Google AdWords [11], a method used by Williams et al [12], was used to identify appropriate search terms that the public would use to explore the term “cesarean section” on YouTube. From the original keyword cesarean section, a list of popular terms, such as 38 weeks c section, second c section, 3 months after c section, first c section, repeat c section, and c section complications, was retrieved. Each term was queried by combining 3 terms, namely, c section, cesarean section, and cesarean delivery, and a total of 18 terms were queried. A YouTube search was conducted on April 2, 2021. As the goal of the search was to identify the videos that the public were watching most frequently, the videos were sorted by view count using the YouTube advanced search options. The criteria for including the videos were as follows: (1) English language used, (2) primary content related to cesarean delivery, and (3) acceptable audiovisual quality. The exclusion criteria were as follows: (1) languages other than English, (2) poor audio or visual clarity, (3) animal videos, and (4) duplicate videos.

For the search terms, the top 300 initial videos were included for review, as determined by the Relevance filter according to YouTube’s algorithm. A total of 52 videos were excluded (14 animal videos, 30 non–English-language videos, 5 videos with poor audio or visual clarity, and 3 duplicate videos). A list of the top 100 videos was populated based on view count, and this list served as the basis for the subsequent analysis. A description of the search strategies is presented in Figure 1.
Video Assessment

For each video, we collected the objective (video title, number of views, uploaded day, uploader’s name, length of the video, days since upload, total number of “likes” and “dislikes” as depicted by the “thumbs up” and “thumbs down” icons, details and sources related to the cesarean delivery included in the video) and subjective data (the purpose and type of content).

Based on the content in the videos, the videos were categorized into five groups: (1) explanations of surgery (providing general cesarean delivery–related information), (2) surgery procedure (showing or explaining detailed surgical procedure techniques and processes), (3) personal experiences (sharing personal experiences and feelings related to pregnancy and delivery), (4) postpartum care (providing information on postsurgical care, eg, nutrition, exercise, and wound care), and (5) others (mock practice videos in various circumstances, appreciation of medical dramas related to cesarean delivery, and description of surgical instruments). We classified videos that include explanations of surgery and surgical procedures as videos directly related to cesarean delivery, and videos that included personal experiences or postpartum care were classified as videos indirectly related to cesarean delivery (Table 1).

Table 1. Characteristics of videos related to cesarean delivery on YouTube (N=100).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Directly related</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explanations of surgery</td>
<td>Provide general cesarean delivery–related information</td>
<td>19</td>
</tr>
<tr>
<td>Surgery procedure</td>
<td>Show or explain detailed surgical procedure techniques and processes</td>
<td>28</td>
</tr>
<tr>
<td>Indirectly related</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal experiences</td>
<td>Share personal experiences and feelings related to pregnancy and delivery</td>
<td>19</td>
</tr>
<tr>
<td>Postpartum care</td>
<td>Provide information about postsurgical care (eg, nutrition and exercise, wound care)</td>
<td>24</td>
</tr>
<tr>
<td>Others</td>
<td>Mock practice video in various circumstances, appreciation of medical dramas related to cesarean delivery, and description of surgical instruments</td>
<td>10</td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>Authors are affiliated with a university</td>
<td>12</td>
</tr>
<tr>
<td>Physician</td>
<td>Authors are not affiliated with a university but are physicians</td>
<td>30</td>
</tr>
<tr>
<td>Nonmedical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>Woman who has already delivered or is currently pregnant, or her husband</td>
<td>24</td>
</tr>
<tr>
<td>Commercial</td>
<td>Attention to a product or service</td>
<td>8</td>
</tr>
<tr>
<td>Paramedical</td>
<td>Allied health therapist, physiotherapist, or dietitian</td>
<td>26</td>
</tr>
</tbody>
</table>

Based on their authorship, the videos were classified into five basic groups: (1) academics (authors were affiliated with a university), (2) physicians (authors were not affiliated with a university but were physicians), (3) patients (a woman who had already delivered or was currently pregnant, or her husband), (4) commercial establishments (attention to a product or service), and (5) paramedical (allied health therapist, physiotherapist, or dietitian). We further categorized the videos uploaded by academic and physician groups into the medical group, and those uploaded by patients, commercial establishments, and paramedical groups were categorized into the nonmedical group (Table 1).

Quality Assessment

Because there are no established standards for evaluating video quality, we prepared an arbitrary scoring system by referring to a previous study [13-15]. The evaluation factors were divided into the part that evaluates the general quality of the video, whether important information on cesarean delivery was included and explained, and how much scientific evidence was specified (Textbox 1). For general video quality and flow of video contents, each parameter was scored on a scale of 1 to 3. The information on cesarean delivery was divided into 5 elements and scored as follows depending on the degree of explanation: 0 points, not mentioned; 1 point, mentioned briefly; 2 points, mentioned in detail. For videos based on scientific evidence, there were two subdivided items: 0 points were given if there was no mention, and 1 point was given. Thus, the total score of the 5 items ranged from a minimum of 2 to a maximum of 18 points. Three professional obstetricians (two professors at the University Hospital of Obstetrics and one obstetrician fellow) independently evaluated the quality of each video, and the score used for the analysis was the average of the 3 scores.

To assess the popularity of the videos, we used the like ratio (like × 100/[like + dislike]), view ratio (number of views/days), and video power index (VPI) (like ratio × view ratio/100).
Textbox 1. Predetermined list of evaluation factors for the quality of videos on YouTube related to cesarean delivery.

<table>
<thead>
<tr>
<th>General quality (Poor: 1 point; moderate: 2 points; good: 3 points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Overall video quality (audio and video)</td>
</tr>
<tr>
<td>• Flow of contents in videos</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Degree to which information is helpful to viewers (Not mentioned: 0 points; mentioned briefly: 1 point; mentioned in detail: 2 points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Indication of cesarean delivery</td>
</tr>
<tr>
<td>• Maternal or fetal complications</td>
</tr>
<tr>
<td>• Surgical process</td>
</tr>
<tr>
<td>• Preoperative preparation, anesthesia</td>
</tr>
<tr>
<td>• Postoperative management, postpartum care</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scientific evidence (No: 0 points; yes: 1 point)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clearly states sources of information</td>
</tr>
<tr>
<td>• Provides details of where to obtain additional information on the video topic</td>
</tr>
</tbody>
</table>

**Statistical Analysis**

Data are shown as median (range) for continuous variables and as n (%) for categorical variables. Comparisons were made between videos directly related to cesarean delivery and videos with indirectly related contents and between the medical and nonmedical groups using the Mann-Whitney U test. Comparisons of the difference in uploaded contents between medical and nonmedical groups were analyzed by the Fisher exact test. The Kruskal-Wallis test with Bonferroni corrections was used to compare scores according to the contents of the uploaded videos. Statistical analysis was conducted using SPSS software, version 27.0 (IBM Corporation). Statistical significance was set at \( P < .05 \). The reliability between the YouTube videos and the scores by the three obstetricians on the criteria for the items was assessed using intraclass correlation coefficients.

**Ethics Statement**

Institutional review board approval was waived for this study because only publicly available data were used.

**Results**

The top 100 videos related to cesarean delivery had a collected total of 285,666,251 views (median 1,146,376, range 253,267-31,326,580). The descriptive features of the cesarean delivery–related videos on YouTube are shown in Table 2. The highest view count for a video was 31,326,580. This video was uploaded by a medical media channel in 2008, and it contains general information on cesarean delivery such as operation indication and pelvic anatomy; it also explains detailed surgical processes, preoperative preparation, and postoperative management. This video also received the maximum number of likes (77,164).

**Table 2.** Descriptive features of videos related to cesarean delivery on YouTube (N=100).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Median (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views, n</td>
<td>1,146,376 (253,267-31,326,580)</td>
</tr>
<tr>
<td>Video length (minutes)</td>
<td>5.83 (0.25-34.82)</td>
</tr>
<tr>
<td>Time on YouTube (days)</td>
<td>1538.5 (39-5044)</td>
</tr>
<tr>
<td>Comments, n</td>
<td>150 (0-5127)</td>
</tr>
<tr>
<td>Likes (thumbs up), n</td>
<td>5086 (65-77,164)</td>
</tr>
<tr>
<td>Dislikes (thumbs down), n</td>
<td>570 (11-13,534)</td>
</tr>
<tr>
<td>Like ratio</td>
<td>88 (60-99)</td>
</tr>
<tr>
<td>View ratio</td>
<td>784 (101-73,366)</td>
</tr>
<tr>
<td>Video power index</td>
<td>706 (95-66,857)</td>
</tr>
</tbody>
</table>

The median length was 5.83 minutes (range 0.25-34.82), and the majority of videos (80/100, 80%) did not exceed 12 minutes. Videos were uploaded to YouTube approximately 1538.5 days previously on median (range 39-5044), and the most videos were uploaded in 2019. Because the videos included in this study were sorted by number of views, considering that the accumulated views of the recently uploaded videos could be fewer than those uploaded earlier, we observed that the number of uploaded videos began to increase rapidly from 2012 (Table 3).
Table 3. Number of videos included in the study (N=100) by year of upload.

<table>
<thead>
<tr>
<th>Year</th>
<th>Uploaded videos, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>2</td>
</tr>
<tr>
<td>2008</td>
<td>1</td>
</tr>
<tr>
<td>2009</td>
<td>0</td>
</tr>
<tr>
<td>2010</td>
<td>2</td>
</tr>
<tr>
<td>2011</td>
<td>2</td>
</tr>
<tr>
<td>2012</td>
<td>5</td>
</tr>
<tr>
<td>2013</td>
<td>8</td>
</tr>
<tr>
<td>2014</td>
<td>9</td>
</tr>
<tr>
<td>2015</td>
<td>12</td>
</tr>
<tr>
<td>2016</td>
<td>9</td>
</tr>
<tr>
<td>2017</td>
<td>14</td>
</tr>
<tr>
<td>2018</td>
<td>13</td>
</tr>
<tr>
<td>2019</td>
<td>16</td>
</tr>
<tr>
<td>2020</td>
<td>6</td>
</tr>
<tr>
<td>2021</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 shows a description of the categorization according to video contents and authorship. The most prevalent content (n=28) was videos that contained the actual surgical procedure of a cesarean delivery, and in many cases (20/28, 71%), the videos were uploaded by physicians. The second most commonly uploaded videos were videos with information on postpartum care, including postoperative exercises to achieve recovery, nutritional care, and wound care. When the video content was categorized as directly related to cesarean delivery or indirectly related according to the content characteristics of the video, there were 47 directly related videos containing explanations on surgery and actual surgery procedures and 53 indirectly related videos. The source that uploaded the most videos was physicians. When academics and physicians were collectively referred to as a medical group, 42 videos were uploaded by the medical group and 58 videos by the nonmedical group. When analyzing the relationship between the source of the videos and the content, the medical group mainly uploaded videos directly related to cesarean delivery, such as explanations or detailed surgical procedures for cesarean delivery (37/42, 88%), while the nonmedical group mainly uploaded videos about personal experiences and postoperative care (40/58, 69%) (P<.001).

To evaluate whether the videos related to cesarean delivery contained accurate and important information on cesarean delivery and whether scientific evidence was presented, we created a detailed scoring method (Textbox 1). The median score was 6 (range 1-16); the video with the highest score was a video containing a well-organized general description of cesarean delivery with the most views, and the video with the lowest score was mainly composed of personal pregnancy photos without including contents related to cesarean delivery. When evaluating the score by each type of content, videos containing personal experience (median score 4, range 2-6) scored significantly lower than videos containing other contents, such as explanations of surgery (median score 9, range 3-16; P<.001), surgery procedures (median score 6, range 1-12; P<.001) and postpartum care videos (median score 6, range 3-11; P=.001). There was a high degree of correlation between the reviewers (intraclass correlation coefficient 0.908, 95% CI 0.872-0.935; P<.001).

Next, we created and analyzed the like ratio, view ratio, and VPI to evaluate which videos people were interested in and liked. The video with the highest VPI was a video about the childbirth of an Indian actress, posted by Bollywood Trends, which focuses on birth news rather than cesarean delivery–related information.

We further analyzed how videos related to cesarean delivery uploaded on YouTube differ according to the uploaded content, source, and time when the video was uploaded to YouTube. We compared videos uploaded by the end of 2015 and videos uploaded after 2015, which was the midpoint between 2007 and 2021, and we also compared the videos according to the contents and source.

When we compared videos directly related to cesarean delivery with those indirectly related to cesarean delivery according to the content characteristics of the videos, the videos directly related to cesarean delivery were uploaded earlier (direct vs indirect: median time on YouTube 2247 days, range 266-5044, vs 1298 days, range 39-3821; P=.02), with a lower like ratio (median 85, range 62-98, vs median 91, range 60-99; P=.003) and higher score (median 7, range 1-16, vs median 5, range 2-11; P<.001) compared to indirect videos (Table 4). When analyzing the proportion of videos directly related to cesarean delivery compared to all videos, 27/41 videos (66%) directly related to cesarean delivery were uploaded by the end of 2015, but this number decreased to 20/59 (34%) after 2015 (P=.009).
When analyzed according to source (Table 5), the median number of views and degree of popularity of the videos represented by VPI did not significantly differ between the videos uploaded by the medical group and those by the nonmedical group. However, videos uploaded by the medical group showed significantly higher scores than those by the nonmedical group (median 8, range 4-16, vs median 5, range 1-11; \( P < .001 \)).

When analyzed according to the date when the video was uploaded (Table 6), the videos uploaded after 2015 received more comments (median 271, range 0-5127, vs median 82, range 0-3944; \( P = .005 \)) and had a higher VPI than videos uploaded by the end of 2015 (median 858.5, range 227-66,857, vs 491, range 95-7925; \( P = .005 \)).

Table 4. Comparison of the content of the videos (N=100).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, median (range)</th>
<th>Indirectly related (n=53)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views, n</td>
<td>1,616,358 (311,534-31,326,580)</td>
<td>960,159 (253,267-17,553,197)</td>
<td>.23</td>
</tr>
<tr>
<td>Video length (minutes)</td>
<td>5.62 (0.25-32.35)</td>
<td>5.83 (0.95-34.82)</td>
<td>&lt;.99</td>
</tr>
<tr>
<td>Time on YouTube (days)</td>
<td>2247 (266-5044)</td>
<td>1298 (39-3821)</td>
<td>.02</td>
</tr>
<tr>
<td>Comments, n</td>
<td>242 (0-5127)</td>
<td>149 (0-3586)</td>
<td>.78</td>
</tr>
<tr>
<td>Likes (thumbs up), n</td>
<td>4514 (65-77,164)</td>
<td>5217 (195-58,550)</td>
<td>.60</td>
</tr>
<tr>
<td>Dislikes (thumbs down), n</td>
<td>762 (14-13,534)</td>
<td>434 (11-12,521)</td>
<td>.27</td>
</tr>
<tr>
<td>Like ratio</td>
<td>85 (62-98)</td>
<td>91 (60-99)</td>
<td>.003</td>
</tr>
<tr>
<td>View ratio</td>
<td>768 (124-19,265)</td>
<td>786 (101-73,366)</td>
<td>&lt;.99</td>
</tr>
<tr>
<td>Video power index</td>
<td>633 (116-18,128)</td>
<td>730 (95-66,857)</td>
<td>.60</td>
</tr>
<tr>
<td>Score</td>
<td>7 (1-16)</td>
<td>5 (2-11)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Comparison according to the source of the videos (N=100).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, median (range)</th>
<th>Nonmedical group (n=58)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views, n</td>
<td>1,222,121.5 (281,480-31,326,580)</td>
<td>1,124,691 (253,267-5,286,769)</td>
<td>.84</td>
</tr>
<tr>
<td>Video length (minutes)</td>
<td>8.19 (1.42-32.1)</td>
<td>5.38 (0.25-34.82)</td>
<td>.37</td>
</tr>
<tr>
<td>Time on YouTube (days)</td>
<td>1976.5 (266-5,044)</td>
<td>1494.5 (39-3821)</td>
<td>.31</td>
</tr>
<tr>
<td>Comments, n</td>
<td>256 (0-3944)</td>
<td>148 (0-5127)</td>
<td>.53</td>
</tr>
<tr>
<td>Likes (thumbs up), n</td>
<td>4658.5 (65-77,164)</td>
<td>5087 (195-72,024)</td>
<td>.90</td>
</tr>
<tr>
<td>Dislikes (thumbs down), n</td>
<td>571 (14-8445)</td>
<td>467 (11-13,534)</td>
<td>.90</td>
</tr>
<tr>
<td>Like ratio</td>
<td>86 (62-99)</td>
<td>91 (60-99)</td>
<td>.07</td>
</tr>
<tr>
<td>View ratio</td>
<td>717.5 (124-7949)</td>
<td>795 (101-73,366)</td>
<td>.54</td>
</tr>
<tr>
<td>Video power index</td>
<td>614.5 (116-7796)</td>
<td>740 (95-66,857)</td>
<td>.34</td>
</tr>
<tr>
<td>Score</td>
<td>8 (4-16)</td>
<td>5 (1-11)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
scores, their like ratios were notably lower than those of videos directly related to cesarean delivery had higher quality is not related to popularity. Also noteworthy is that although the quality and reliability of information provided by YouTube videos uploaded by the end of 2015. These results suggest that after 2015 were more popular, as indicated by their VPIs and uploaded by medical groups. However, the videos uploaded containing medical information on cesarean delivery being produced by laypeople is greater than the number of professional videos uploaded since 2015. Our results showed that videos that were directly related to cesarean delivery and videos indirectly related to cesarean delivery or between videos uploaded by medical and nonmedical groups. These results showed that laypeople expressed their preferences regardless of the quality of the video. These results are similar to those of previous studies. Staunton et al [16] reviewed 50 videos regarding scoliosis and found that videos with greater educational quality were associated with a lower number of views. Ferhatoglu et al [17] recently reported an association between high VPI scores and low Sleeve Gastrectomy Scoring System scores in their review of sleeve gastrectomy videos on YouTube.

In addition, the results of this study showed that although the total possible score for each video was 18 points, the median score was 6 (range 1–16), which is relatively low. Among the videos, only 13 scored more than 10 points, and the remaining videos showed relatively low scores. The reason for this finding is that most of the videos received low scores in the evaluation items for the information elements related to cesarean delivery (median score 2, range 0–9). Moreover, there were few videos containing the indications for cesarean delivery and maternal or fetal complications that may occur after surgery (n=23 and n=21, respectively), which is important information to be aware of before undergoing a cesarean delivery. In addition, the majority of the videos (80/100, 80%) had a score of 0 in the scientific evidence category, showing that insufficient references were provided for the information in the video. It may not be appropriate to use the scoring method used in this study to evaluate the quality of videos on YouTube, where people can freely produce and upload videos on topics of interest. However, our results showed that videos on YouTube have limitations in providing general and well-organized scientific knowledge of cesarean delivery. It is possible that this limitation is the reason that while the number of searches for "cesarean section" on YouTube has been decreasing over time, the number of YouTube users and searches for "cesarean section" on the Google website has been increasing (Figure 2 and Figure 3). Although YouTube can be seen as a potentially useful medium to search for cesarean delivery–related knowledge and increase

### Discussion

#### Principal Findings

Our study identified that the most viewed video about cesarean delivery was a video that was uploaded in 2008 by Nucleus Medical Media, which is a company that specializes in producing medical illustrations and animations. This video is a well-organized video containing overall information on cesarean delivery, such as operation indication, pelvic anatomy expressed by animations, and detailed step-by-step explanations of surgical procedures, preoperative preparation, and postoperative and postpartum management. This video also received the most likes and the highest score, and it also showed the fifth highest VPI. This video was uploaded in 2008, which is relatively early on YouTube, but it was still considered the best organized and most informative video about cesarean delivery. Of the videos included in this study, 41 videos were uploaded up by the end of 2015, and 59 videos had been uploaded since 2015. Our results showed that videos that were directly related to cesarean delivery were often uploaded at earlier dates, and the proportion of videos that were directly related to cesarean delivery out of all videos after 2015 decreased compared to that of videos uploaded by the end of 2015. In addition, although the difference was statistically insignificant, more than half of the videos from the medical group were uploaded by the end of 2015, while more videos were uploaded by the nonmedical group after 2015 (21/41, 51% vs 21/59, 36%; P=.12). These results suggest that as YouTube becomes more popular and laypeople can easily access and produce content, the number of videos containing contents such as personal experiences and postpartum care being uploaded by laypeople is greater than the number of professional videos containing medical information on cesarean delivery being uploaded by medical groups. However, the videos uploaded after 2015 were more popular, as indicated by their VPIs and like ratios, and they also received more comments than the videos uploaded by the end of 2015. These results suggest that the quality and reliability of information provided by YouTube is not related to popularity. Also noteworthy is that although videos directly related to cesarean delivery had higher quality scores, their like ratios were notably lower than those of videos indirectly related to cesarean delivery; moreover, videos uploaded by medical groups scored higher, but their like ratios tended to be lower. The VPI, which is a comprehensive indicator reflecting popularity, did not show any differences between videos directly related to cesarean delivery and videos indirectly related to cesarean delivery or between videos uploaded by medical and nonmedical groups. These results showed that laypeople expressed their preferences regardless of the quality of the video. These results are similar to those of previous studies. Staunton et al [16] reviewed 50 videos regarding scoliosis and found that videos with greater educational quality were associated with a lower number of views. Ferhatoglu et al [17] recently reported an association between high VPI scores and low Sleeve Gastrectomy Scoring System scores in their review of sleeve gastrectomy videos on YouTube.

#### Table 6. Comparison according to the time of upload of the videos to YouTube.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, median (range)</th>
<th>By the end of 2015 (n=41)</th>
<th>After 2015 (n=59)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views, n</td>
<td>1,589,552 (253,267-31,326,580)</td>
<td>998,717 (281,480-12,445,056)</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>Video length (minutes)</td>
<td>5.62 (0.25-27.32)</td>
<td>7.82 (0.95-34.82)</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>Comments, n</td>
<td>82 (0-3944)</td>
<td>271 (0-5127)</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Likes (thumbs up), n</td>
<td>3213 (65-77,164)</td>
<td>6189 (163-72,024)</td>
<td>.049</td>
<td></td>
</tr>
<tr>
<td>Dislikes (thumbs down), n</td>
<td>574 (11-13,534)</td>
<td>488 (14-4518)</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>Like ratio</td>
<td>84 (61-98)</td>
<td>91 (60-99)</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>View ratio</td>
<td>610 (101-11,254)</td>
<td>1040 (274-73,366)</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Video power index</td>
<td>491 (95-7925)</td>
<td>858.5 (227-66,857)</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>6 (1-16)</td>
<td>6 (2-13)</td>
<td>.55</td>
<td></td>
</tr>
</tbody>
</table>
awareness, the user must be aware that the information uploaded is not regulated and the quality of the content thus needs to be validated.

Figure 2. Search trend for the term cesarean section on YouTube.

Figure 3. Search trend for the term cesarean section on the Google website.

Limitations
This study had some limitations. First, although the assessment method used in this study was adapted from the DISCERN criteria [15], and it reflects the opinions of experts on cesarean delivery, the necessary information for cesarean delivery was included in the evaluation items; however, this method was created arbitrarily by us. Thus, more verification is needed to ensure that the assessment method is suitable for accurately evaluating the quality of videos on cesarean delivery. Second, we only analyzed videos that were in English; thus, sampling bias could have occurred. It is necessary to evaluate videos in other languages for a more comprehensive analysis of the features in videos on cesarean delivery.

Conclusion
This study is the first to analyze YouTube videos on cesarean delivery, and it contributes to a better understanding of the available information on cesarean delivery that is widely viewed on YouTube. Our results showed that the videos directly related to cesarean delivery, such as explanations of the surgery and actual surgical procedures, were mainly uploaded by medical groups and scored higher than the videos indirectly related to cesarean delivery, which were mainly uploaded by nonmedical groups. In addition, videos directly related to cesarean delivery were more often uploaded earlier in time, and the proportion of videos that were directly related to cesarean delivery decreased after 2015. In our results, when we used the scoring method to evaluate the accuracy of the important information on cesarean delivery, a majority of videos had low scores, showing that YouTube has limitations in delivering accurate information on cesarean delivery.
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Abstract

Background: Data breaches are an inevitable risk to hospitals operating with information technology. The financial costs associated with data breaches are also growing. The costs associated with a data breach may divert resources away from patient care, thus negatively affecting hospital productivity.

Objective: After a data breach, the resulting regulatory enforcement and remediation are a shock to a hospital’s patient care delivery. Exploiting this shock, this study aimed to investigate the association between hospital data breaches and productivity by using a generalized difference-in-differences model with multiple prebreach and postbreach periods.

Methods: The study analyzed the hospital financial data of the California Office of Statewide Health Planning and Development from 2012 to 2016. The study sample was an unbalanced panel of hospitals with 2610 unique hospital-year observations, including general acute care hospitals. California hospital data were merged with breach data published by the US Department of Health and Human Services. The dependent variable was hospital productivity measured as value added. The difference-in-differences model was estimated using fixed effects regression.

Results: Hospital productivity did not significantly differ from the baseline for 3 years after a breach. Data breaches were not significantly associated with a reduction in hospital productivity. Before a breach, the productivity of hospitals that experienced a data breach maintained a parallel trend with control hospitals.

Conclusions: Hospital productivity was resilient against the shocks from a data breach. Nonetheless, data breaches continue to threaten hospitals; therefore, health care workers should be trained in cybersecurity to mitigate disruptions.

(J Med Internet Res 2021;23(7):e26157) doi:10.2196/26157
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Introduction

Data breaches are an inevitable risk to hospitals operating with information technology (IT). The US Department of Health and Human Services (HHS) defines a data breach as the impermissible use or disclosure of protected health information [1] and can be categorized as follows: theft, loss, unauthorized access or disclosure, improper disposal, hacking or IT incident, and unknown or other breaches. In the Healthcare Information and Management Systems Society 2019 Cybersecurity Survey, more than 80% of responding hospitals have reported that they experienced a significant security incident in the past 12 months [2].
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Another growing cybersecurity threat to hospitals is ransomware attacks. Ransomware denies users the access to data by encrypting the data with a key known only to the attacker [3]. The attacker demands a ransom payment in exchange for the key to decrypt the user’s data. In one recent case, a hospital was forced to pay US $17,000 to regain access to its system. California-based Hollywood Presbyterian Medical Center reportedly experienced a malware attack, and employees stated that they were unable to access certain parts of the hospital network [4]. In a more severe case, University of California San Francisco paid over US $1 million to hackers to regain access to its system [5].

The Health Information Technology for Economic and Clinical Health Act regulates the notification of health information breaches in the United States. This act requires health care providers and entities covered by the Health Insurance Portability and Accountability Act of 1996 to notify a breach of protected health information, which affects more than 500 individuals to those affected individuals, HHS, and sometimes the media [1]. HHS maintains a public database called Breach Portal: Notice to the Secretary of HHS Breach of Unsecured Protected Health Information, which publishes the reported health data breaches submitted from October 2009 to the present [6].

Recovering from data breaches and ransomware attacks is costly for hospitals. Data breach remediation efforts were associated with lower hospital quality, including increased time-to-electrocardiogram and an increased 30-day acute myocardial infarction mortality rate [7]. In 2019, the average total cost of a data breach for all industries globally was US $3.92 million, and it took organizations an average of 279 days to identify and contain a breach. The average total cost of a data breach for all industries in the United States was US $8.19 million, which was more than 2-fold the global average [8]. The total costs include notification costs, productivity losses, re-establishing the image of the company, infrastructure costs, and repetition of work. The cost of a data breach is different across industries. The actual cost per breached record averages out at US $242 per record in the United States, and US $150 across industries. The actual cost per breached record averages out at US $242 per record in the United States, and US $150 globally [8]. In the US health care industry, per-record breaches cost an average of US $429 [8]. Global losses from security breaches are forecasted to double from US $3 trillion per year in 2015 to US $6 trillion per year in 2021 [9]. In addition, breached hospitals potentially face investigation, fines, and several years of monitoring by the Office for Civil Rights (OCR) [10].

The additional costs associated with data breaches and their remediation has adverse implications for hospital productivity. The productivity of a firm is typically measured as the value of goods and services produced per unit of labor and capital input. For hospitals, productivity is the value of health care goods and services, such as pharmaceuticals and surgeries, per health care input [11-14]. The financial costs and regulatory burden associated with a data breach may divert resources away from patient care, thus negatively affecting hospital productivity. Disruptions in health IT systems after a breach may disrupt or delay the workflow of clinicians [7], thus negatively affecting hospital productivity. Employee layoffs and turnovers resulting from a breach are another factor that may reduce productivity [15]. Breach remediation required by the OCR, including changes to the health IT system and staff training, may take years to complete. Such an oversight by the OCR, which changes hospital policies and processes may disrupt hospital productivity in the long term. Organizational culture set by hospital administrators may have a strong influence on the productivity and security practices of the staff. Thus, hospitals with poor organizational culture may be involved in a breach and have poor productivity.

Despite the increasing importance of cybersecurity, little is known about its effects on hospital-level productivity. Health IT systems are intended to improve hospital productivity by reducing human error, but data breaches may have the unintended consequence of disrupting hospital productivity. Thus, in this study, we aimed to investigate the relationship between data breaches and hospital productivity by using data from California hospitals from 2012 to 2016. We hypothesized that data breaches may increase hospital costs and disrupt provider workflow, thus decreasing hospital productivity. We compared the productivity of the hospitals that experienced a data breach against control hospitals and investigated whether hospital productivity was significantly different for the breached hospitals before and after a breach.

### Methods

#### Empirical Model

After a data breach, the resulting regulatory enforcement and remediation is a shock to a hospital’s patient care delivery. Therefore, hospital data breaches can be modeled as a natural experiment to understand the relationship between data breaches and productivity. The association between hospital data breaches and productivity was estimated using a generalized difference-in-differences model with multiple prebreach and postbreach periods [16]. This model for an event study is a widely used approach to model observational data in the health economics literature.

We used the reported information on breaches as collected by HHS to create a panel of hospital-year observations from 2012 to 2016. Our model estimates the changes in productivity associated with hospitals that experienced a breach, controlling for hospital financial characteristics including total assets, total labor, IT capital, IT labor, bed size, and time trends. The model assumes that the breached hospitals would have followed a trend parallel to that of the control group if they had not been breached.

For a hospital in a given year, the dependent variable is the log of productivity measured as value added. Value added is defined as operating revenues’ lesser intermediate inputs. Intermediate inputs include surgical supplies, linens, clothing, and other material inputs [11]. Financial control variables included the log of total capital, total labor, IT capital, and IT labor. Total capital assets include current assets, property, plant and equipment, intangible assets, assets whose use is limited, and other assets. Total labor (non-IT) is defined as the total conventional salaries, wages, employee benefits, and
professional fees excluding any costs related to IT labor. IT capital is a summation of four components: purchased services, leases and rentals, other direct expenditure, and physical capital. IT labor is the summation of salaries and wages, employee benefits, and professional fees associated with data processing. For hospital control variables, we included the number of licensed beds and case mix index of a given hospital. For breach control variables, we included breach type and breach location. In addition, ownership, teaching status, and rural status were included in the descriptive summary, but they were omitted from fixed effects regression because they were time-invariant variables. Finally, the model included year fixed effects and hospital fixed effects. Assuming that hospitals’ administration does not change in the short term, hospital fixed effects serve to control for the unobserved time-invariant hospital organizational culture that may be correlated with both breaches and productivity.

For the treatment, dummy hospitals were categorized into two groups: never breached (control) and breached. Moreover, the breached hospitals experienced their specific breach events at different timepoints. The difference-in-differences model was specified to capture changes in value added at –3, –2 –1, 0, +1, +2, and +3 years relative to the hospital-specific year of the data breach. The year of the breach was set as the reference category. For example, a hospital that was breached in 2014 was coded as –2 in 2012, –1 in 2013, +1 in 2013, and +2 in 2014. The coefficients on the event time dummies captured the changes associated with value added at a given timepoint.

The model assumed that a breach was a one-time event. Multiple breaches within a year are a possibility, but we did not find any hospitals that experienced multiple breaches in our sample. The difference-in-differences model was estimated using fixed effects regression. SEs were robust to heteroskedasticity and allowed for within-hospital correlation analysis. Statistical analysis was performed using Stata (version 15, StataCorp) [17].

Data

Breach data and California Hospital financial data were utilized in this study. Breach data published by HHS were used to identify hospital data breaches by hospital name and the date of the breach report [6]. All types of breaches were included (ie, theft, unauthorized access or disclosure, hacking or IT incident, improper disposal, and loss). Only breaches affecting 500 or more individuals were observed in our data; therefore, HHS data do not provide an exhaustive list of all hospital data breaches.

The California Office of Statewide Health Planning and Development (OSHPD) publishes audited financial data from approximately 450 participating nonfederal hospitals licensed by the state. Financial disclosure reports are filed annually by each licensed hospital. OSHPD data provided hospital characteristics and financial variables [18]. Hospital data breaches in the HHS data were merged with OSHPD hospital financial data in accordance with the hospital name and year. OSHPD provides a directory of hospitals and their business names and aliases, which uniquely identify each hospital. However, the HHS data do not provide a standard hospital identifier; thus, some breaches may have been merged incorrectly.

The study sample included general acute care hospitals from 2012 to 2016. For data consistency, hospitals whose financial statements spanned less than 1 year were excluded from the study. Breach activity prior to our study period could influence the response period assessed herein. Thus, hospitals that experienced a breach in the 2 years before our study period (2010 and 2011), were excluded for data consistency. Furthermore, all financial variables were trimmed at the top 1% to exclude outliers. The resulting study sample was an unbalanced panel of hospitals with 2610 unique hospital-year observations. Data breaches were reported by 31 hospital-year observations. The breached group had 205 hospital-years, and the control group had 2405 hospital-years.

Results

Descriptive Statistics

Descriptive statistics are summarized by breach status in Table 1. Hospital year observations were categorized as breached and never breached (control) groups. The number of hospital years was 205 in the breached group and 2405 in the never breached group. The breached group was larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and more than 2-fold the labor spending (US $387.17 million vs US $254.45 million, respectively) and more than 2-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively). The breached hospitals were more likely to be larger with, on average, more than 2-fold the value added compared to the control group (US $429.4 million vs US $189.55 million, respectively). The breached group had almost 3-fold the total assets (US $685.06 million vs US $254.45 million, respectively) and spent almost 3-fold more on health IT capital (US $32.43 million vs US $10.83 million, respectively) and spent almost 4-fold more on health IT labor (US $8.54 million vs US $2.20 million, respectively).
Table 1. Descriptive summary of breached and never breached (control) hospitals.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Breached (n=205)</th>
<th>Never breached (n=2405)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Continuous variables: financial variables in US $ (million), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value-added operating revenue</td>
<td>429.40 (507.97)</td>
<td>189.55 (173.54)</td>
</tr>
<tr>
<td>Total assets</td>
<td>685.06 (916.47)</td>
<td>254.45 (323.21)</td>
</tr>
<tr>
<td>Total labor</td>
<td>387.17 (413.95)</td>
<td>169.84 (148.41)</td>
</tr>
<tr>
<td>Information technology capital</td>
<td>32.43 (71.58)</td>
<td>10.83 (19.07)</td>
</tr>
<tr>
<td>Information technology labor</td>
<td>8.54 (15.69)</td>
<td>2.20 (4.12)</td>
</tr>
<tr>
<td>Licensed beds</td>
<td>348.80 (211.11)</td>
<td>225.40 (158.10)</td>
</tr>
<tr>
<td>Case mix index</td>
<td>1.32 (0.38)</td>
<td>1.27 (0.36)</td>
</tr>
<tr>
<td><strong>Categorical variables: ownership, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investor-owned hospitals</td>
<td>62 (30.24)</td>
<td>549 (22.83)</td>
</tr>
<tr>
<td>Not-for-profit hospitals</td>
<td>89 (43.41)</td>
<td>1527 (63.49)</td>
</tr>
<tr>
<td>Public hospitals</td>
<td>54 (26.34)</td>
<td>329 (13.68)</td>
</tr>
<tr>
<td>Teaching hospitals</td>
<td>125 (60.98)</td>
<td>160 (66.5)</td>
</tr>
</tbody>
</table>

A comparison of the financial characteristics of breached and control hospitals between 2012 and 2016 is shown in Table 2. The breached group had a higher growth rate of value added, total assets, and total labor than the control group between 2012 and 2016 (128.27% vs 115.81% for value added, 128.38% vs 121.35% for total assets, and 117.24% vs 111.43% for total labor, respectively). The breached group had a higher growth rate than the control group in IT capital (186.69% vs 178.96%, respectively) and in IT labor (183.96% vs 123.82%, respectively) from 2012 to 2016. The breached group had a higher growth rate in licensed beds (100.39% vs 98.73%, respectively) between 2012 and 2016.

Table 2. Descriptive summary of breached and never breached (control) hospitals between 2012 and 2016.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Breached (n=205)</th>
<th>Never breached (n=2405)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2012, US $ (million)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value added</td>
<td>422.06 (494.78)</td>
<td>128.27</td>
</tr>
<tr>
<td>Total assets</td>
<td>659.66 (870.55)</td>
<td>128.38</td>
</tr>
<tr>
<td>Total labor</td>
<td>388.65 (416.00)</td>
<td>117.24</td>
</tr>
<tr>
<td>Information technology capital</td>
<td>29 (71.28)</td>
<td>186.69</td>
</tr>
<tr>
<td>Information technology labor</td>
<td>7.23 (11.52)</td>
<td>183.96</td>
</tr>
<tr>
<td>Licensed beds</td>
<td>346.30 (211.13)</td>
<td>100.39</td>
</tr>
<tr>
<td><strong>2016, US $ (million)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value added</td>
<td>541.38 (634.86)</td>
<td>N/A*</td>
</tr>
<tr>
<td>Total assets</td>
<td>846.88 (114.84)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total labor</td>
<td>455.64 (485.39)</td>
<td>N/A</td>
</tr>
<tr>
<td>Information technology capital</td>
<td>54.14 (98.85)</td>
<td>N/A</td>
</tr>
<tr>
<td>Information technology labor</td>
<td>13.30 (23.69)</td>
<td>N/A</td>
</tr>
<tr>
<td>Licensed beds</td>
<td>347.65 (207.02)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

* N/A: not applicable.
Regression Results

We estimated the change in value added associated with the years before and after a breach while controlling for hospital assets, labor, IT assets, IT labor, number of beds, case mix index, breach type, breach location, time trends, and hospital fixed effects. The regression coefficients are listed in Table 3 and visualized in Figure 1. We found that productivity remained practically unchanged before and after a breach relative to baseline, with constant observable time-varying covariates, time trends, and hospital fixed effects. Log-transformation of the dependent variable yielded regression coefficients that can be interpreted as multiplicative changes after exponentiation. Specifically, value added was associated with a 0.5% reduction \([\exp(-0.005)=0.995; P=0.78]\) at 1 year after a breach, but the change was not significant. Furthermore, value added was associated with a 1.7% increase \([\exp(0.017)=1.017; P=0.32]\) at 2 years after a breach, but the change was not significant. Moreover, value added was associated with a 2.5% increase \([\exp(0.025)=1.025; P=0.28]\) at 3 years after a breach, but the change was not significant.

<table>
<thead>
<tr>
<th>Breach parameters</th>
<th>Coefficient (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breach time for which ln (revenue) was calculated (reference=0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3</td>
<td>-0.012 (0.019)</td>
<td>.53</td>
</tr>
<tr>
<td>-2</td>
<td>0.007 (0.015)</td>
<td>.64</td>
</tr>
<tr>
<td>-1</td>
<td>0.001 (0.014)</td>
<td>.94</td>
</tr>
<tr>
<td>1</td>
<td>-0.005 (0.018)</td>
<td>.78</td>
</tr>
<tr>
<td>2</td>
<td>0.017 (0.017)</td>
<td>.32</td>
</tr>
<tr>
<td>3</td>
<td>0.025 (0.023)</td>
<td>.28</td>
</tr>
<tr>
<td>Total assets</td>
<td>0.055 (0.016)</td>
<td>.001</td>
</tr>
<tr>
<td>Total labor</td>
<td>0.600 (0.064)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information technology capital</td>
<td>0.045 (0.007)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information technology labor</td>
<td>0.007 (0.003)</td>
<td>.02</td>
</tr>
<tr>
<td>Number of beds</td>
<td>0.091 (0.043)</td>
<td>.04</td>
</tr>
<tr>
<td>Individuals affected</td>
<td>0.000 (0.000)</td>
<td>.27</td>
</tr>
<tr>
<td>Case mix index</td>
<td>0.126 (0.079)</td>
<td>.11</td>
</tr>
<tr>
<td>Breach type for which ln (revenue) was calculated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hacking or information technology incident (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Data theft</td>
<td>0.148 (0.035)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unauthorized access, loss, or other</td>
<td>0.108 (0.021)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Breach location for which ln (revenue) was calculated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desktop computer or laptop (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Electronic medical record</td>
<td>0.070 (0.033)</td>
<td>.04</td>
</tr>
<tr>
<td>Network server, papers, films, or others</td>
<td>0.099 (0.020)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year for which the ln (revenue) was calculated (reference=2008)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>0.024 (0.012)</td>
<td>.04</td>
</tr>
<tr>
<td>2010</td>
<td>0.042 (0.013)</td>
<td>.001</td>
</tr>
<tr>
<td>2011</td>
<td>0.049 (0.014)</td>
<td>.001</td>
</tr>
<tr>
<td>2012</td>
<td>0.052 (0.017)</td>
<td>.003</td>
</tr>
<tr>
<td>2013</td>
<td>0.037 (0.017)</td>
<td>.03</td>
</tr>
<tr>
<td>2014</td>
<td>0.021 (0.017)</td>
<td>.22</td>
</tr>
<tr>
<td>2015</td>
<td>0.084 (0.020)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2016</td>
<td>0.080 (0.024)</td>
<td>.001</td>
</tr>
<tr>
<td>Constant</td>
<td>5.042 (1.077)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*a/N/A: not applicable.*
Estimates for all timepoints, from 3 years before to 3 years after a breach, were not significant. These estimates suggest that breaches were not associated with value added.

Total assets, total labor, IT capital, IT labor, and the number of beds were positively associated with value added. The number of individuals affected and the case mix index were not associated with value added. Breach type and breach location were associated with value added.

**Discussion**

**Principal Findings**

Hospitals’ breach responses increase the financial burden on hospitals. The efforts to repair the damages from a data breach increase direct and indirect costs and may divert resources from improving patient quality of care. Health care data breaches reported to HHS, which includes breached health plans, physicians, and business associates in addition with hospitals, have grown from 329 in 2016 to 642 in 2020 [19]. Hospital data breaches were reported to increase hospital advertising expenditures [20] and IT spending [21] to remedy the damage due to a data breach.

Breached hospitals were larger in size, reflected in higher value added, total assets, and total labor, which is consistent with previous findings [7,22]. Larger hospitals have more access points, devices, and staff that could be breached, both intentionally and erroneously. Thus, the risk of a data breach is proportional to an organization’s size.

However, data breaches were not associated with a reduction in productivity; that is, we did not observe a significant relationship between breaches and hospital productivity measured as the value added. Hospital productivity was resilient against the shocks from a data breach. We hypothesized that the financial cost and disruption associated with data breaches may decrease hospital production, but our results suggest that hospital productivity was unaffected. The stability in hospital productivity also implies that patient demand for hospital services was inelastic to data breaches. The remediation efforts and advertising to repair the reputation of the breached hospitals may have contributed to the steady demand.

Moreover, there are at least 2 more reasons to explain these results. First, there is incredible heterogeneity in the information type from a breach. For example, the release of patient records is likely to undermine the reputation of a hospital, whereas malware attacks are more likely to reduce cash flow rather than the hospital’s reputation. The effects of different attack types may take longer to manifest for hospitals. Second, while many breaches take place without knowledge, as reflected by the large uncertainty about hospital vulnerabilities, those that detect incidents may not have an incentive to report the full financial impact [23]. Most hospitals are not-for-profit organizations. We are not aware of a federal or state law that requires not-for-profit organizations to disclose data breaches in their financial statements. The Sarbanes–Oxley Act of 2002 requires publicly traded firms to disclose data breaches, but investor-owned hospitals account for a small fraction of all hospitals.

Emphasis should be laid on the security training of health care workers. Treating patients and saving lives are the highest
priority for health care workers, which makes them cautious in handling hospitals’ security regulations and policies. However, nearly one-third of the health care workforce had never received cybersecurity-related training [24]. This lack of awareness results in improper handling and storage of patient files, with increasing usage of mobile devices. The most frequent breach type in our study sample was data theft, and the most frequent breach location was desktop and laptop computers. In health care, internal human error and misuse occur much more frequently than external attacks such as those that involve hacking [25]. Thus, to reduce the risk of a hospital data breach, health care workers should be trained in cybersecurity.

Hospitals are an attractive target for cyber attackers, and these attackers are affecting hospitals by using ransomware [26,27]. While our study data do not capture ransomware attacks, these are considered much more disruptive than data breaches. To mitigate the threat, health care organizations should share threat information, experiences, and best practices to build the appropriate security architecture.

Limitations

Our analysis included reported health data breaches, which affected more than 500 individuals from 2012 to 2016; however, this is not an exhaustive list of data breaches. Smaller data breaches that affect fewer than 500 individuals are not published by HHS; hence, such breaches were excluded from our study. There is a nontrivial number of unpublished small data breaches [28]; however, such breaches tend to be less costly for organizations to remediate. There are various types of data breaches, and given the heterogeneity in potential breach effects, our small sample of breached hospitals limited the precision of our model estimates.

Conclusions

Hospital productivity was resilient against the shocks from a data breach between 2012 and 2016. The productivity trend of breached hospitals remained parallel with that of control hospitals in the years before the breach. Thereafter, the productivity of breached hospitals did not diverge significantly in the years after the breach. Nonetheless, data breaches continue to threaten hospitals today; therefore, health care workers should be trained in cybersecurity to mitigate these disruptions.
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Abstract

Background: The Jordan Stillbirth and Neonatal Mortality Surveillance (JSANDS) is an electronic surveillance system that automatically transfers the data on births, stillbirths, and neonatal deaths to the concerned authorities in the Ministry of Health. JSANDS was implemented and tested in 5 maternity hospitals during the period spanning May 2019 through December 2020.

Objective: This study aimed to evaluate the usefulness and performance of JSANDS to register births, stillbirths, and neonatal deaths, and determine their causes. Specifically, this study examined the JSANDS attributes of acceptability, simplicity, flexibility, stability, representativeness, sustainability, penetration, data quality, sensitivity, and adoption.

Methods: An evaluation study was conducted after 18 months of the JSANDS implementation using the Updated Guidelines for Evaluating Public Health Surveillance Systems. The evaluation focused on how well the system operated to meet its purpose and objectives. The indicators assessing the system attributes were scored on a Likert scale. Each indicator and overall attribute percentage score was represented as score rank and interpreted as excellent (score ≥80%), good (score ≥60 and <80%), average (score ≥40 and <60%), and poor (score <40%).

Results: A total of 270 health care professionals participated in this study and evaluated the system performance. The system users rated the usefulness of JSANDS as excellent (percentage score=85.6%). The overall acceptability (percentage score=82.3%), flexibility (percentage score=80.2%), stability (percentage score=80.0%), and representativeness (percentage score=86.6%) were also rated excellent. The overall simplicity was scored good (percentage score=75.4%). All participants were trained on JSANDS and used it in the past 12 months. Of the 270 respondents, 219 (86.2%) reported that they intend to continue using the JSANDS system to register neonatal deaths and stillbirths in the future. All variables in JSANDS had complete data with no missing values.

Conclusions: The performance of JSANDS in registering all stillbirths and neonatal deaths as well as their causes was excellent. Almost all attributes and indicators of JSANDS functionality were rated excellent. JSANDS can be scaled up to cover all maternity hospitals in Jordan. The potential for scaling up the system is very high for many reasons, including its usefulness, simplified stillbirth and neonatal death review tools, and ease of the reporting process.

(J Med Internet Res 2021;23(7):e29143) doi:10.2196/29143
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Introduction

Maternal and Neonatal Services in Jordan

In Jordan, maternal and neonatal services are provided by the public sector (Ministry of Health and Royal Medical Services), private sector, and teaching hospitals. A total of 27 Ministry of Health hospitals provide birth services, with nearby maternal and child health centers providing antenatal and postnatal care. A recent study in Jordan [1] showed that the quality of maternal and newborn care in many Jordanian hospitals is relatively acceptable. Nonetheless, some maternity hospitals have some deficiencies, including shortages of skilled and competent birth attendants; lack of pivotal protocols, policies, and guidelines necessary for optimal care; lack of optimal thorough antenatal care; and lack of necessary supplies, drugs, equipment, and resources during labor and early postnatal care. Moreover, the study reported that some health care professionals are not regularly trained on routine and special care needed for labor and the early postpartum period in both normal and complicated births.

Jordan Stillbirth and Neonatal Mortality Surveillance

A well-functioning perinatal and neonatal (PNN) mortality surveillance supports the delivery of health services by ensuring the production, analysis, dissemination, and use of reliable and timely information on PNN mortality determinants and quality of care [2-5]. Therefore, a comprehensive electronic surveillance system to register and accurately report stillbirths and neonatal deaths and their causes was developed and implemented.

The Jordan Stillbirth and Neonatal Mortality Surveillance (JSANDS) is an electronic surveillance system that automatically transfers the data on births, stillbirths, and neonatal deaths to the concerned authorities in the Ministry of Health. The development of the surveillance system was informed by the findings of stakeholder analysis and formative qualitative and quantitative research among health professionals, local communities, families, and women [4-7]. The main objectives of this system are to measure the burden of PNN mortality, identify their causes, assess trends in these deaths, and identify risk groups. The data collected by JSANDS are useful in guiding the planning, implementation, and evaluation of programs aiming at prevention and reducing PNN deaths; in prioritizing the allocation of health resources; in formulating research hypotheses; and in providing a basis for epidemiologic research. The JSANDS dashboard displays useful information on mortality indicators, including fetal death rate, neonatal mortality rate, perinatal death rate, and causes of stillbirths and neonatal deaths. These indicators are calculated as an overall score and stratified by social and clinical variables. The potential users of the data include policy makers and decision makers at the Ministry of Health, clinicians, researchers, and other health care providers.

Essential Data Reported by JSANDS

JSANDS collects data on demographic, clinical, maternal, and other relevant characteristics for each live born baby, stillbirth, and neonatal death to allow detailed exploration of the causes of perinatal mortality in Jordan, to calculate and report indicators, to make comparisons between organizations, and to provide a clearer insight into the risk factors most commonly associated with stillbirth or neonatal death. In JSANDS, stillbirth is defined as a baby delivered at or after 24 weeks of gestation or having a birthweight of ≥500 grams and showing no signs of life, irrespective of when the death occurred. Stillbirths include antepartum stillbirth (death before the onset of labor) and intrapartum stillbirth (known to be alive at the onset of labor). Neonatal death is defined as a live born infant at ≥ 24 weeks of gestation or with a birthweight of ≥ 500 grams who died before 28 complete days after birth. Perinatal death is defined as fetal death after 24th completed weeks of gestation and before 7 complete days after birth.

The Procedure of Death Notification and Assigning Cause of Death

JSANDS reports all live births, stillbirths, and neonatal deaths occurring in each hospital. The obstetrician attending the delivery and the midwife are responsible for entering the necessary data for deliveries and live births. The clinician conducting the delivery of a stillbirth has the primary responsibility to fill the form for the stillbirth, assign the cause of death, and write the International Classification of Diseases Tenth Revision (ICD-10) code accordingly. For neonatal deaths, the clinician and the nurse attending the neonatal deaths are responsible for completing the needed information on each death, including cause of death according to the ICD-10. JSANDS uses the ICD-10 codes to provide a common language for reporting and monitoring diseases [8]. The causes of deaths are set out as follows: main disease or condition in the fetus or infant, for which the single most important and main disease or condition of the infant or fetus who has died is entered; other diseases or conditions in the fetus or infant; main maternal disease or condition affecting the fetus or infant; or other maternal diseases or conditions affecting the fetus or infant.

Objectives of the Evaluation

This study aimed to evaluate the usefulness and performance of JSANDS to register births, stillbirths, and neonatal deaths, and to determine their causes. Specifically, this study examined the acceptability, simplicity, flexibility, stability, representativeness, sustainability, penetration, data quality, sensitivity, and adoption of the system.

Methods

Settings

JSANDS was implemented and tested in 5 maternity hospitals during the period spanning May 2019 through December 2020. These 5 selected hospitals from 3 major governorates cover the vast majority of births and deaths that occur in all regions in the north, east, and south of Jordan. In particular, we included one university teaching, referral hospital in Northern Jordan, which receives labor and delivery cases from all regions and suburbs in Northern Jordan. We also included a governmental hospital affiliated with the Ministry of Health in Northern Jordan, which is specialized for maternal-related issues, including births, and also receives maternal deliveries from all sectors in the region. A large, private hospital in the north of...
Jordan was also included from several private and governmental sectors in the region. In the northeast region, we included a large specialized hospital for maternal and child health that covers the whole Al-Mafraq governorate. Finally, we selected another specialized referral hospital in the southern region of Jordan which covers the majority of births within the region.

Study Design
An evaluation study was conducted to ensure that PNN deaths, their causes, and their contributing factors, including social determinates, were being reported and monitored efficiently and effectively by JSANDS after 18 months of the implementation. The evaluation focused on how well the system operated to meet its purpose and objectives. We used evaluation guidelines of the Updated Guidelines for Evaluating Public Health Surveillance Systems developed by the Centers for Disease Control and Prevention (CDC) [9]. The evaluation involved an assessment of the usefulness of the system and other system attributes including acceptability, simplicity, flexibility, stability, representativeness, sustainability, penetration, data quality, sensitivity, and adoption “uptake”. These attributes were of concern for the hardware and software, standard user interface, standard data format and coding, appropriate quality checks, and adherence to confidentiality and security standards. For the purpose of evaluation, we engaged all JSANDS users in this study including midwives, nurses, and physicians. The users included those who enter the data, assign causes of death, and use the system for monitoring the deaths in the selected hospitals.

A structured self-reported questionnaire was developed and included specific indicators to assess the system attributes. The indicators were developed based on the literature review of previous public health surveillance evaluations. The questions were developed by 3 experts who have experience in the development and evaluation of surveillance systems, and the content validity was established by a group of 5 specialists in neonatology, obstetrics, and epidemiology. The questionnaire was pilot tested on 12 JSANDS users whose responses were not included in the main study. Minimal changes, mostly related to clarity of questions, were made on these questions. The number of used indicators varied according to the attribute measured. Participants were asked to rate the degree to which they agreed with the attributes’ specific indicators using a 5-point Likert scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, and 5=strongly agree), with a higher score indicating a better performance on the studied attribute.

Operation Definitions of the System Attributes

Level of Usefulness
The system’s users were requested to rate 9 indicators of usefulness using a 5-point Likert scale. The system was considered useful if it was able to provide estimates of the PNN mortality rate, the causes of deaths, and the social determinants of deaths; report equity indicators; facilitate assessment of the effect of prevention and control programs; improve the delivery of maternal and child services; and stimulate research.

Acceptability
Seven indicators of acceptability were rated by users. The indicators assessed the user’s willingness to use the JSANDS system with and without incentives, their intention to continue using JSANDS in the future, and their satisfaction with the system.

Simplicity
The simplicity of the system included both the structure and ease of operation. Eight simplicity indicators were assessed by users. The indicators assessed the ease of use of the data entry interface, comprehensibility of the variables, comprehensibility of the case definitions, the need for frequent training, and the ease in obtaining the data.

Flexibility
Flexibility referred to whether the system can accommodate new health-related events and changes in case definitions and whether it can be easily integrated with other systems. Ten indicators were assessed by users. The indicators referred the possibility of adding new variables with minimum cost and effort, the functionality of the system after funding withdrawal, the ability of the restructuring the system to monitor maternal deaths, the ability of the restructuring the system to monitor infant deaths, the possibility of integrating JSANDS with other systems, the ability of the system to accommodate changes in the case definitions, the ability of the system to accommodate ICD revision, the functionality of the system if used in other countries, and the functionality of the system if used in other health sectors.

Stability
Stability was considered to be the ability of the system to properly collect, manage, and provide data without failure. Five indicators were used to assess the stability. The indicators assessed the stability of the system after withdrawal of sponsors’ support, availability of resources for maintenance, and availability of trained staff.

Representativeness
Five indicators were used to assess the usability of the system in other hospitals and the performance of the system to register all births, stillbirths, and neonatal deaths that occurred in the selected hospitals during the study period.

Sustainability
Sustainability referred to the extent to which the system could be maintained or institutionalized within the implementing hospitals. Sustainability was assessed as the success of the research team’s activities and the attempt to sustain the system and scale it up to other health facilities, as well as leadership support for sustainability.

Adoption “Uptake”
Adoption uptake was considered to be the intention to continue using the system with or without incentives as assessed by the responses of users engaging with the system at the time of the survey.
Penetration
Penetration was defined as the integration of the surveillance system within hospitals. It was evaluated by calculating the proportion of health professionals who used the surveillance system to report births and PNN deaths relative to the number of trained health professionals.

Data Quality
The database of all registered births and deaths during the study period was reviewed and checked for data quality. The percentage of the missing values in the core variables was calculated.

The sensitivity and positive predictive value of the surveillance system were not calculated because autopsies are not routinely performed for perinatal deaths in Jordan and because the number of perinatal deaths occurring in the community is not known.

Adherence to Ethical Standards
Ethical approval for the JSANDS evaluation was obtained from the Institutional Review Board at Jordan University of Science and Technology. A written informed consent was obtained from all JSANDS users who participated in this study. Every effort was made to protect the confidentiality and the identity of participants.

Data Analysis and Interpretation
The indicators assessing the system attributes were scored on a Likert scale from 1 (“strongly disagree”) to 5 (“strongly agree”). For each indicator, the percentage score was calculated as follows: (sum of all respondents’ scores for each indicator/maximum score of indicator × number of respondents) ×100

The overall attribute percentage score was calculated as follows: (sum of all respondents’ scores for all indicators/number of indicators × maximum score of indicator × number of respondents) ×100. Each indicator and overall attribute percentage score were interpreted as a ranked score as follows: excellent (score ≥80%), good (score ≥60 and <80%), average (score ≥40 and <60%), and poor (score <40%).

Results

JSANDS’ Users’ Characteristics
Of the 270 JSANDS’s users, 254 (94.1%; 13 men and 241 women) health care professionals participated in this study and evaluated the system performance. Their age ranged from 23 to 65 years, with a mean age of 33.2 years (SD 7.0). Among all respondents, 16 (6.3%) were pediatricians, 23 (9.1%) were obstetricians, 126 (49.6%) were pediatric nurses, and 89 (35.0%) were midwives. All participants were trained on the surveillance system.

Level of Usefulness
The system users rated the usefulness of JSANDS as excellent (percentage score=85.6%). Table 1 shows the ratings of the 9 usefulness indicators. All indicators were rated as excellent. The system provides estimates of the overall PNN mortality rate and the causes of death and those according to other social and clinical determinants. Moreover, the system reports data on other maternal and child health indicators, such as cesarean section rate, preterm delivery rate, and low–birth-weight delivery rate.

Table 1. The percentage score and rank of the JSANDS usefulness indicators.

<table>
<thead>
<tr>
<th>Usefulness indicators</th>
<th>Score, mean (SD)</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The data in the system can be used to estimate the magnitude of stillbirths and neonatal mortality</td>
<td>4.4 (0.7)</td>
<td>87.8</td>
<td>Excellent</td>
</tr>
<tr>
<td>The data in the system can be used to monitor the trend of stillbirths and neonatal mortality</td>
<td>4.4 (0.7)</td>
<td>88.3</td>
<td>Excellent</td>
</tr>
<tr>
<td>The data in the system can be used to identifying newborns at high risk of dying</td>
<td>4.3 (0.8)</td>
<td>86.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>The data can be used for planning the resources for prevention and control neonatal deaths</td>
<td>4.2 (0.8)</td>
<td>85.0</td>
<td>Excellent</td>
</tr>
<tr>
<td>The data in the system can be used to update and develop national policy strategy</td>
<td>4.2 (0.8)</td>
<td>83.5</td>
<td>Excellent</td>
</tr>
<tr>
<td>The data in the system can be used to assess the impact of any interventions in your hospital</td>
<td>4.3 (0.8)</td>
<td>85.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>JSANDS is able to detect unusual increases in the number of stillbirths and deaths</td>
<td>4.3 (0.7)</td>
<td>86.9</td>
<td>Excellent</td>
</tr>
<tr>
<td>JSANDS encourages health workers to prevent neonatal deaths</td>
<td>4.1 (1.0)</td>
<td>82.3</td>
<td>Excellent</td>
</tr>
<tr>
<td>JSANDS encourages health workers to improve neonatal health services</td>
<td>4.3 (0.8)</td>
<td>85.7</td>
<td>Excellent</td>
</tr>
<tr>
<td>Overall usefulness</td>
<td>4.3 (0.8)</td>
<td>85.6</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

*JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.*

The System Performance

Acceptability
The overall acceptability was scored excellent (percentage score=82.3%). All indicators of the acceptability were rated excellent (Table 2) except for 1 indicator, “Using JSANDS is time-consuming,” which received the lowest percentage score (71.8%) with a “good” rank.
Table 2. The percentage score and rank of the JSANDS acceptability indicators.

<table>
<thead>
<tr>
<th>Acceptability indicators</th>
<th>Score, mean (SD)</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am very willing to use the JSANDS(^a) system and register neonatal deaths and stillbirths</td>
<td>4.3 (0.9)</td>
<td>86.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>I am very willing to use the system and register neonatal deaths and stillbirths without having any incentives</td>
<td>4.2 (1.2)</td>
<td>83.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>I will continue using the JSANDS system to register neonatal deaths and stillbirths in future</td>
<td>4.2 (0.9)</td>
<td>83.5</td>
<td>Excellent</td>
</tr>
<tr>
<td>I am satisfied with the system</td>
<td>4.1 (0.9)</td>
<td>82.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>My colleagues are willing to use JSANDS</td>
<td>4.3 (0.8)</td>
<td>86.2</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS team respond to our suggestions and recommendations</td>
<td>4.1 (0.9)</td>
<td>81.8</td>
<td>Excellent</td>
</tr>
<tr>
<td>Using JSANDS is not time-consuming</td>
<td>3.6 (1.5)</td>
<td>71.8</td>
<td>Good</td>
</tr>
<tr>
<td>Overall acceptability</td>
<td>4.1 (1.0)</td>
<td>82.3</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

\(^a\)JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.

**Simplicity**

The overall simplicity was scored as good (percentage score=75.4\%). Of the 8 simplicity indicators, 3 indicators were rated excellent and the remaining 5 indicators were rated good (Table 3). The 2 indicators, “The focal points don’t need continuous and frequent trainings to use the system” and “The JSANDS doesn’t require too much information to register neonatal death and stillbirths,” were rated the lowest.

Table 3. The percentage score and rank of the JSANDS acceptability indicators.

<table>
<thead>
<tr>
<th>Simplicity indicators</th>
<th>Score, mean (SD)</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The JSANDS(^a) data entry interface fields are easy to fill</td>
<td>4.4 (0.9)</td>
<td>87.2</td>
<td>Excellent</td>
</tr>
<tr>
<td>The variables in the JSANDS data entry interface are easy to understand</td>
<td>4.3 (0.9)</td>
<td>86.5</td>
<td>Excellent</td>
</tr>
<tr>
<td>Data entry in the JSANDS is time-consuming</td>
<td>3.6 (1.5)</td>
<td>71.2</td>
<td>Good</td>
</tr>
<tr>
<td>Collecting detailed information of cases don’t require telephone contact or home visit</td>
<td>3.4 (1.5)</td>
<td>68.7</td>
<td>Good</td>
</tr>
<tr>
<td>The case definitions (definition of stillbirth and neonatal death) used by JSANDS are easy to understand</td>
<td>4.1 (1.0)</td>
<td>82.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>The focal points don’t need continuous and frequent trainings to use the system</td>
<td>3.3 (1.4)</td>
<td>65.9</td>
<td>Good</td>
</tr>
<tr>
<td>The sources of information on mortality and causes of deaths are easy to obtain</td>
<td>3.9 (1.3)</td>
<td>77.4</td>
<td>Good</td>
</tr>
<tr>
<td>The JSANDS doesn’t require too much information to register neonatal death and stillbirths</td>
<td>3.3 (1.5)</td>
<td>65.5</td>
<td>Good</td>
</tr>
<tr>
<td>Overall simplicity</td>
<td>3.8 (1.3)</td>
<td>75.4</td>
<td>Good</td>
</tr>
</tbody>
</table>

\(^a\)JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.

**Flexibility**

The ratings of the flexibility indicators are shown in Table 4. Overall, flexibility was scored excellent (percentage score=80.2\%) by the system users. Seven out of ten flexibility indicators were rated excellent, and the rest were rated good (Table 4).
Table 4. The percentage score and rank of the JSANDS flexibility indicators.

<table>
<thead>
<tr>
<th>Flexibility indicators</th>
<th>Mean score SD</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>New variables can be added to the system with minimum cost and effort</td>
<td>3.7 (1.1)</td>
<td>74.7</td>
<td>Good</td>
</tr>
<tr>
<td>The JSANDS(^a) system does not need continuous funding</td>
<td>3.9 (1.4)</td>
<td>77.7</td>
<td>Good</td>
</tr>
<tr>
<td>The system can be restructured easily to register maternal deaths</td>
<td>4.0 (0.9)</td>
<td>80.3</td>
<td>Excellent</td>
</tr>
<tr>
<td>The system can be restructured to register congenital anomalies</td>
<td>4.2 (0.8)</td>
<td>84.0</td>
<td>Excellent</td>
</tr>
<tr>
<td>The system can be restructured easily to register infant mortality (deaths below 1 year)</td>
<td>4.1 (0.9)</td>
<td>82.7</td>
<td>Excellent</td>
</tr>
<tr>
<td>The system can be integrated in the Hakeem system or your health information system easily</td>
<td>3.8 (1.2)</td>
<td>75.9</td>
<td>Good</td>
</tr>
<tr>
<td>The JSANDS system can accommodate changes in case definition of neonatal deaths</td>
<td>4.1 (0.8)</td>
<td>82.4</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS system can accommodate new ICD(^b) revisions, such as the ICD-11</td>
<td>4.0 (0.8)</td>
<td>80.0</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS system can be used in any country with minimal changes</td>
<td>4.1 (0.9)</td>
<td>81.9</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS system can be used in any hospital in Jordan</td>
<td>4.1 (1.0)</td>
<td>82.8</td>
<td>Excellent</td>
</tr>
<tr>
<td>Overall flexibility</td>
<td>4.0 (1.0)</td>
<td>80.2</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

\(^a\)JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.  
\(^b\)ICD: International Classification of Diseases.

Stability

The overall stability score was rated excellent (percentage score=80.0\%) (Table 5). Three indicators were rated excellent, and two indicators were rated good. The indicator, “The system is stable even when sponsors withdrawal support” received the lowest score (72.0\%).

Table 5. The percentage score and rank of the JSANDS stability indicators.

<table>
<thead>
<tr>
<th>Stability indicators</th>
<th>Score, mean (SD)</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>There are planned resources for maintenance of the JSANDS(^a) system</td>
<td>4.1 (1.0)</td>
<td>82.5</td>
<td>Excellent</td>
</tr>
<tr>
<td>The system is stable even sponsors withdrawal support</td>
<td>3.6 (1.4)</td>
<td>72.0</td>
<td>Good</td>
</tr>
<tr>
<td>There are trained staff in the hospital to use the system</td>
<td>4.5 (0.6)</td>
<td>90.2</td>
<td>Excellent</td>
</tr>
<tr>
<td>It is easy to know how to use the system</td>
<td>4.5 (0.7)</td>
<td>90.4</td>
<td>Excellent</td>
</tr>
<tr>
<td>JSANDS is not affected by the turnover of trained staff</td>
<td>4.0 (1.4)</td>
<td>79.8</td>
<td>Good</td>
</tr>
<tr>
<td>Overall stability</td>
<td>4.1 (1.0)</td>
<td>80.8</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

\(^a\)JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.

Representativeness

The overall representativeness score was rated excellent (percentage score=86.6\%) (Table 6). All representativeness indicators were rated excellent.

Table 6. The percentage score and rank of the JSANDS representativeness indicators.

<table>
<thead>
<tr>
<th>Representativeness indicators</th>
<th>Score, mean (SD)</th>
<th>Percentage score (%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system can be used in any MoH(^a) hospital</td>
<td>4.2 (0.8)</td>
<td>84.8</td>
<td>Excellent</td>
</tr>
<tr>
<td>The system can be used in any Royal Medical services hospital</td>
<td>4.3 (0.8)</td>
<td>85.0</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS(^b) system registered all births occurred in the hospital in the past period</td>
<td>4.3 (0.8)</td>
<td>86.6</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS system registered all stillbirths occurred in the hospital in the past period</td>
<td>4.4 (0.7)</td>
<td>88.1</td>
<td>Excellent</td>
</tr>
<tr>
<td>The JSANDS system registered all neonatal deaths that occurred in the hospital in the past period</td>
<td>4.4 (0.7)</td>
<td>88.9</td>
<td>Excellent</td>
</tr>
<tr>
<td>Overall representativeness</td>
<td>4.3 (0.7)</td>
<td>86.6</td>
<td>Excellent</td>
</tr>
</tbody>
</table>

\(^a\)MoH: Ministry of Health.  
\(^b\)JSANDS: Jordan Stillbirth and Neonatal Mortality Surveillance.
Sustainability

The policymakers at the Jordan Ministry of Health and the UNICEF (The United Nations Children's Fund) team were supportive of scaling up JSANDS to other hospitals in Jordan. The Secretary General formed a steering committee for scaling up the system, and a letter signed by the Minister of Health was sent to the other hospitals' directors to implement JSANDS and use it for registration of neonatal deaths and stillbirths.

Adoption Uptake

All participants were trained on JSANDS and used it in the past 12 months. Of the 270 respondents, 219 (86.2%) reported that they intend to continue using the JSANDS system to register neonatal deaths and stillbirths in the future, and 213 (83.9%) reported that they intend to use it even without having any incentives.

Penetration

Of the 270 participants, 14 (5.5%) users used it once, 70 (27.6%) used it but not frequently, 81 (31.9%) used it at least once a week, and 89 (35.0%) used it every day.

Data Quality and Sensitivity

In Jordan, all births and deaths should be registered and reported to the Civil Status and Passports Department (CSPD). To investigate data quality and sensitivity of the JSANDS, we compared registered deaths on the system with deaths reported to the CSPD for the same period. Further, all data entered on the system were carefully checked by comparing them with data in maternal or child medical records. We found that all variables had complete data with no missing values. Unsurprisingly, all neonatal deaths reported to the CSPD (that used paper notification) from the selected hospitals during the same pilot period were registered in JSANDS. On the other hand, 85.0% (648/762) of neonatal deaths and all stillbirths registered by JSANDS were not registered in the CSPD, neither as births nor as deaths.

Discussion

Counting deaths, collecting information about causes of these deaths, and determining the contributing and avoidable factors are essential for delaying unnecessary early death events and improving the health care system [10]. Meanwhile, designing electronic registration and reporting systems for births and neonatal deaths is essential for reducing stillbirths and neonatal mortality [11].

This study showed that the users of the JSANDS found the system to be useful, functional, and high-performing. In a previous study on the usability of JSANDS, health professionals rated it positively as indicated by the high usability ratings, satisfaction with the system, and ratings of the helpfulness of the system in making important decisions with quality of care [12].

JSANDS was rated by the system users as useful because it provides estimates of the PNN mortality rate and the causes of deaths overall according to other social and clinical determinants. This finding is supported by the fact that the JSANDS data were used by authors in previous studies [13,14] to determine the rate, determinants, and causes of stillbirths and neonatal deaths in Jordan. The researchers in these studies reported that the majority of neonatal deaths could have been prevented and have recommended specialized care to be provided to low–birth-weight neonates and those with respiratory problems by experienced health care providers [13]. Moreover, the researchers reported that the majority of stillbirths registered by JSANDS occurred during the antepartum period, and they recommended that care should be taken for the early identification of high-risk pregnancies and ensuring adequate antenatal obstetric interventions [14].

The system also reports data on other maternal and child health indicators, such as cesarean section rate, preterm delivery rate, and low–birth-weight delivery rate. For example, the system showed that the cesarean section rate is extremely high, reaching a rate of almost 50%. The finding of the high cesarean section rate in Jordan is consistent with the findings of previous studies [15,16].

Reporting mortality estimates by social determinants is useful for informing health care decision making and program evaluation to support the equitable delivery of essential and quality interventions to populations in need. JSANDS collects the data that are necessary to create equity indicators. Combining mortality measures and equity stratifiers in particular ways can yield policy-relevant information that also reveals the basic inequities in society. Having a range of health measures and equity stratifiers facilitates timely recognition of emerging or hidden inequities and improves accountability for protecting vulnerable populations. Currently, the JSANDS dashboard disaggregates mortality measures by gender, nationality, geographic location, and socioeconomic status to clarify if there are any significant differences present.

During the implementation of JSANDS, the availability of data on deaths and their causes triggered health professionals in the hospitals to intervene and improve the quality of services. Several success stories were documented, demonstrating the attempts of health professionals to improve the quality of maternal and neonatal services [17].

JSANDS users rated acceptability and all its indicators as excellent except 1 indicator, “Using JSANDS is time-consuming.” One reason for perceiving its use as time-consuming is that JSANDS collects additional information on social determinants of deaths. Including these data is justified as it can improve health equity and reduce disparities in care.

Regarding stability, 3 indicators were rated excellent and 2 indicators were rated good. Although users thought that the stability would be affected by the withdrawal of sponsor support, the JSANDS managers believe that the system will maintain its stability after the end of sponsors’ funding because the system is not resource demanding. All hospitals have a sufficient number of computers, and any one of these computers can be used to install JSANDS. The 12 computers that were used for running JSANDS in the pilot hospitals were functional and did not need repair during the period of implementation. The number of unscheduled outages and down times for the system’s computers during the 18 months of implementation was 8 times
over all hospitals, and this did not affect the data registration or reporting. The system was operating fully at all times.

The simplicity of JSANDS was rated as good. Five of the simplicity indicators were rated good. It seems that the focal points need continuous and frequent trainings to use the system. To ensure that the focal points are aware of the system, an online manual on JSANDS and its use is available at the JSANDS website [17]. From our own experience in managing JSANDS and training, only 2 hours of training are needed to train people on using the system. Moreover, JSANDS users thought that JSANDS requires too much information to register neonatal death and stillbirths. Looking at an objective indicator of time needed to enter the data into JSANDS, the time spent on collecting and entering the data for registering a birth ranged from 3 to 5 minutes while the time needed for registering a neonatal death and stillbirth was 2 and 3 minutes, respectively. Once data about each case are entered into the system at the health facility, the data are transferred immediately to the Ministry of Health. Moreover, the system automatically analyzes the data and produces the indicators and reports promptly once they are requested.

JSANDS was piloted in 5 hospitals, and the representativeness of deaths cannot be assessed. However, the system was able to accurately describe the occurrence of PNN deaths over time and its distribution in the selected hospitals. On the other hand, users reported that the system can be used in all health sectors. With the use of more objective measures of representativeness, all births, stillbirths, and neonatal deaths that occurred in the selected hospitals were registered and reported by JSANDS.

In conclusion, JSANDS was shown to be a reliable and useful system for registering and reporting stillbirths and neonatal deaths and their causes in Jordan. This real-time surveillance system enables health care professionals to detect unusual increase in stillbirths and neonatal deaths and to detect the exact root of the noticeable deaths at a particular time. The performance of JSANDS in fully registering stillbirths and neonatal deaths and their causes was excellent. Almost all attributes and indicators of JSANDS functionality were rated excellent. JSANDS can be scaled up to cover all maternity hospitals in Jordan. The potential for scaling up the system is very high for many reasons, including its usefulness, the simplified PNN death review tools, and its easy-to-use reporting process.
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Abstract

Background: Racial and ethnic minority groups are underrepresented in health research, contributing to persistent health disparities in the United States. Identifying effective recruitment and retention strategies among minority groups and their subpopulations is an important research agenda. Web-based intervention approaches are becoming increasingly popular with the ubiquitous use of the internet. However, it is not completely clear which recruitment and retention strategies have been successful in web-based intervention trials targeting racial and ethnic minorities.

Objective: This study aims to describe lessons learned in recruiting and retaining one of the understudied ethnic minority women—Korean Americans—enrolled in a web-based intervention trial and to compare our findings with the strategies reported in relevant published web-based intervention trials.

Methods: Multiple sources of data were used to address the objectives of this study, including the study team’s meeting minutes, participant tracking and contact logs, survey reports, and postintervention interviews. In addition, an electronic search involving 2 databases (PubMed and CINAHL) was performed to identify published studies using web-based interventions. Qualitative analysis was then performed to identify common themes addressing recruitment and retention strategies across the trials using web-based intervention modalities.

Results: A total of 9 categories of recruitment and retention strategies emerged: authentic care; accommodation of time, place, and transportation; financial incentives; diversity among the study team; multiple, yet standardized modes of communication; mobilizing existing community relationships with efforts to build trust; prioritizing features of web-based intervention; combined use of web-based and direct recruitment; and self-directed web-based intervention with human support. Although all the studies included in the analysis combined multiple strategies, prioritizing features of web-based intervention or use of human support were particularly relevant for promoting recruitment and retention of racial and ethnic minorities in web-based intervention trials.

Conclusions: The growing prevalence of internet use among racial and ethnic minority populations represents an excellent opportunity to design and deliver intervention programs via the internet. Future research should explore and compare successful recruitment and retention methods among race and ethnic groups for web-based interventions.

Trial Registration: ClinicalTrials.gov NCT03726619; https://clinicaltrials.gov/ct2/show/NCT03726619.

(J Med Internet Res 2021;23(7):e23959) doi:10.2196/23959
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Introduction

Background

Health research creates generalizable scientific knowledge, leads to positive changes in health policy, and improves human health and health care [1,2]. However, these benefits are not shared equally, particularly among the racial and ethnic minority groups in the United States, as they are vastly underrepresented in biomedical research. For example, racial and ethnic minority participation in cancer clinical trials was approximately 20% compared with 80% of White counterparts in 2018 [3], and this has yielded only a 2% increase in the past two decades. Racial and ethnic minorities constituted 40% of the US population in 2018 [4], and this number is projected to continue to rise, making up more than 50% of the total population by 2050 [5]. The National Institutes of Health policy states that all National Institutes of Health–funded clinical research must include and address minority groups and their subpopulations in their research objectives, design, and recruitment [2]. Therefore, effective recruitment and retention strategies for racial and ethnic minority populations must be identified, evaluated, and used to reduce the underrepresentation of racial and ethnic minorities in health research.

A systematic review of studies addressing research participation among racial and ethnic minorities [6] revealed various factors salient to racial and ethnic minority participation in research. The most common barriers across all 4 ethnic minority groups—Blacks or African Americans, Asian Americans, Latinos, and Pacific Islander—were mistrust (77%), followed by time and financial constraints (45%), fear of unintended outcomes (31%), limited access to information (31%), stigma about participating in research (27%), fear of discrimination related to health insurance coverage (7%), and fear of deportation and concern about their immigration status being affected (5%). In addition, a substantial number of racial and ethnic minority groups experience logistical problems such as transportation, time commitment, and financial means to make office visits [7], lack of social support, low socioeconomic status, lack of culturally targeted or sensitive information, and education about the study [8]. Finally, provider biases against minority patients, such as assumptions about patient preferences, knowledge, and compliance, especially when accompanied with language barriers, may contribute to a provider’s failure to offer opportunities for their patients to participate in research [7]. This lack of research participation could hinder racial and ethnic minority individuals from exploring different treatment options and receiving high-quality care while contributing to future generations.

With the rapid advancement of technology and its convenience, access to the internet is highly prevalent. According to the Health Information National Trends Survey by National Cancer Institute in 2007 [9], 70% of 4092 Health Information National Trends Survey respondents indicated that they had access to the internet, excluding work and public spaces, and there was consistent use of social networking sites among racial and ethnic minorities. According to the World Data sourced by the World Bank, the share of the United States population using the internet increased from 69% in 2006 to 76% in 2016 [10]. Similarly, a recent report from the Pew Research Center showed that the internet use penetration rate is equally, if not more rapidly, increasing among Blacks and Hispanics by 17% and 15% between 2010 and 2019, respectively, as compared with that of their White counterparts, which increased by 14% [11]. The growing prevalence of internet use, particularly among racial and ethnic minority populations, represents an excellent opportunity for researchers to design and deliver intervention programs using technology. Indeed, an increasing number of clinical trials have used the internet as the main mode of intervention delivery [12]. However, there is a lack of research addressing recruitment and retention strategies among racial and ethnic minority populations in web-based intervention trials, suggesting an important gap in the literature.

Objective

e-CHECC-uP (e-Community–Based Health Literacy–Focused Intervention for Cancer Control) is a recently completed randomized controlled pilot trial (trial registration: ClinicalTrials.gov NCT03726619) in which a web-based intervention was used to promote breast and cervical cancer screening among Korean American women. The purpose of this paper is to describe our experiences and lessons learned in recruiting and retaining Korean American women for the e-CHECC-uP study. We also compare our findings with the strategies reported in relevant published studies to enhance our understanding of the recruitment and retention of ethnic and racial minorities in web-based intervention trials.

Methods

Description of the e-CHECC-uP Study

e-CHECC-uP was a community-based randomized controlled pilot trial designed to promote mammogram and Papanicolaou test screening practices among Korean American women. Details regarding the study design and intervention are described elsewhere. Briefly, the e-CHECC-uP intervention consisted of web-based health literacy education followed by phone counseling for 6 months. The study inclusion criteria were as follows: (1) Korean American women aged between 21 and 65 years, (2) residing in the Baltimore-Washington metropolitan area, and (3) who were overdue for an age-appropriate mammogram (ie, had not had a mammogram within the past year for women aged 40-54 years or past 2 years for women aged 45-65 years) [13] or a Papanicolaou test (ie, had not had a Papanicolaou test within the last 3 years) [14]. Our recruitment goal was 40 Korean American women (20 in the intervention arm and 20 in the control arm) for this pilot study.

Upon approval of study procedures by the Johns Hopkins Medicine Institutional Review Board, the study team worked with ethnic churches in the target area to identify potential participants by posting flyers, working directly with pastors to make an announcement about the study, and by word-of-mouth among the potential participants. Specifically, after the trained bilingual research assistants identified and contacted the spokesperson (pastor, office secretary, or community health worker) from each church via phone calls and emails, a study coordinator sent an introductory email with a study flyer in
Korean and English and a summary of the study for the church bulletin board announcement. Once approved by the church leadership board, which often included pastors and older adults, in-person baseline visits were scheduled at their convenience, usually during lunchtime or after church service on Sundays. Trained bilingual research assistants met potential participants at their church to explain the study procedure, obtain informed consent, and provide study-related assistance. The enrolled participants completed the study surveys at baseline and at 3 months and 6 months. To address scheduling challenges and time constraints for some potential participants, we also offered an option to complete the consent process and data collection on the web. Every participant received financial incentives at each data collection (US $20 each at baseline and at 3 months and US $40 at 6 months). At the conclusion of the study survey at 6 months, women in the intervention arm were invited to participate in postintervention phone interviews. Each interview lasted for 15-30 minutes. Those who participated in the postintervention interview received additional US $30.

Sources of Data

We used multiple data sources for the e-CHECC-uP trial to address the study purpose, including the study team’s weekly meeting minutes, transcripts for postintervention interviews, recruitment and retention tracking logs, survey reports, and other study forms recording contacts with participants such as phone counseling logs. In addition, key lessons learned for recruitment and retention from published studies using web-based interventions were identified and compared with the e-CHECC-uP strategies. Our search was conducted in April 2020, and the strategy involved 2 electronic databases: PubMed and CINAHL. In consultation with a health science librarian, we used the following search terms: research subject recruitment OR research subject retention OR recruitment strategies OR retention strategies OR research participation AND web-based OR Internet OR computers AND ethnic groups OR ethnic minority. We included the articles that involved interventions with technology or the Internet for racial and ethnic minority populations in the United States, discussed recruitment and retention strategies, and were published in the last 10 years in English. We excluded the studies in which involvement of technology was limited to the recruitment method only. Our search yielded 163 articles, and following the abstract and full-text screening, 7 articles, including 2 systematic reviews, were identified as being relevant to our discussion.

Analysis

Using diverse sources of data, recruitment and retention strategies used in the e-CHECC-uP trial were described, discussed, and solidified among the research team members. Descriptive statistics such as means, frequencies, and percentages were used to summarize recruitment and retention rates in the e-CHECC-uP trial. A thematic analysis of the intervention participant interview was conducted to identify the common experiences of Korean American women with the study intervention in the trial.

Results

Characteristics of e-CHECC-uP and Other Relevant Studies

Table 1 summarizes the key characteristics of the e-CHECC-uP study and the 7 relevant studies that used web-based intervention, as identified from our electronic search. The e-CHECC-uP study participants were recruited over a span of 6 months (July to December 2019) from 5 Korean churches in the Greater Baltimore area, and 72% (52/72) women who were screened for this study were considered as eligible for enrollment. However, 8 of those eligible women refused to enroll in our study because of time constraints (n=4), health reasons (n=1), lack of interest (n=1), and reluctance to undergo a cancer screening test in the United States because of inconvenience (n=1). In addition, we could not reach 4 eligible women after initial contact, yielding 40 women enrolled in the study (77% response rate). The majority of women (n=38) were enrolled face-to-face and 2 were enrolled on the web. In total, 34 participants (intervention: n=15 and control: n=19) completed the final study assessment at 6 months (retention rate 85%). Reasons for withdrawal included time constraints (n=3), participation burden (n=1), change of mind (n=1), and lost contact (n=1). The scope of web-based interventions included in the relevant studies addressed health promotion and participant education. The follow-up period for these studies ranged from 3 weeks to 24 months. Of the 7 relevant studies, 4 randomized controlled trials (RCTs) and 1 RCT-based secondary analysis focused on various racial and ethnic minority groups, including Asian Americans (Chinese, Korean, and Japanese, specifically), African Americans, and Black or Latino. The interventions included the Fitbit device, weekly interactive web-based comics with text and email reminders, web-based education involving in-person visits, and social media websites using a mobile chat function in participants’ mother language. There were 2 systematic reviews of e-mental health interventions among Asian American women and mobile health (mHealth) research participation among African Americans, including 79 studies and 56 studies, respectively.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design; goal</th>
<th>Sample</th>
<th>Follow-up period</th>
<th>Intervention</th>
<th>Recruitment and retention methods with rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hwang et al (unpublished, 2021) [1]</td>
<td>RCT(^b) (2 arms); to promote mammogram and Papanicolaou test screening among Korean American women</td>
<td>Korean American women who were overdue for an age-appropriate mammogram and/or Papanicolaou test screening ((n=40))</td>
<td>6 months</td>
<td>Intervention: web-based health literacy–focused education followed by monthly phone counseling+cancer screening brochure; control: cancer screening brochure</td>
<td>Posting flyers or working directly with pastors to make study announcements in ethnic churches and word-of-mouth; 77% recruitment yield rate; the retention rate was 85% at 6 months</td>
</tr>
<tr>
<td>Chee et al (2019) [15]</td>
<td>RCT (3 arms); to promote physical activity among Asian American women</td>
<td>Chinese and Korean women who were aged 20-60 years, who were fluent in English or native language, and who had internet access ((n=165))</td>
<td>3 months</td>
<td>Group 1: web-based physical activity promotion; group 2: 1+Fitbit Charge; group 3: 2+Fitbit+office visits</td>
<td>Contacted Asian American groups and communities to announce about the study via email or website; 76% recruitment yield rate. Retention rate was 23% at 3 months (22% for group 1, 37% for group 2, and 0% for group 3)</td>
</tr>
<tr>
<td>DeFrank et al (2019) [16]</td>
<td>RCT (2 arms); to decrease obesity risk among urban minority youth</td>
<td>Black or Latino child (aged 9-12 years)-parent dyads, with child BMI percentile of 5% or higher and internet access ((n=89))</td>
<td>3 months</td>
<td>Intervention: a 6-chapter interactive web-based nutrition comic ((1 \text{ chapter per week})) combined with weekly text or email messages and reminders from comic characters and self-assessments of how they did on their weekly health goals; control: 6 web-based newsletters with nutrition-related content ((1 \text{ per week})) with weekly text or email messages and self-assessments</td>
<td>Recruitment rates yielded by the various recruitment methods: community events (39%), community tabling or handing out flyers (34%), friends or word-of-mouth (15%), and community clinic referrals (12%); the retention rate was 84% at 3 months</td>
</tr>
<tr>
<td>Staffileno et al (2017) [17]</td>
<td>RCT (2 arms); to evaluate the feasibility of web advertising as a recruiting modality for a healthy lifestyle behavior change intervention targeting young African American women</td>
<td>African American women ((\text{aged 18-45 years})) with untreated prehypertension and internet access ((n=35))</td>
<td>12 weeks</td>
<td>Web-based education ((12 \text{ modules})) focusing on either physical activity or Dietary Approaches to Stop Hypertension</td>
<td>Study flyers, tabletop cards, blood pressure screenings at health fairs, and clinic referrals. Web-related methods, such as Facebook, craigslist, university website, intranet, and “on-hold” telephone line, were also used; for 18 months, 176 inquiries received, and 35 women met the criteria and enrolled (20% overall rate) with rates by different recruitment methods used: employee-in-services (100%), university website (44%), flyers or tabletop cards (32%), word-of-mouth or physician referral (25%), blood pressure screenings, (15%), Facebook or Craigslist (13%), and clinics (12%)</td>
</tr>
<tr>
<td>Im et al (2020) [18]</td>
<td>RCT (2 arms); to determine the effect of a technology-based education and coaching intervention on improving Asian American breast cancer survivor experience</td>
<td>Asian American breast cancer survivors ((n=94))</td>
<td>3 months</td>
<td>Intervention: 3 social media websites with preferred language chat function about breast cancer; web-based education sessions that were culturally tailored (ie, acupuncture for Chinese and red ginseng for Koreans); and web-based cultural resources and the American Cancer Society website for 3 months; control: use of the American Cancer Society website for 3 months</td>
<td>Social media groups, internet communities or groups, and communities or groups of Asian Americans using communication apps that are well known to the subethnic groups (weChat for Chinese, KakaoTalk for Korean, and Line for Japanese); recruitment and retention rates not reported</td>
</tr>
</tbody>
</table>
Recruitment and Retention Methods with Rates

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design; goal</th>
<th>Sample</th>
<th>Follow-up period</th>
<th>Intervention</th>
<th>Recruitment and retention methods with rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reyes et al (2018)</td>
<td>Systematic review; to address challenges, barriers, and strategies of conducting e-mental health intervention research among Asian American women</td>
<td>79 studies related to mental health services (not all specific to Asian American women)</td>
<td>No follow-up period discussion provided</td>
<td>No discussion on the scope and characteristics of the interventions included in the review</td>
<td>Participants in the studies included in the review recruited from clinical settings were less likely to complete the program than those recruited from nonclinical settings. Otherwise, no other specific information on recruitment and retention was provided; recruitment and retention rates not discussed</td>
</tr>
<tr>
<td>Im et al (2016)</td>
<td>Secondary analysis of an internet-based intervention study using RCT with Asian American breast cancer survivors; to identify practical issues in web-based recruitment of Asian American breast cancer survivors</td>
<td>Asian American (Chinese, Korean, and Japanese) breast cancer survivors (n=57)</td>
<td>3 months</td>
<td>Intervention: used both the internet cancer support group and the internet resources (those related to daily life and those by the American Cancer Society); control: used only the internet resources related to daily life (eg, news in Asian countries and Asian businesses in the United States) and the American Cancer Society website</td>
<td>Study announcement via internet breast cancer support groups, Facebook, and WeChat (reached 8283 potential participants but yielded only 69 study website clicks); 171 internet breast cancer support groups identified, and 6 of them responded to study team email request to post study announcement, with 0.2% response rate of potential participants; retention rates were approximately 50% across the 3 subethnic groups</td>
</tr>
<tr>
<td>James et al (2016)</td>
<td>Systematic review; to review participation of African Americans in eHealth or mobile health interventions</td>
<td>Studies that were published in English, conducted in the United States, included African American adults (aged ≥18 years), and specified the type of technology used (n=56)</td>
<td>Ranges from 3 weeks to 24 months</td>
<td>No description of the scope or characteristics of eHealth or mobile health interventions included in the review</td>
<td>Recruitment settings or methods used in the studies included in the review; clinics or health care facilities, 52% (29/56, of studies included); flyer and newspaper, 25% (14/56); websites, listserv, email, or postal mailings, 15% (8/56); churches, n=2; college campus, n=3; no recruitment and retention rates reported</td>
</tr>
</tbody>
</table>

Recruitment and Retention of Racial and Ethnic Minorities in Web-Based Intervention Trials

Recruitment and Retention in Other Web-Based Intervention Trials

Analysis of various data sources revealed several key strategies and lessons learned relevant to the recruitment and retention of racial and ethnic minorities in web-based intervention trials (Textbox 1). These included authentic care; accommodation of time, place, and transportation; financial incentives; diversity among study team; multiple, yet standardized, modes of communication; mobilizing existing community relationships with efforts to build trust; prioritizing features of web-based intervention; combined use of web-based and direct recruitment; and self-directed web-based intervention with human support.

---

Textbox 1

Recruitment and Retention Methods with Rates

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study design; goal</th>
<th>Sample</th>
<th>Follow-up period</th>
<th>Intervention</th>
<th>Recruitment and retention methods with rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reyes et al (2018)</td>
<td>Systematic review; to address challenges, barriers, and strategies of conducting e-mental health intervention research among Asian American women</td>
<td>79 studies related to mental health services (not all specific to Asian American women)</td>
<td>No follow-up period discussion provided</td>
<td>No discussion on the scope and characteristics of the interventions included in the review</td>
<td>Participants in the studies included in the review recruited from clinical settings were less likely to complete the program than those recruited from nonclinical settings. Otherwise, no other specific information on recruitment and retention was provided; recruitment and retention rates not discussed</td>
</tr>
<tr>
<td>Im et al (2016)</td>
<td>Secondary analysis of an internet-based intervention study using RCT with Asian American breast cancer survivors; to identify practical issues in web-based recruitment of Asian American breast cancer survivors</td>
<td>Asian American (Chinese, Korean, and Japanese) breast cancer survivors (n=57)</td>
<td>3 months</td>
<td>Intervention: used both the internet cancer support group and the internet resources (those related to daily life and those by the American Cancer Society); control: used only the internet resources related to daily life (eg, news in Asian countries and Asian businesses in the United States) and the American Cancer Society website</td>
<td>Study announcement via internet breast cancer support groups, Facebook, and WeChat (reached 8283 potential participants but yielded only 69 study website clicks); 171 internet breast cancer support groups identified, and 6 of them responded to study team email request to post study announcement, with 0.2% response rate of potential participants; retention rates were approximately 50% across the 3 subethnic groups</td>
</tr>
<tr>
<td>James et al (2016)</td>
<td>Systematic review; to review participation of African Americans in eHealth or mobile health interventions</td>
<td>Studies that were published in English, conducted in the United States, included African American adults (aged ≥18 years), and specified the type of technology used (n=56)</td>
<td>Ranges from 3 weeks to 24 months</td>
<td>No description of the scope or characteristics of eHealth or mobile health interventions included in the review</td>
<td>Recruitment settings or methods used in the studies included in the review; clinics or health care facilities, 52% (29/56, of studies included); flyer and newspaper, 25% (14/56); websites, listserv, email, or postal mailings, 15% (8/56); churches, n=2; college campus, n=3; no recruitment and retention rates reported</td>
</tr>
</tbody>
</table>

Recruitment and Retention of Racial and Ethnic Minorities in Web-Based Intervention Trials

Recruitment and Retention in Other Web-Based Intervention Trials

Analysis of various data sources revealed several key strategies and lessons learned relevant to the recruitment and retention of racial and ethnic minorities in web-based intervention trials (Textbox 1). These included authentic care; accommodation of time, place, and transportation; financial incentives; diversity among study team; multiple, yet standardized, modes of communication; mobilizing existing community relationships with efforts to build trust; prioritizing features of web-based intervention; combined use of web-based and direct recruitment; and self-directed web-based intervention with human support.
Textbox 1. Key strategies for the recruitment and retention of racial and ethnic minorities from studies using web-based interventions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Authentic Care</strong></td>
<td>• Active engagement individualized for participants (eg, assigning study staff to participants and ongoing study process quality assessment) [16,19,21]&lt;br&gt;• Accommodating participants’ family members (eg, separate hospitality room, entertainment, and snacks) [16]&lt;br&gt;• Continuous showing of genuine care with respect (e-Community–Based Health Literacy–Focused Intervention for Cancer Control [e-CHECC-uP] study)</td>
</tr>
<tr>
<td><strong>Accommodation of Time, Place, and Transportation</strong></td>
<td>• Flexible scheduling (eg, 7 days a week, including after school and evenings, weekends) [16, (e-CHECC-uP study)&lt;br&gt;• Accessible location and providing transportation for in-person data collection in consideration of low-income and minority population [16,21] (e-CHECC-uP study)&lt;br&gt;• Changing from in-person visits to fully remote work to minimize in-person contact while adapting to recommended health care guidelines during COVID-19 for participants’ health and safety (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Financial Incentives</strong></td>
<td>• Incentives matching with study participants’ interest [16]&lt;br&gt;• US $50 electronic gift cards [18]&lt;br&gt;• US $20 gift card at each in-person visit [17]&lt;br&gt;• Incentives periodically or at the end [21] (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Diversity Among Study Team</strong></td>
<td>• Multilingual or bilingual research staff reaching out and delivering the intervention to a population with low socioeconomic status and low English proficiency [16,18,20] (e-CHECC-uP study)&lt;br&gt;• Study team members with technological proficiency to enhance the participant’s learning and use of web-based content (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Multiple, Yet Standardized, Modes of Communication</strong></td>
<td>• Multiple modes of communication (eg, phone, email, and text messaging) to provide a diverse platform for efficient interactions between the study team and study participants [16,19] (e-CHECC-uP study)&lt;br&gt;• Standardized and unified communication system (eg, dedicated study phone line or email address) [16,19]&lt;br&gt;• Visit reminder protocol via automated text messaging (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Mobilizing Existing Community Relationships With Efforts to Build Trust</strong></td>
<td>• Working with community consultants and leaders (eg, listening to a pastor’s advice to visit the community site) [15] (e-CHECC-uP study)&lt;br&gt;• Using a peer advocate group to enhance retention among patients with breast cancer [21]&lt;br&gt;• Community-based recruitment (eg, targeted flyers posted at local businesses, partnerships with community- or faith-based organizations, and event tabling) [16] (e-CHECC-uP study)&lt;br&gt;• Dissemination of study progress with sharing of research experiences and findings through writing or voice recording [22] or video recording (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Prioritizing Features of the Web-Based Intervention</strong></td>
<td>• Prioritizing features of the web-based intervention (ie, ease and convenience of use, perceived helpfulness, and likelihood of future use) [19]&lt;br&gt;• Developing thorough guidelines regarding interventions with technology in participants’ own languages with precreated IDs and passwords [15] (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Combined Use of Web-Based and Direct Recruitment</strong></td>
<td>• Web-based strategies (eg, university website or Craigslist) have greater potential to reach a larger number of people with less financial and human resources but are not as effective as traditional in-person strategies [17]&lt;br&gt;• A combination of internet setting and physical community settings to recruit target sample size [20] (e-CHECC-uP study)</td>
</tr>
<tr>
<td><strong>Self-Directed Web-Based Intervention With Human Support</strong></td>
<td>• Having participants monitor their own progress with goals of building confidence and persistence and solving issues and concerns [18]</td>
</tr>
</tbody>
</table>
Human support (eg, professionals, peers, and community health workers) to promote participant engagement in the intervention activities [19] (e-CHECC-uP study)

**Authentic Care**

The Belmont Report issued in 1978 articulates 3 ethical principles that researchers should abide by: respect for persons, beneficence, and justice. Applications in the research setting include informed consent, assessing the participants’ comprehension and voluntariness, providing additional protection for those with diminished autonomy, maximizing benefits and minimizing harm to study participants, and fair distribution of research benefits and burdens among diverse populations [23]. As such, authentic care can be translated into the active engagement of study participants in the study process. According to Wooff et al [24], authentic engagement not only enhances the study participants’ understanding of data but also ensures their participation as stakeholders and active community agents to further disseminate study findings, develop supplemental resources, and collaborate with local leaders and policy makers. The collective impact of authentic care delivery is rooted in beneficence. Although authentic care may not be measurable by numerical data, our participants in the e-CHECC-uP trial stated their appreciation during the postintervention interview. A participant shared:

...I felt like I was being taken care of...I saw how you were trying hard to encourage me and share with me what you know.

Another participant said:

Honestly, going to the hospital takes a toll...I really did not want to go so I kept delaying my appointment, but I felt good after the [cancer screening] visit. Then I thought ‘wow, this push was all for me, not for [the research team]...”

The shared experience of our participants shows that authentic care in our communication and interactions was a vital part of their participation as a source of empowerment of their own preventive health care management and knowledge. In an RCT to decrease obesity risk among Black and Latino children (aged 9-12 years), DeFrank et al [16] reported assigning dedicated research staff as one of the key strategies. By doing so, DeFrank et al [16] noted that 81% of children at 3 months postintervention were very satisfied or extremely satisfied with how the study staff communicated and interacted with them.

**Accommodation of Time, Place, and Transportation**

Korean Americans who are first-generation immigrants experience busy immigration lifestyles, involving several family obligations, financial responsibilities, and social status, because of which health care management is often neglected [25]. Several church members refused to participate in the e-CHECC-up trial because of their parental and familial duties. When proposed with alternative midweek and weekend options, some eligible women stated that it was simply too inconvenient to schedule meetings because of their children’s schedules. Likewise, 4 out of 6 participants who withdrew from the study shared that their main reason was time constraints or that the study was too burdensome to continue. A participant stated that “it was a bit overwhelming...to make time for the phone counseling since I have other work to do,” which further shows the participant’s lack of time because of a busy lifestyle, not because of their lack of interest in the study itself. To reach and better retain participants, our research team accommodated controllable measures such as study visits, call times, and meeting places according to the individual preferences of the study participants. For example, most study visits for both recruitment and follow-up data collection were made on Sundays at a church as a preferred and most convenient community location for the participants. DeFrank et al [16] also noted that offering flexible hours was one of the factors associated with a high retention rate of 84%. Flexible scheduling was further enhanced by a web-based survey (Qualtrics) for data collection. We decided to use Qualtrics to allow willing participants to complete their follow-up study surveys remotely, at their own time and convenience. Qualtrics proved to be a viable resource, especially with the onset of COVID-19. In March 2020, we halted all in-person research visits to prioritize safety, given the increased risk of exposure to COVID-19. Despite having the added responsibility of uploading voice recordings for the reading test section for health literacy assessments, participants in the e-CHECC-uP trial were compliant in collaborating via Qualtrics. Using Qualtrics, we were able to retain all remaining participants at the onset of COVID-19 and achieved a retention rate of 85% (34/40).

**Financial Incentives**

We used an electronic gift card to partially compensate participants for their time spent on the study activities. A participant noted her experience:

If I participate, I get something in return. It is a total motivation.

Another participant shared that it was a good side income to buy lunch for her children. In a systematic review of 56 studies focusing on African American participation in eHealth or mHealth intervention studies, James et al [21] found that 25 of the included studies offered some type of incentive, ranging from monetary (US $10-US $75) to nonmonetary incentives such as prepaid cell phones, free hypertension medication, and gym membership. Although the studies that provided incentives yielded a higher retention rate, James et al [21] recommended that researchers carefully determine the type and structure of incentives tailored to specific populations, communities, and targeted health behaviors. DeFrank et al [16] also noted that incremental monetary compensation through gift cards, which was selected based on formative research by surveying participants and the community, was an effective recruitment and retention strategy.

**Diversity Among the Study Team**

Language barriers remain one of the prevailing challenges among immigrants and are often associated with socioeconomic disadvantage, higher poverty, and uninsured rates. In 2012, 34%
of the immigrant population in the United States was limited English proficient compared with 9% of the total population. According to the Association of Asian Pacific Community Health Organizations [26], Korean Americans reported the second highest (46%) limited English proficient rates, followed by Vietnamese (53%), and had the highest rate of reporting poor patient-physician communication (34%) compared with other subethnic groups. Our findings were similar, with 50% (20/40) of our participants reporting that they were unable to make phone calls in English and 58% (23/40) reporting that they would not be able to go to an American hospital without an interpreter. Our study team members were diverse in terms of Korean fluency, technological competency, and gender. In particular, the bilingual study staff were instrumental in developing partnerships with study sites and community resources, disseminating critical information such as details on the consent forms during recruitment, and providing phone counseling for participants. A technology-based study on the practical issues in recruitment and retention of racial and ethnic minorities reported that many of their study participants were only comfortable participating in the study because they could use their heritage languages and were coached or supported in their heritage languages throughout the intervention [18]. In addition, the technologically inclined staff on the e-CHECC-up study team were vital for troubleshooting issues with the web-based education modules, developing user-friendly remote surveys with prerecorded web-based instructions, and facilitating lines of e-communication with research participants via automated text messaging. Although 90% (36/40) of our participants reported having access to the internet at baseline, 70% (28/40) of the intervention women agreed or strongly agreed that they would need the support of a technical person to be able to use the product. Finally, despite initially operating with the notion that the study population would best respond to female study team members, as the e-CHECC-up study focuses on women’s cancer screening, we discovered that there were no observable differences in participant interaction or receptivity with male study team members. An internet-based study reported that racial and ethnic minority women responded well to race-concordant research assistants [20]. Therefore, we believe that trust was built between the study participants and the study team members, as they were of the same race and ethnicity.

Multiple, Yet Standardized, Modes of Communication

We used multiple modes of communication to accommodate individual communication preferences. Although phone calls were initially the main method of communication, we expanded our platforms to include text messaging and email after having failed to reach some study participants. A recent systematic review [19] revealed that adding email and telephone support to existing internet-based mental health interventions led to high completion rates and favorable mental health outcomes. Overall, text messaging was the most effective and preferred method to reach Korean American women in the e-CHECC-up trial because it is quick to read and more accessible than phone calls or email. In fact, 39 out of 40 participants (97.5%) at baseline reported that they text at least once a week, and 34 participants (85%) reported that they text daily. Consequently, we scheduled general updates and reminders to be sent via text messaging using Qualtrics. We set up a study visit reminder protocol that involved an automated text message related to our scheduled follow-up data collection visit on Sunday that was sent out to participants a week before; participants would respond Y (yes) or N (no) to the text message to indicate their availability. If they responded Y, the study team would send a reminder text message on Friday and another on Sunday morning. Only when participants responded N were they contacted via phone to schedule a separate visit or to complete the study survey on the web. We received a 38% response rate using Qualtrics for 3-month and 6-month reminder text messages. DeFrank et al [16] also reported that a well-designed, standardized communication system was a key recruitment and retention strategy. The study staff used a single phone number for all calling and texting, a simplified study email address accessible to all study staff, and a single calendar as a central scheduling platform. All avenues of communication with the research participants were monitored and evaluated every week to develop improvement strategies as challenges surfaced. These interventions contributed to high survey completion rates throughout the study (84% at 3-months postintervention), high satisfaction rates (81%), and positive study experiences (97%) of the participants felt that they received enough study information, and 80% (32/40) of the participants felt that their questions were answered properly.

Mobilizing Existing Community Relationships With Efforts to Build Trust

Before active recruitment in July 2019, the study team retrieved a list of ethnic churches in the Baltimore-Washington metropolitan area from the principal investigator’s previous studies with the Korean American population. Additional churches from Google searches and word-of-mouth were identified. The word-of-mouth strategy is a well-known method for participant recruitment [27-30]. In addition, we mobilized a community health worker who had worked with the principal investigator in previous research studies. A community health worker is a “frontline public health worker who is a trusted member of and/or has an unusually close understanding of the community served” [31]. The involvement of community consultants and leaders in research not only increased positive recruitment results but also provided vital advice on how to approach participants and gain their trust [15]. Our community health worker helped us to build rapport with the pastor and church members, provided a brief introduction about the study, gathered those who showed interest, and advised on the timing of visits and how to approach potential participants. In addition, the active involvement of community leaders was impactful in recruiting and retaining participants for the e-CHECC-up trial. For example, some pastors made verbal announcements at the end of the church service going above and beyond just posting our study information on their church bulletin board. Our study team members reflected and agreed that the participants from those churches were more engaging, asking questions, and being responsive to our contact. Our study team made additional efforts to build a collaborative relationship with the church. We were in consistent communication with the pastors via timely updates and greeting emails. This was especially effective in the beginning phase of the COVID-19 pandemic, as we
periodically checked in with our study participants and sent emails about our study progress and next steps in the face of uncertainty and restricted study site visits. To this end, we plan to disseminate our study findings to the churches, as we highlighted in our study completion letter to the participants. Sharing study results with community participants may further reinforce ethics and communication between the research and the community, reducing the stigma against clinical trials and population [32].

Prioritizing Features of Web-Based Intervention

Before the active recruitment of the e-CHECC-uP study participants, we conducted a usability test with 8 Korean American women who shared similar characteristics to the inclusion criteria used in the pilot clinical trial. For 5 months, we met with the women biweekly to hold their feedback to each developmental stage of the e-CHECC-uP educational website with the website developer. The features of web-based intervention programs were assessed to identify the ease and convenience of use, perceived helpfulness, and likelihood of future use. According to a recent systematic review, prioritizing the web-based intervention development enhanced participants’ engagement [19]. The amount of time that participants committed to complete web-based activities was associated with the perceived study burden. In a study, a short average length of time lowered the participant burden and resulted in a high satisfaction rate [16]. Moreover, we provided a 1-sheet user guide to the participants in the intervention arm. This document was also available in Korean and English. As it summarizes the intervention module and highlights important features to increase participants’ understanding and knowledge on the research topic, developing thorough written guidelines regarding interventions with technology is essential [15].

Combined Use of Web-Based and Direct Recruitment

Challenges with direct recruitment and enrollment, such as time constraints, motivated us to expand our recruitment approaches using a web-based recruitment strategy. Our web-based recruitment efforts yielded 100% success when they were used with interpersonal engagement. Interpersonal engagement in a community-based approach at the recruitment stage is vital for high enrollment and retention rates [21]. We contacted our web-based participants through previously established lines of in-person contact, engaged and communicated with them via texts and emails, and enrolled them through Qualtrics. This multilevel approach of using both web-based and direct recruitment allowed us to meet our target sample size and resulted in a more diverse participant pool, as this strategy was successful for relatively younger, bilingual participants who were in different life stages than the majority of our participants. Similarly, a systematic review [21] of mHealth intervention studies with African Americans suggested that a multilevel recruitment approach that considers culture, learning styles, and personal engagement may result in a larger, more diverse participant pool than using a single recruitment strategy.

Self-Directed Web-Based Intervention With Human Support

As more internet-based education and materials are offered, the importance of human support can be overlooked. However, human support and privacy or anonymity are still valued when delivering web-based interventions [19]. The e-CHECC-uP study included exclusive web-based intervention, including websites with videos on expected conversations and background information regarding mammograms and cervical cancer screening. Participants still found our study team members’ assistance and monthly phone counseling to be helpful and vital to successful screening; 12 of 14 participants from the intervention group who completed the 6-month survey claimed that human support from the study team, phone counseling specifically, helped them to complete the screenings. A participant stated that the phone counseling reminded her of the importance of cancer screenings, “these studies are for my own benefits,” and she preferred talking with the study team rather than a trip to the obstetrician-gynecologist to have “deep conversation,” as her “secrets are being kept.” Adding bilingual study team members with similar cultural backgrounds increases recruitment rates and has easier access to building trust and rapport with the participants; it also promotes acknowledging the importance of web-based interventions, as the study team can include culturally inclusive examples for better understanding [18]. Providing human support via phone counseling to remind the participants about web-based resources assisted in keeping participants in the loop but still maintaining social distancing to protect them.

Discussion

Principal Findings

We successfully recruited and retained Korean American women in a community-based cancer prevention pilot trial with a web-based intervention. The study team used diverse strategies to promote Korean American women’s participation in the e-CHECC-uP trial. Our study’s success was largely dependent on the collaboration between the study staff and the research participants. On the basis of our analysis of the e-CHECC-uP study and other relevant studies using web-based interventions, 9 categories of recruitment and retention strategies emerged. Although we did not measure the efficacy of each individual strategy, our thematic analysis resulted in particularly rich themes related to strategies addressing the quality of the bilingual research team.

Overall, we can attest that genuine care and accommodations are among the key strategies to engage participants and enhance their acceptance of our web-based study. Postintervention interviews supported the e-CHECC-uP study participants’ trust in the study team and our genuine care. Mistrust has been noted as a major barrier to racial and ethnic minority participation in clinical trials [6]. Other successful approaches used to build trust include social networking through community engagement, such as working with community advisory boards, community health workers, and community leaders or gatekeepers [30,33-37]. In a community-based cervical cancer prevention study for African immigrant women, Cudjoe et al [36] provided...
education about the research process and confidentiality to promote trust in research and research teams. These recruitment methods further extend to key retention strategies, such as developing trust-building relationships and realizing the benefits associated with an intervention among participants [33,38]. Further research is needed to investigate factors contributing to differences in perceptions of trust among community stakeholders, including whether expectations regarding long-term involvement impact trust.

Active communication with study participants resulted in a high retention rate (84%) and high participant satisfaction with the study [16]. Of the 75 children who completed the survey, 68% were very satisfied or satisfied with their experience in the study, and 81% of the children were extremely satisfied or satisfied with how the study staff communicated and interacted with them [16]. Similarly, we made deliberate efforts to constantly communicate with our participants and church leaders and to disseminate study progress and findings amid the COVID-19 pandemic, ultimately establishing trust and enduring relationships. Dissemination of study findings to bring the data back to the community is an important step in the research process, particularly for trials involving hard-to-reach communities. For example, according to a survey of community members (N=226) involved in health research with academic institutions, 73% of respondents noted disseminating research results to the community in a culturally relevant and appropriate manner as one of the most relevant success indicators of community engagement [39]. Future web-based trials involving racial and ethnic minorities should consider dissemination of study progress and findings as a means to engage study participants and other stakeholders in the research process, while promoting trust in the study team.

Web-based recruitment strategies using social media platforms such as WhatsApp and Facebook have been popular for recruiting African Americans, Hispanics, and Asians [22,36]. As COVID-19 is widespread and affects potential participants’ lives, researchers should consider web-based methods to approach and retain participants. Without COVID-19, evidence suggests that the combined use of web-based recruitment with in-person strategies such as face-to-face contact and follow-up [33,35], word-of-mouth [27-30], and community-level recruitment [30,40,41] have been the most successful in recruiting racial and ethnic minorities. In addition to bilingual capacity and cultural knowledge, the e-CHECC-up team mobilized ethnic churches as the main setting for direct recruitment. Faith-based organizations serve as epicenters for social, religious, and health promotion activities across diverse racial and ethnic minority and immigrant communities, including African American, Hispanic, and Asian Americans [33,36,42,43]. Building upon existing community strengths and resources, faith-based organizations are well-suited community partners for health research and for long-term and sustainable collaboration [42]. Future web-based intervention trials should consider faith-based organizations as a key setting for the direct recruitment of racial and ethnic minorities.

Although several categories of recruitment and retention strategies identified from our analysis were also relevant to traditional in-person intervention programs, a few were unique to web-based interventions. Specifically, we found that prioritizing features of web-based intervention or use of human support were important to promote recruitment and retention of racial and ethnic minorities for web-based intervention trials. Some effective methods to create a relevant, useful web-based intervention are to work with target users during the development process [19]. Assessment of the usability of web-based intervention programs before launching the program may also increase the likelihood of its future use [44]. As more research trials progress into web-based interventions, it is important to integrate other facilitators such as cultural congruence, financial or medical benefits, convenience, and low risk in participation when proposing recruitment and retention strategies among racial and ethnic minorities [6].

Limitations

This study has several limitations. Our study used multiple recruitment and retention strategies. Consequently, we were unable to distinguish the most successful strategies in recruiting and retaining the target sample. For example, some of our participants reported that the financial incentives contributed to their motivation to join our study, and 1 participant stated that the cash incentives were used to buy basic necessities such as her child’s school lunch. However, we did not have established metrics to measure the significance and impact of cash incentives on recruitment and retention efforts. Nevertheless, evidence strongly supports the use of multiple strategies to maximize recruitment and retention yields among racial and ethnic minorities [27-30,33,35,40,41]. The number of relevant web-based intervention trials included in our discussion might have been reduced because of our focus on recruitment and retention strategies. Similarly, the e-CHECC-uP study included a small and convenient sample of Korean American women. We expanded our discussion of recruitment and retention strategies by including other relevant studies using web-based interventions. Finally, we included studies conducted in the United States only. Therefore, the findings from the analysis may not be generalizable to racial or minority groups in other countries.

Conclusions

In conclusion, this analysis offers useful information regarding the recruitment and retention of racial and ethnic minority populations in web-based intervention trials. There is still a dearth of literature discussing whether and how racial and ethnic minorities have been recruited in clinical trials using technology-driven intervention approaches. This study contributes to the limited body of evidence that widely known strategies are essential and constructive in recruiting and retaining minority research participants. Future studies may include exploring successful recruitment and retention methods between race and ethnic or age and generation groups regarding their various internet penetration rates, comparing different recruitment strategies with or without using technology, and assessing their efficacy.
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Abstract

Background: Mobile health services are gradually being introduced to support patients’ self-management of chronic conditions. The success of these services is contingent upon patients’ continuous use of them.

Objective: This study aims to develop a model to measure the success of patients’ continuous use of mobile health services for the self-management of chronic conditions.

Methods: The proposed model was derived from the information systems continuance model and the information systems success model. This model contains 7 theoretical constructs: information quality, system quality, service quality, perceived usefulness, user satisfaction, perceived health status, and continuous use intention. A web-based questionnaire survey instrument was developed to test the model. The survey was conducted to collect data from 129 patients who used a mobile health app for hypertension management from 2017 to 2019. The questionnaire items were derived from validated instruments and were measured using a 5-point Likert scale. The partial least squares modelling method was used to test the theoretical model.

Results: The model accounted for 58.5% of the variance in perceived usefulness (R²=0.585), 52.3% of the variance in user satisfaction (R²=0.523), and 41.4% of the variance in patients’ intention to make continuous use of mobile health services (R²=0.414). The continuous use intention was significantly influenced by their perceived health status (β=1.95, P=.03), perceived usefulness (β=3.07, P=.004), and user satisfaction (β=.254, P=.04) with the mobile health service. Information quality (β=.235, P=.005), system quality (β=.192, P=.02), and service quality (β=.494, P<.001) had a significantly positive influence on perceived usefulness but not on user satisfaction. Perceived usefulness had a significantly positive influence on user satisfaction (β=.664, P<.001). In a result opposite to the original hypothesis, perceived health status did not negatively influence patients’ intention to continue using the mobile health service but showed a significantly positive correlation.
Conclusions: This study developed a theoretical model to predict and explain patients’ continuous use of mobile health services for self-management of chronic conditions and empirically tested the model. Perceived usefulness, user satisfaction, and health status contributed to patients’ intention to make continuous use of mobile health services for self-managing their chronic conditions.

(J Med Internet Res 2021;23(7):e26670) doi:10.2196/26670
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Introduction

Background

Mobile health (mHealth) services have been increasingly introduced to support patients in their self-management of chronic conditions over the last decade [1,2]. mHealth overcomes the traditional barriers of time, distance, and cost by providing patients with access to health information, assessment, and assistance anytime and anywhere [3,4]. As one of the most used mHealth services, mHealth apps are widely used to record and evaluate patients’ vital signs and self-management behaviors such as medication, exercise, and diet; access health information; remind self-management behaviors; and communicate with health care providers [1,2,5]. With increasing awareness and ability, patients are motivated to self-manage their behavior, that is, adhere to treatment, thereby controlling their chronic conditions and maintaining the quality of life. When used over a long period of time, these apps are likely to result in positive outcomes such as obvious changes in health behaviors [6-8]. Despite their potential benefits, mHealth apps are rarely used. Perez [9] found that 25% of mHealth apps were used only once after installation, and most users stopped using these apps after 4 periods of interaction with the apps. A national survey conducted in the United States showed that 45.7% (427/934) of the participants who downloaded certain mHealth apps no longer used these apps [10]. This is contrary to the original intention of introducing these apps to help the management of long-term diseases because short-term use is not sufficient to achieve the expected benefits [11,12]. Therefore, it is essential to understand the factors that affect patients’ continuous use of mHealth apps.

Prior studies on patients’ use of mHealth apps have focused on patient acceptance and initial use of these apps [13-22], whereas only a few studies have focused on the continuous use of mHealth services [23-26]. Some of these continuous use studies only examined mHealth services for general health care, such as appointments and health consultations instead of self-management of chronic conditions [23,24,26]. Cho [26] developed and tested a model to explain the mechanism that determines the continuous use intention of mHealth services. He found that continuous use intention is influenced by confirmation of the primary expectation of mHealth apps but he did not specify the content of the expectation. Lee et al [25] found that patients’ intention to continuously use an mHealth service was closely associated with their regular use of self-monitoring functions; however, they did not further explore the relationship between these 2 constructs.

To date, there has been little theoretical research on the factors influencing patients’ continuous use of mHealth apps to support self-management of chronic conditions. To fill this gap, this research aims to (1) identify the influencing factors and develop a predictive model to explain their relationships with patients’ continuous use of mHealth apps for self-management of chronic conditions, (2) develop and validate a questionnaire survey instrument that empirically tests and theorizes the model, and (3) examine the associations among the variables and their relative impact on the continuous use of an mHealth app. The theoretical model was tested in the context of hypertension self-management.

Theoretical Foundation

The constructs of the proposed model are drawn from the information systems (IS) continuance model [27] and IS success model [28]. Inspired by Oliver’s Expectation Confirmation Theory [29], Bhattacherjee [27] proposed that information system users’ continuous use intention is similar to their repurchase decision-making. They compared the benefits acquired from using an information system product or service with the prior expectation to decide the level of satisfaction with it. The comparison result, that is, confirmation, became their reference for continuous use. This theory is known as the IS continuance model. In this model, perceived usefulness and user satisfaction are considered crucial factors influencing continuous use intention and are associated with confirmation, thus being deemed intermediate variables. However, the content of the confirmation is not clearly defined in this model, which makes it difficult to assess the factors that determine the continuous use intention.

In their famous IS success model, Delone and McLean [28] proposed that 3 factors, namely, information quality, system quality, and service quality determine use intention and satisfaction, and use intention and satisfaction predict information system success. This theory has been widely adopted in studies that evaluate information system success [30,31]. According to a published mobile technology acceptance model, usefulness predicts use intention [13]. Therefore, we posit that information quality, system quality, and service quality may affect perceived usefulness and user satisfaction of mHealth services for patient self-management of chronic conditions.

Research Hypotheses

Information Quality, System Quality, Service Quality, and Perceived Usefulness

Information quality refers to the quality of content that the mobile service provides. Its attributes include relevance, timeliness of update, and ease of understanding [28,32]. Perceived usefulness refers to users’ ex-post expectations and beliefs about the effectiveness and benefits of using an mHealth
Information quality is one of the critical determinants for information system success because the acquisition of information is the main purpose for users to use an information system. Alsabawy et al [33] found that low-quality information provided by an e-learning system may mislead users and consequently change their perception of its usefulness. System quality refers to the overall performance of an mHealth app as perceived by the users [28,32]. It measures the technical success of an mHealth service. As an information system is the carrier of information, its quality is the prerequisite for ensuring that users can easily obtain the information they need. For example, if the functions of an information system are too complex and difficult to use, users may not invest time and energy to learn and use the system, which may weaken users’ perception of the usefulness of the system [30]. Service quality refers to the support that an mHealth app user can receive from the support personnel and technical team who administer the system [28,32]. The attributes include dependability, availability, and empathy of the support staff. Dou et al [13] found that a good doctor-patient relationship was one of the prerequisites for patients to think that an mHealth service was useful to them. For example, they thought the mHealth service was useful only if the patients knew the health care provider could help them solve problems through the app. Wu [31] also found that high-quality service can increase users’ perceived usefulness of a web-based health care community. Watts et al [34] suggested that assessing the relationships between these information system factors needs to consider the context of information system use. Therefore, the following hypotheses were posited:

Hypothesis 1(a): Information quality is positively associated with patients’ perceived usefulness of mHealth services.

Hypothesis 1(b): System quality is positively associated with patients’ perceived usefulness of mHealth services.

Hypothesis 1(c): Service quality is positively associated with patients’ perceived usefulness of mHealth services.

*Information Quality, System Quality, Service Quality, and User Satisfaction*

User satisfaction refers to a user’s emotional or psychological state about using a system [28]. Delone and McLean [28] posited that system quality, information quality, and service quality predict user satisfaction. For example, patients are dissatisfied with irrelevant information in the app, such as overwhelming advertisements [24]. Users prefer a clean and simple interface and easy-to-understand navigation menu. Zheng et al [32] reported that if the service provided by an information system does not provide the expected reliability or consistency, satisfaction with the information system will decrease. Consequently, the following hypotheses were posited:

Hypothesis 2(a): Information quality is positively associated with user satisfaction of mHealth services.

Hypothesis 2(b): System quality is positively associated with user satisfaction of mHealth services.

Hypothesis 2(c): Service quality is positively associated with user satisfaction of mHealth services.

*Perceived Usefulness, User Satisfaction, Perceived Health Status, and Continuous Use Intention*

Bhattacherjee [27] suggested that perceived usefulness predicts user satisfaction due to a likely positive emotional response derived from improvement in work efficiency and job performance by using the information system [35]. With this understanding, Kim and Lee [36] focused on investigating the usefulness of their robot services to improve user satisfaction. Likewise, if patients believe that using a mHealth app can help them control hypertension, they should also be satisfied with the app. Therefore, the following hypothesis was posited:

Hypothesis 3: Perceived usefulness of mHealth services is positively associated with user satisfaction with such services.

Perceived health status refers to individuals’ assessments of their health conditions [37]. It reflects the physiological, behavioral, social, and psychological conditions that a person experiences, which can be difficult to capture by other objective indicators [38]. Song et al [8] found that many patients reduced usage frequency or even stopped using the mHealth service once their blood pressure was under control. However, they would resume use once their blood pressure increased again.

Bhattacherjee [27] showed that perceived usefulness and user satisfaction will positively predict continuous use intention. Vaghefi and Tulu [24] interviewed 17 people who used different apps to support their lifestyle changes, that is, promoting physical activity and mindfulness. The comparison of user perceptions 2 weeks before and after app usage indicated that user experience and perceived health goals are 2 factors influencing these people’s continuous use intention. Therefore, the following hypotheses were posited:

Hypothesis 4(a): Perceived health status is negatively associated with continuous use intention of mHealth services.

Hypothesis 4(b): Perceived usefulness is positively associated with continuous use intention of mHealth services.

Hypothesis 4(c): User satisfaction is positively associated with continuous use intention of mHealth services.

*The Proposed Theoretical Model*

The proposed continuous use model of mHealth services for self-management of chronic conditions consists of 7 variables (Figure 1). Four of them are independent variables: information quality, system quality, service quality, and perceived health status. Continuous use intention is the dependent variable. The remaining 2 are mediators: perceived usefulness and user satisfaction.
Figure 1. The proposed research model. ‘H’ refers to the hypotheses in this study. +: positive association; -: negative association.

Methods

Ethics Approval

This study was approved by the Human Research Ethics Committee of the General Hospital of Ningxia Medical University, China (Registration number: 2018-325).

Study Setting and mHealth Service

To improve patient hypertension management and population health, an international tripartite collaborative research program was piloted. The mHealth service entitled “Blood Pressure Assistant” was developed by the Biomedical Informatics Laboratory at Zhejiang University, China, to assist outpatients in self-managing hypertension. The mHealth service included an app for the patients to use and a web-based portal for health care providers, including clinicians and certified health managers, to communicate with the patients. The functional modules of the app were (1) digital forms to record vital signs, that is, blood pressure, heart rate, weight, and self-management behaviors, that is, medication, exercise, and diet; (2) health education materials; (3) reminders for self-management; (4) reports on daily/monthly statistical trend of vital signs and self-management performance; and (5) feedback about the blood pressure level, being normal or not. The functional modules of the web-based portal included (1) statistical results and visualization charts of data recorded by patients; (2) alerts on abnormal situations; and (3) patient classification and follow-up tracking reminders. The mHealth service was implemented in the Department of Cardiology, General Hospital of Ningxia Medical University, China, in November 2015. The effectiveness of this service was evaluated in a clinical trial (Registration number: ChiCTR1900026437). The trial participants were outpatients with hypertension of the hospital and were provided with a 1-hour face-to-face training before using the app. The training included the significance and methods of hypertension self-management, the way to install and use the app, and tips to solve common usage problems.

Questionnaire Survey Development and Data Collection

A self-administered questionnaire was developed in 2017 to collect data to measure the 7 latent variables by using a 5-point Likert scale (Table 1) and to test the relationships among them. The questionnaire consisted of 17 questions, and all were adopted from previously validated studies and modified to fit our study context. Although each latent construct is best measured by at least 3 items [39], in balancing rigor with avoiding survey fatigue for satisfactory response rates [40], we only used 2 items to measure 5 constructs in reference to the recommendation of previous literature [13,26,30]. Each question was anchored between 1 (strongly disagree) and 5 (strongly agree). The measurement items were translated into Chinese by one researcher and then discussed and validated by a panel of 9 bilingual experts, that is, 4 clinicians, 3 medical informatics experts, 1 certified health manager, and 1 information system expert. One researcher then back translated the instrument into English to confirm the accuracy and quality of the Chinese translation.
Table 1. Questionnaire constructs and their measurement items scored using a 5-point Likert scale.

<table>
<thead>
<tr>
<th>Construct, item code</th>
<th>Item description [citations of validated studies]</th>
<th>Score, mean (SD)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information quality (IQ)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ1</td>
<td>Information provided by the BP(^b) Assistant is relevant for my needs [28,29,32].</td>
<td>4.310 (0.745)</td>
</tr>
<tr>
<td>IQ2</td>
<td>Information provided by the BP Assistant is sufficient for my needs [28,32].</td>
<td>4.318 (0.757)</td>
</tr>
<tr>
<td>IQ3</td>
<td>Information provided by the BP Assistant has been updated in a timely manner [28,32].</td>
<td>3.953 (0.879)</td>
</tr>
<tr>
<td><strong>System quality (SysQ)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SysQ1</td>
<td>The BP Assistant is easy to learn [29].</td>
<td>4.519 (0.572)</td>
</tr>
<tr>
<td>SysQ2</td>
<td>The BP Assistant is easy to use [28,29].</td>
<td>4.481 (0.624)</td>
</tr>
<tr>
<td><strong>Service quality (SerQ)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SerQ1</td>
<td>The health manager can resolve problems that I encountered when using the BP Assistant [28].</td>
<td>4.271 (0.745)</td>
</tr>
<tr>
<td>SerQ2</td>
<td>The health manager gives me individual guidance in the follow-up phone calls [28,32].</td>
<td>4.085 (0.778)</td>
</tr>
<tr>
<td><strong>Perceived usefulness (PU)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU1</td>
<td>The BP Assistant is of benefit to me [26].</td>
<td>4.202 (0.730)</td>
</tr>
<tr>
<td>PU2</td>
<td>Overall, using the BP Assistant is advantageous to my hypertension management [27].</td>
<td>4.380 (0.587)</td>
</tr>
<tr>
<td><strong>User satisfaction (US)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US1</td>
<td>I am content with my use of BP Assistant [27,41,42].</td>
<td>4.504 (0.599)</td>
</tr>
<tr>
<td>US2</td>
<td>I am satisfied with my use of BP Assistant [27,29,41,42].</td>
<td>4.488 (0.544)</td>
</tr>
<tr>
<td><strong>Perceived health status (PHS)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS1</td>
<td>Currently, my BP is back to normal [8,43].</td>
<td>4.101 (0.796)</td>
</tr>
<tr>
<td>PHS2</td>
<td>Currently, my BP is under control [8,43,44].</td>
<td>4.031 (0.787)</td>
</tr>
<tr>
<td>PHS3</td>
<td>Currently, I don’t worry about my health [13].</td>
<td>4.225 (0.707)</td>
</tr>
<tr>
<td><strong>Continuous use intention (CUI)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUI1</td>
<td>I intend to continue using the BP Assistant rather than discontinue its use [27,42].</td>
<td>4.519 (0.558)</td>
</tr>
<tr>
<td>CUI2</td>
<td>If I could, I would like to discontinue my use of the BP Assistant (reverse coded) [27].</td>
<td>4.116 (0.850)</td>
</tr>
</tbody>
</table>

\(^a\)Scored on a 5-point Likert scale. Each question was anchored between 1 (strongly disagree) and 5 (strongly agree).

\(^b\)BP: blood pressure.

The questionnaire survey was then built into the mHealth app as a special functional module for the trial participants to complete. A participant information sheet was placed at the beginning of the questionnaire to inform them about the purpose of the survey, the voluntary nature of completing it, and the confidentiality and anonymity of their responses for any derived research publication. The participants could click a checkbox to express their consent. Some participants returned the completed questionnaire without clicking this checkbox, and this was treated as implied consent. The questionnaire responses were extracted from the app database in March 2020 for analysis. The patients’ demographic information, that is, age, gender, and education level, was extracted from the database of the web-based portal.

**Data Analysis**

The research model was tested by partial least squares structural equation modelling (PLS-SEM) using the software program SmartPLS (version 3.0, SmartPLS GmbH) [39,45,46]. The PLS-SEM is commonly used to model the dynamic relationships between antecedent variables and dependent variables, thereby addressing the limitation of the multiple regression model with a relatively fixed relationship between variables and multicollinearity issues [47]. Moreover, the average number of latent variables in PLS-SEM is 7.94, which is much higher than 4.70 in covariance-based SEM [46]. Therefore, PLS-SEM is more conducive to solving more complex models. In addition, compared with the covariance-based SEM, PLS-SEM has a high level of statistical power even when the sample size is relatively small [48]. This is very practical for studies that have difficulties in recruiting research subjects, especially for those that are inherently complex and sensitive, like this study. The measurement model was tested by assessing reliability and validity [39,49]. For reflective constructs, the indicator reliability was assessed by the indicator loadings and collinearity statistics, that is, outer variance inflation factor (VIF) values. The construct reliability was assessed by Cronbach alpha and composite reliability. The convergent validity was assessed by the average variance extracted. The discriminant validity was assessed by the Fornell-Larcker criterion, cross-loading, and heterotrait-monotrait ratio [39,50]. For formative constructs, reliability was an irrelevant assessment criterion [49].
indicator validity was assessed by the indicator weights and VIF. The discriminate validity was assessed by interconstruct correlations. The structural model was tested by path coefficients ($\beta$), variance explained ($R^2$), effect size ($f^2$), and the blindfolding-based cross-validated redundancy measure ($Q^2$). Path coefficients ($\beta$) measured the direct effect of a variable assumed to be a cause on another variable assumed to be an effect [51]—a positive $\beta$ value referred to a positive association and vice versa. Variance explained ($R^2$) referred to in-sample predictive power, which measured a model’s explanatory power [52,53]. Effect size ($f^2$) explained the changes before and after an exogenous construct is included and excluded from the model [54]. The $f^2$ values of 0.02, 0.15, and 0.35 were considered as small, medium, and large effects, respectively. The $Q^2$ value was used to assess the PLS path model’s predictive accuracy [55,56].

Results

Survey Participants’ Characteristics
A total of 141 participants completed the questionnaire survey. Four of them gave the same answer to all the questions. Another 8 provided the same answer to questions 16 and 17, which were opposite to each other in nature. These responses were considered invalid responses and were excluded from further data analysis. Therefore, 129 responses were used in the statistical analysis. There are 2 requirements regarding the sample size. First, the ratio of the sample size to the number of parameters should be greater than 5:1 [57]; second, the sample size should be greater than 10 times the largest number of either the formative items used to measure a single construct or the largest number of paths the latent variable has in the model [45,47]. In this study, the number of parameters is 7, the number of formative items is 3, and the number of paths the latent variable has is 10. Therefore, our sample size of 129 responses surpassed the 2 threshold requirements. The participants’ ages ranged from 34 to 79 years, with a median of 53 years. Two times more males than females participated in the survey. Approximately 69.8% (90/129) of the respondents were in the age group of 40-59 years, 62.8% (81/129) were in the workforce, and 75.9% (98/129) had an education level of high school or above (Table 2).

Table 2. Demographics of the participants (N=129).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>98 (76.0)</td>
</tr>
<tr>
<td>Female</td>
<td>31 (24.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>7 (5.4)</td>
</tr>
<tr>
<td>40-49</td>
<td>48 (37.2)</td>
</tr>
<tr>
<td>50-59</td>
<td>42 (32.6)</td>
</tr>
<tr>
<td>60-69</td>
<td>23 (17.8)</td>
</tr>
<tr>
<td>≥70</td>
<td>9 (7.0)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>66 (51.2)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>15 (11.6)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>7 (5.4)</td>
</tr>
<tr>
<td>Retired</td>
<td>29 (22.5)</td>
</tr>
<tr>
<td>No response</td>
<td>12 (9.3)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Primary and middle school</td>
<td>22 (17.1)</td>
</tr>
<tr>
<td>High school</td>
<td>25 (19.4)</td>
</tr>
<tr>
<td>University/college/graduate</td>
<td>69 (53.5)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>4 (3.1)</td>
</tr>
<tr>
<td>No response</td>
<td>9 (6.9)</td>
</tr>
</tbody>
</table>
Descriptive Statistics of the Constructs

The mean scores of all the latent variables were positive, that is, close to or over 4 in the 5-point Likert scale (Table 1). In particular, the first item to measure the continuous use intention, “I intend to continue using the Blood Pressure Assistant rather than discontinue its use” reached a high mean score of 4.519, suggesting that the participants had high intention to continue to use the mHealth service.

Measurement Model Validation

For the reflective constructs, that is, perceived usefulness, user satisfaction, perceived health status, and continuous use intention, each item was loaded above the threshold value of 0.708 on its respective construct and was significant at $P=.01$ (Table 3 and Multimedia Appendix 1). All VIF values were less than 3, indicating some correlation but not enough to be overly concerned about [58]. These confirmed the indicator reliability. All Cronbach alpha and composite reliability values were above .700, which confirmed the construct reliability. All average variance extracted values were more than 0.500, with their square root presented on the diagonal (Table 4). The average variance extracted of each construct was greater than its squared correlations with other constructs, confirming the convergent validity. The cross-loadings of each indicator on other constructs were lower than that on its designated construct, and each indicator loaded highest on its own construct. All the heterotrait-monotrait values were below 0.900. These confirmed the discriminant validity of the constructs [59]. For the formative constructs, that is, information quality, system quality, and service quality, each item was weighted above the threshold value of 0.200 on its respective construct and was significant at $P=.01$. All the VIF values were below 3, confirming indicator validity [58]. The correlations between the formative and all the other constructs were less than 0.700, confirming discriminant validity.

Table 3. Descriptive statistics of the construct, internal reliability, and convergent validity.

<table>
<thead>
<tr>
<th>Construct and scale, item code</th>
<th>Standardized loading/weight</th>
<th>Variance inflation factor (outer)</th>
<th>Cronbach alpha</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information quality (IQ), Formative</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>IQ1</td>
<td>0.292</td>
<td>1.632</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ2</td>
<td>0.555</td>
<td>1.513</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ3</td>
<td>0.395</td>
<td>1.284</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System quality (SysQ), Formative</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>SysQ1</td>
<td>0.428</td>
<td>2.032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SysQ2</td>
<td>0.649</td>
<td>2.032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service quality (SerQ), Formative</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>SerQ1</td>
<td>0.369</td>
<td>2.284</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SerQ2</td>
<td>0.693</td>
<td>2.284</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness (PU), Reflective</td>
<td></td>
<td>.829</td>
<td>0.921</td>
<td>0.854</td>
<td></td>
</tr>
<tr>
<td>PU1</td>
<td>0.917</td>
<td>2.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU2</td>
<td>0.931</td>
<td>2.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User satisfaction (US), Reflective</td>
<td></td>
<td>.787</td>
<td>0.903</td>
<td>0.824</td>
<td></td>
</tr>
<tr>
<td>US1</td>
<td>0.900</td>
<td>1.725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US2</td>
<td>0.915</td>
<td>1.725</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived health status (PHS), Reflective</td>
<td></td>
<td>.771</td>
<td>0.867</td>
<td>0.684</td>
<td></td>
</tr>
<tr>
<td>PHS1</td>
<td>0.828</td>
<td>1.759</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS2</td>
<td>0.833</td>
<td>1.710</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS3</td>
<td>0.821</td>
<td>1.415</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous use intention (CUI), Reflective</td>
<td></td>
<td>.703</td>
<td>0.860</td>
<td>0.756</td>
<td></td>
</tr>
<tr>
<td>CUI1</td>
<td>0.946</td>
<td>1.417</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUI2</td>
<td>0.786</td>
<td>1.417</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 4. Discriminant validity.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Continuous use intention</th>
<th>Information quality</th>
<th>Perceived health status</th>
<th>Perceived usefulness</th>
<th>Service quality</th>
<th>System quality</th>
<th>User satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous use intention</td>
<td>0.870</td>
<td>_\textsuperscript{b}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>0.489</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived health status</td>
<td>0.466</td>
<td>0.430</td>
<td>0.827</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>0.578</td>
<td>0.618</td>
<td>0.458</td>
<td>0.924</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service quality</td>
<td>0.390</td>
<td>0.525</td>
<td>0.321</td>
<td>0.496</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System quality</td>
<td>0.452</td>
<td>0.572</td>
<td>0.293</td>
<td>0.699</td>
<td>0.367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>User satisfaction</td>
<td>0.574</td>
<td>0.514</td>
<td>0.513</td>
<td>0.714</td>
<td>0.426</td>
<td>0.478</td>
<td>0.908</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The values presented in italics on the diagonal are the square roots of average variance extracted (the variance shared between the constructs and their measures). Off-diagonal values are the correlation coefficients for each construct in the relevant rows and columns.

\textsuperscript{b}Not applicable.

**Structural Model and Hypothesis Testing**

For the path coefficient (\(\beta\)) and variance explained (\(R^2\)), our results showed that information quality, system quality, and service quality were all positively associated with perceived usefulness. Perceived usefulness and user satisfaction were positively associated with continuous use intention. Perceived usefulness was positively associated with user satisfaction. However, opposite to the original hypothesis, perceived health status was also positively associated with continuous use intention. Therefore, hypotheses 1(a), 1(b), 1(c), 3, 4(b), and 4(c) were confirmed but hypotheses 2(a), 2(b), 2(c), and 4(a) were not confirmed (Figure 2, Table 5, and Multimedia Appendix 2). The effects of service quality on perceived usefulness and the effects of perceived usefulness on user satisfaction were both large, while other paths showed small effects. The \(Q^2\) values for all the 3 endogenous constructs were positive, that is, perceived usefulness (0.400), user satisfaction (0.337), and continuous use intention (0.144), which confirmed the model’s predictive accuracy.

**Figure 2.** The validated theoretical model. "H" refers to the hypotheses in this study. +: positive association; -: negative association.
Table 5. Structural model validation and hypothesis testing results.

<table>
<thead>
<tr>
<th>Path</th>
<th>Standard error</th>
<th>t (df)</th>
<th>P value</th>
<th>Effect size ($j^2$)</th>
<th>Hypothesis testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1(a): IQ→PL$^a$</td>
<td>0.083</td>
<td>2.839 (9)</td>
<td>.005</td>
<td>Small (0.074)</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H1(b): SysQ→Pt$^b$</td>
<td>0.084</td>
<td>2.293 (9)</td>
<td>.02</td>
<td>Small (0.064)</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H1(c): SerQ→Pu$^c$</td>
<td>0.089</td>
<td>5.525 (9)</td>
<td>&lt;.001</td>
<td>Large (0.391)</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H2(a): IQ→US$^d$</td>
<td>0.094</td>
<td>1.193 (9)</td>
<td>.23</td>
<td>None (0.014)</td>
<td>Not confirmed</td>
</tr>
<tr>
<td>H2(b): SysQ→US$^e$</td>
<td>0.085</td>
<td>0.761 (9)</td>
<td>.45</td>
<td>None (0.006)</td>
<td>Not confirmed</td>
</tr>
<tr>
<td>H2(c): SerQ→US$^f$</td>
<td>0.087</td>
<td>0.852 (9)</td>
<td>.39</td>
<td>None (0.005)</td>
<td>Not confirmed</td>
</tr>
<tr>
<td>H3: PU→US$^g$</td>
<td>0.100</td>
<td>6.632 (9)</td>
<td>&lt;.001</td>
<td>Large (0.384)</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H4(a): PHS→CUI$^h$</td>
<td>0.092</td>
<td>2.121 (9)</td>
<td>.03</td>
<td>Small (0.047)</td>
<td>Not confirmed</td>
</tr>
<tr>
<td>H4(b): PU→CUI$^i$</td>
<td>0.107</td>
<td>2.879 (9)</td>
<td>.004</td>
<td>Small (0.077)</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H4(c): US→CUI$^j$</td>
<td>0.122</td>
<td>2.082 (9)</td>
<td>.04</td>
<td>Small (0.049)</td>
<td>Confirmed</td>
</tr>
</tbody>
</table>

$^a$Hypothesis 1(a): Information quality is positively associated with patients’ perceived usefulness of mobile health services.

$^b$Hypothesis 1(b): System quality is positively associated with patients’ perceived usefulness of mobile health services.

$^c$Hypothesis 1(c): Service quality is positively associated with patients’ perceived usefulness of mobile health services.

$^d$Hypothesis 2(a): Information quality is positively associated with user satisfaction of mobile health services.

$^e$Hypothesis 2(b): System quality is positively associated with user satisfaction of mobile health services.

$^f$Hypothesis 2(c): Service quality is positively associated with user satisfaction of mobile health services.

$^g$Hypothesis 3: Perceived usefulness of mobile health services is positively associated with user satisfaction with such services.

$^h$Hypothesis 4(a): Perceived health status is negatively associated with continuous use intention of mobile health services.

$^i$Hypothesis 4(b): Perceived usefulness is positively associated with continuous use intention of mobile health services.

$^j$Hypothesis 4(c): User satisfaction is positively associated with continuous use intention of mobile health services.

Discussion

Principal Results

This empirical study proposes a theoretical model to predict and explain patients’ intention to continue using mHealth services for self-management of chronic conditions. This model is derived from a hybrid model synthesized from the IS continuance model and IS success model [27,28]. The statistical assessment confirmed the reliability and validity of its measurement scale (Table 3 and Table 4). Six out of 10 original hypotheses about the relationships among 7 variables were confirmed (Table 5). Information quality, system quality, and service quality have a significant positive influence on perceived usefulness but not on user satisfaction. Perceived usefulness has a significant positive influence on user satisfaction. Perceived usefulness and user satisfaction have positive effects on participants’ intention to continue using the mHealth services.

Contrary to the original hypothesis of a negative association, the patients’ perceived health status is positively associated with their continuous use intention. This may be explained by the motivation effect of positive reward stemming from decreased blood pressure, which can directly motivate patients to form a virtuous cycle in self-management of chronic conditions, that is, the better the result in blood pressure control, the more actively a patient will use the app. Another possible reason is that frequent use of self-monitoring mechanisms, that is, entering and monitoring their own health data, has become a daily routine or habit. Thus, it is no longer influenced by intention, which only impacts voluntary use [60]. Lee et al [25] found that after introducing the self-monitoring function, the negative slope of the downward trend in mHealth service usage was alleviated in patients for self-management of their general health, which supported the long-term positive effects of self-monitoring for chronic conditions. However, according to the health belief model [61], which defines the key factors that influence health behaviors, one of the most important factors is the perceived severity, that is, belief of the consequence of the conditions. Therefore, once a patient’s blood pressure is controlled, the person’s perceived health status is improved and the perceived severity is relieved; therefore, the use intention will decrease. We consider that this paradox may be moderated by health literacy [15,62]. For patients with high health literacy, awareness of the negative consequences of not using the app coupled with the motivating effect brought by the perceived usefulness will motivate them to use the app continuously. Conversely, patients with low health literacy, owing to their lack of understanding of the negative effect of discontinued use, may not intend to use the app after a period or when their blood pressure is controlled. This is similar to the findings of Guo et al [23] that a patient’s health consciousness has a significant positive impact on the relationship between social media influence and continuous use intention. Therefore, health literacy could be a moderator for the relationship between perceived health status and continued use intention, which can be further tested in a follow-up study.
The results also support the importance of providing feedback to patients about their health status that is reflected by the vital signs they uploaded in mHealth services [8]. Awareness of their own health status, particularly if the disease is deteriorating, will drive them to formulate an intention to continuously use the mHealth services. Conversely, when the health status is improving, patients might feel bored by repeatedly entering and uploading data day after day through the mHealth app, as reported by Biduski et al [63]. Without the feedback and awareness about their own health status, patients would assume they are in good health and gradually lose the intention to use the services.

Contributions of This Study

Theoretical Contribution

Our paper, for the first time, integrated 2 classic information system models for investigating the continuous use of mHealth services to support patient self-management of chronic conditions in the hypertension context [64]. The IS continuance model emphasizes the impact of expectation on perceived usefulness and user satisfaction based on the expectation-confirmation theory [27,29]. However, it does not clearly indicate which factors of the expectations are confirmed. The IS success model clarifies and supplements the 3 factors of the expectation: information quality, system quality, and service quality [28].

As hypothesized, our study confirms the cascading effects of 3 antecedent variables, that is, information quality, system quality, and service quality, on a patient’s continuous use intention through the intermittent variables, that is, perceived usefulness and user satisfaction. Our findings are in line with Wu’s findings that information quality and service quality have a significant positive impact on perceived usefulness [31]. In our study, service quality plays a more important role than information quality and system quality, which may indicate the importance of ongoing support from health care providers for patients to continuously use the mHealth app. A previous study in the same population showed that the relationship with the health care provider is one of the determinants for the patient’s intention to use the same app [13]. Biduski et al [63] also found that the most satisfactory experience using mHealth services in self-management of chronic conditions mainly occurred in the first week and concentrated on the practicality of treatment monitoring. The service in Wu’s study [31] was a web-based health community. Patients usually communicate with their doctors and seek relevant information through a web-based community. Our service provides patients with a disease-focused usability may not be representative of all mHealth apps for any type of chronic conditions. Thus, those implementing the mHealth innovation into self-management of chronic conditions, it is necessary to focus on improving the responsibility and ability of health care providers and to continue to provide and update the educational information for patients to improve their awareness of the disease threat and effective self-management methods. These strategies will further enable patients to understand the usefulness of mHealth services and manage their chronic conditions by using the services continuously.

Practical Contribution

Although the rapid development of mHealth services and the initial acceptance by patients have brought new opportunities for managing chronic conditions, owing to the lasting nature of these conditions and the long-term requirements for behavior modification, only patients who continue to use the mHealth service can benefit from such services. Our research results show that 3 independent factors, namely, information quality, system quality, and service quality determine patients’ intention to continue to use mHealth services through the mediation of perceived usefulness and user satisfaction. In the context of this study, service quality (the assistance and feedback of health care providers), information quality (the provision of reliable and relevant information), and system quality (an easy-to-learn and easy-to-operate system) are essential for patients’ continuous use of an mHealth service. Therefore, to successfully introduce mHealth innovation into self-management of chronic conditions, it is necessary to focus on improving the responsibility and ability of health care providers and to continue to provide and update the educational information for patients to improve their awareness of the disease threat and effective self-management methods. These strategies will further enable patients to understand the usefulness of mHealth services and manage their chronic conditions by using the services continuously.

Limitations and Future Work

The first limitation of this study is the limited geographical and social coverage of the study population, which is limited to an underdeveloped area in China. The sample size is relatively small, with only 129 patients, despite reaching the threshold for theoretical sampling. The mHealth app is purposely built to test the feasibility of hypertension control by using an app; thus, its usability may not be representative of all mHealth apps for any type of chronic conditions. Thus, those implementing the findings should be cautious about generalizing these findings. Second, the latent variables were selected based on the group’s previous research experience and literature review; other factors may also need to be captured in the model that we tested, for
example, health literacy. Third, as a trade-off for avoiding survey fatigue and improving response rates [28], many constructs were measured by 2 items instead of 3 items suggested by Hair et al [39], which were suboptimal from the perspective of measurement theory. Since the questionnaire was answered voluntarily by the users of the mHealth service, the results cannot avoid the positive bias in sampling, that is, nonusers would not answer the questionnaires. In addition, no control or moderating variables, that is, patient characteristics, were included in the structural model for the sake of meeting the threshold number of measures in SEM. Future research can investigate the impact of the control or moderating variables, that is, perceived risk and patient-doctor relationship [13,15] on perceived usefulness, user satisfaction, or continuous use intention. Future research needs to also be conducted as an empirical field study on the long-term effects of mHealth services in natural settings to derive generalizable insight for improving the practice of implementing mHealth services.

Conclusions
This study developed a model and questionnaire survey instrument to measure the success of patients’ continuous use of mHealth services for self-management of chronic conditions. This study shows that patients’ intention to continue to use an mHealth service for self-management of chronic conditions is influenced by information quality, system quality, and service quality, through the mediation of perceived usefulness and user satisfaction. The patients’ perceived health status also has a significant positive influence on their continuous use intention. The validated model and measurement scale are useful for the routine evaluation of patients’ continuous use of mHealth services, which is also important for evaluating the operational effect of the mHealth program. The research model and the questionnaire survey instrument developed can be used for routine identification of the areas of mHealth management provided to the patients that support their use of the mHealth services that need improvement, that is, information quality, mobile app usability, and technical and health care provider services. These findings also enrich the body of knowledge of continuous use of mHealth for self-management of chronic conditions. Future research can apply the model and questionnaire survey instrument to other types of mHealth services.
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Abstract

Background: The efficacy of digital technology in improving diabetes management has typically been demonstrated through studies such as randomized controlled trials, which have reported a steeper reduction in hemoglobin A¹c (HbA¹c) values for patients who adopted a digital solution. However, evidence from real-world clinical practice is still limited.

Objective: This study aimed to evaluate the effectiveness of digital interventions by tracking HbA¹c improvements over 1 year in real-world clinical settings.

Methods: Patients used the Health2Sync mobile app to track self-measured outcomes and communicate with health care professionals (HCPs). HCPs used the web-based Patient Management Platform to monitor patient data, view test results from clinical laboratories, and communicate with patients. Patients who have been onboarded for at least 13 months and have consecutive HbA¹c findings for 5 quarters were included in the analysis. They were then stratified into 3 groups (high, mid, and low retention) based on their level of use of Health2Sync in the first 6 months of onboarding. A mixed model was built to compare the slopes of the rate of reduction in HbA¹c among the groups. In addition, these patients’ retention on the app from the seventh to the 12th month was verified through multiple comparisons.

Results: A sample of 2036 users was included in the analysis. With the mixed model coefficient estimates, we found that app users had significant HbA¹c percentage reductions as the passed quarter count increased (t=–9.869; P<.001), and that effectiveness increased in the high (t=–5.173) and mid retention (t=–6.620) groups as the interaction effects were significantly negative compared to that in the low retention group (P<.001) in the passed quarter count. The low retention group also had the highest average HbA¹c value at the end of 13 months (high: 7.01%, SD 1.02%; mid: 6.99%, SD 1.00%; low: 7.17%, SD 1.14%) (Bonferroni correction: high vs low, P=.07; mid vs low, P=.02; high vs mid, P>.99). The level of use of the app remained consistent in the seventh to the 12th month after onboarding (high: 5.23 [SD 1.37] months, mid: 2.43 [SD 1.68] months, low: 0.41 [SD 0.97] months) (P<.001).

Conclusions: Our analysis shows that continuous usage of the diabetes management app is associated with better glycemic control in real-world clinical practice. Further studies are required to reveal the efficacy for specific diabetes types and to observe effects beyond 1 year.

(J Med Internet Res 2021;23(7):e23227) doi:10.2196/23227
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Introduction

Global diabetes prevalence in the adult population is estimated to have grown from 8.5% in 2014 to 9.3% in 2019 and is projected to be over 10% by 2030 [1,2]. In Taiwan, the prevalence of diabetes approached 9.8% in 2016 [3]. Caring for patients with diabetes and a couple of its associated complications—chronic kidney disease and acute kidney failure—costed more than US $2.5 billion in Taiwan in 2019, which accounted for 11.4% of the total health care expenditure in that year [4]. As the cost of diabetes care continues to increase in the foreseeable future, health care providers will need to consider adopting digital solutions to manage patients with diabetes in an effective and scalable manner.

Increasing evidence suggests that interventions with digital technology enhance the effect of conventional care practices on patients with diabetes. For example, patients who received coaching and decision support from the WellDoc app presented greater reductions in hemoglobin A1c (HbA1c) levels compared to those in the control group [5,6]. A cohort study using the FareWell app suggested the same effect on adults with type 2 diabetes, and the users reported greater confidence in managing the disorder [7]. Furthermore, multiple meta-analyses on randomized controlled trials (RCTs) have shown that interventions including mobile apps help patients, especially those with type 2 diabetes, to lower their HbA1c levels significantly without notable adverse effects [8-14]. These apps usually allow patients with diabetes to log and visualize their self-monitored data, provide education and feedback, or provide communication channels between patients and their caregivers or peers [12,13,15]. From the patient’s perspective, these features were also deemed as characteristics of a great app [16].

Although the aforementioned mobile apps are intended to be used by patients in their daily lives, few studies have verified the effects of mobile apps with real-world data. A previous study [17] using the mobile version of the One Drop diabetes management platform reported a substantial reduction in HbA1c values of users for the first 2 entries in the app regardless of diabetes type, but the study did not compare effects between app users and nonusers and did not examine the long-term effects of app engagement [17].

This study aims to address the aforementioned issues through a retrospective analysis. We evaluated the difference in HbA1c improvement between active app users and those who drop out from the app in a real-world context, and monitored their glycemic control status for 1 year.

Methods

Health2Sync App and Patient Management Platform

The Health2Sync mobile app and web-based Patient Management Platform were launched in 2014 to support patients with chronic diseases such as diabetes. The Health2Sync solution was developed to support patients to make behavioral changes through a do-track-learn cycle and enable those around the patient to care for the patient. The mobile app, intended for patients, is free to download for iOS and Android users worldwide. The Patient Management Platform is designed for health care professionals (HCPs) to care for patients in clinics or hospitals remotely.

The Health2Sync app has numerous features that support diabetes management (Figure 1A). To start with, users can record their self-monitored outcomes manually or by synchronizing with glucose meters, sphygmomanometers, and weight scales. They can also log their daily behaviors such as diet, medication, and exercise. Users can review their past records to remind themselves of how their behaviors are linked to the outcomes. On the dashboard, users can visualize their recent progress and trends by referring to simple charts and statistics. Health2Sync’s most differentiating feature is its “Partners” function, which enables users to connect with HCPs, family members, or peers so that they can collaborate with the patient to manage his/her condition. The “Partners” feature allows hospitals or clinics that use the Patient Management Platform to view the patient’s data and communicate with the patient through a messaging feature on the platform. Every user of the app also has the Health2Sync bot as a default partner that provides automated analyses, alerts, encouragements, and educational content. In addition, the app has a peer functionality that lets users learn and interact with other patients with diabetes who use the app.
The recorded outcomes and behavioral data from patients will be sent in real time to the Patient Management Platform to be reviewed by HCPs (Figure 1B). On the platform, HCPs can also send messages to patients to provide care and answer questions. From the Patient Management Platform’s dashboard, HCPs can quickly scan their pool of patients to check their latest status and identify any patients requiring immediate care. The alert functionality will notify HCPs of critical patient trends or events. The Patient Management Platform can also be integrated with clinical laboratories so that HCPs can view the results of laboratory tests directly on the platform. Test results including those for HbA1c, blood glucose, lipid profile, and renal and liver function are supported.

**Data Collection**

Users’ HbA1c records on the Patient Management Platform were included. All the HbA1c values were either inputted by HCPs or synchronized from clinical laboratories. To assess the effects of the intervention at different time points, we looked at when each patient added a clinic or hospital as a partner in Health2Sync and determined how many months after adding the partner the HbA1c values were recorded. The calculation method considered the difference in the number of days between the date when users added the partner and that of each HbA1c recording, divided by 30. According to the calculated numbers, these records were then categorized into five time buckets from B_0 to B_4: [-2, 1), [1, 4), [4, 7), [7, 10), and [10, 13). The buckets were designed to reflect the common practice of determining HbA1c levels once every 3 months in Taiwan, and that the first HbA1c record can be in –2~1 month from the time when the partnership was created. We believe that as glycated hemoglobin levels typically reflect blood glucose values in the past 8-12 weeks [18], HbA1c levels in the first month of the partnership would only be minimally affected by the intervention.

**Subjects**

Health2Sync users who were connected to clinics or hospitals via the Health2Sync platform for at least 13 months were included, thus yielding an initial pool of 14,386 users. Those with missing data in any of the 5-bucket HbA1c observation periods were excluded owing to the requirement of a complete data set for subsequent modeling. At this stage, we excluded 12,350 users and retained 2036 users. These users were then separated into 3 groups in accordance with their app retention. In the first 6 months after adding the partner, users who opened the Health2Sync app every month were categorized as the “high retention” group, those who opened the app in only the first month were categorized as the “low retention” group, and the remaining patients were categorized as the “mid retention” group. Eventually, there were 569, 1108, and 359 users in the high, mid, and low retention groups, respectively. Demographic data of the included 2036 users and their distribution across the 3 retention groups are depicted in Table 1, although the majority of these included users preferred not to disclose their demographic status. Throughout this study, all users continued to receive diabetes care from the same clinic or hospital, otherwise there would be no HbA1c records on the Patient Management Platform. Figure 2 shows the inclusion flow chart described above.
Analyses
All the analyses in this study were performed with R (version 3.6.1, The R Foundation) [19].

User Characteristics
All users filled an onboarding form in the Health2Sync app where they self-reported their age, gender, and diabetes type. One-way analysis of variance (ANOVA) and the Pearson chi-square test were used for continuous and categorical variables, respectively, to assess the homogeneity of demographics across the 3 retention groups.

HbA\textsubscript{1c} Changes
Mean (SD) HbA\textsubscript{1c} levels of each group in B\textsubscript{0} and B\textsubscript{4} were calculated to compare the glycemic control status by app retention levels. One-way ANOVA was used to examine the heterogeneity across groups, and the pairwise t test with Bonferroni correction was applied for post hoc analysis.

We used the rate of change in HbA\textsubscript{1c} levels, generated using the formula (HbA\textsubscript{1c} value - mean HbA\textsubscript{1c} in B\textsubscript{0}) / mean HbA\textsubscript{1c} in B\textsubscript{0}, to assess the improvement in glycemic status across the groups. The rate of change was used instead of the absolute magnitude of change because users who had higher HbA\textsubscript{1c} levels in B\textsubscript{0} also had more room for a reduction in its value; hence, the comparison of changes in absolute HbA\textsubscript{1c} values across groups would be biased. In addition, considering that the reduction in HbA\textsubscript{1c} levels was nonlinear with time, all the changes in rates were added by a constant so that the minimum value is 1, and all these values were log-transformed. These log-transformed values were incorporated in the mixed model as the dependent variable, where fixed effects included the time bucket numbers (ie, quarters passed, from 0 to 4), app retention groups, and their interaction. Each user’s intercept was controlled in the random effects model [20,21].

Monitoring of App Retention
To follow the users’ app retention in the subsequent 6 months (ie, months 7-12 after partnership creation), we enumerated the months after which they had opened the app. The purpose of this analysis is to verify whether these 3 groups of users maintained their usage behavior in the following months of the retrospective observation period. The differences across these groups were assessed using 1-way ANOVA, and a pairwise t test with Bonferroni correction was used for post hoc analysis.

Results
Table 1 presents user characteristics stratified by the 3 user groups based on different levels of app retention. Users were not required to provide their demographic profiles; hence, sample sizes may differ across demographic characteristics. We found no significant difference in age ($F_{2,806}=1.441; P=.24$) and gender ($\chi^2_{22}=0.3637; P=.83$) distributions across the 3 groups; however, the diabetes type distribution was not even in these groups ($\chi^2_{23}=27.489; P<.001$).
Users with higher app retention presented a greater reduction in the rate of change in HbA1c levels (Figure 3). The group with the lowest retention presented the smallest reduction in HbA1c levels in time bucket B1 (–4.8%, SD 13.6%) and remained constant afterward up to time bucket B4 (–4.7%, SD 15.9%), while the other groups presented a steeper reduction in time bucket B1 (mid: –7.3%, SD 13.6%; high: –6.8%, SD 14.4%), and the decreasing trends continued up to time bucket B4 (mid: –9.2%, 15.5%; high: –9.3%, SD 16.4%). The mixed model further verified the significance of this effect (Figure 4). Users presented significant HbA1c percentage reductions as the passed quarter count increased ($\beta$ estimate=$-9.626 \times 10^{-3}$; $t$=-9.869; $P<.001$). Furthermore, being in mid and high retention groups further augmented this reduction with time as the interactions were significantly negative when the low retention group was set as the baseline for the past quarter (mid: $\beta$ estimate=$-7.360 \times 10^{-3}$; $t$=-6.620; $P<.001$; high: $\beta$ estimate=$-6.419 \times 10^{-3}$; $t$=-5.173; $P<.001$). When the high retention group was set as the baseline for comparison, no significant difference was found between the augmentation effects between the mid and high retention groups for the past quarter ($\beta$ estimate=$-9.410 \times 10^{-4}$; $t$=-1.007; $P=.31$). No main effect was observed for the retention groups when the low retention group was set as the baseline for comparison (mid: $\beta$ estimate=$-3.294 \times 10^{-3}$; $t$=-0.691; $P=.49$; high: $\beta$ estimate=$-8.951 \times 10^{-3}$; $t$=-1.687; $P=.09$).

**Table 1.** User characteristics stratified by app retention (N=2036).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total</th>
<th>High retention</th>
<th>Mid retention</th>
<th>Low retention</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); n</td>
<td>57.7 (13.4); 809</td>
<td>57.1 (12.3); 297</td>
<td>58.7 (13.7); 327</td>
<td>57.1 (14.4); 185</td>
<td>.24</td>
</tr>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>506</td>
<td>226</td>
<td>175</td>
<td>105</td>
<td>.83</td>
</tr>
<tr>
<td>Female</td>
<td>461</td>
<td>214</td>
<td>157</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>Diabetes type, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Type 1</td>
<td>53</td>
<td>21</td>
<td>10</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Type 2</td>
<td>859</td>
<td>384</td>
<td>311</td>
<td>164</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>33</td>
<td>24</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>HbA1c in time bucket B0 (%), mean (SD)</td>
<td>7.90 (1.74)</td>
<td>7.99 (1.86)</td>
<td>7.92 (1.72)</td>
<td>7.70 (1.60)</td>
<td>.04</td>
</tr>
<tr>
<td>HbA1c in time bucket B4 (%), mean (SD)</td>
<td>7.03 (1.03)</td>
<td>7.01 (1.02)</td>
<td>6.99 (1.00)</td>
<td>7.17 (1.14)</td>
<td>.02</td>
</tr>
</tbody>
</table>

**Figure 3.** Users’ averaged percentage change in HbA1c levels in each time bucket. The error bars represent the SE among users in the group.
The high and mid retention groups also presented a greater reduction in raw HbA1c values and lower HbA1c levels at the end of the observation period, although their raw HbA1c values were higher in time bucket B0 (Table 1 and Figure 5A). We observed significant differences in HbA1c levels between the high and low retention groups in time bucket B0 (high: 7.99%, SD 1.86%; 95% CI 7.83%-8.14%; mid: 7.92%, SD 1.72%; 95% CI 7.82%-8.02%; low: 7.70%, SD 1.60%; 95% CI 7.54%-7.87%) (Bonferroni correction: high vs low, \(P=0.045\); mid vs low, \(P=0.11\); high vs mid, \(P>0.99\)) and between mid and low retention groups in time bucket B4 (high: 7.01%, SD 1.02%; 95% CI 6.93%-7.09%; mid: 6.99%, SD 1.00%; 95% CI 6.93%-7.05%; low: 7.17%, SD 1.14%; 95% CI 7.05%-7.29%) (Bonferroni correction: high vs low, \(P=0.07\); mid vs low, \(P=0.02\); high vs mid, \(P>0.99\)). In a stratified analysis, users with HbA1c values of ≥8% in time bucket B0 presented no significant difference in glycemic status at the beginning (high: 9.79%, SD 1.66%; 95% CI 9.58%-10.01%; mid: 9.68%, SD 1.54%; 95% CI 9.53%-9.83%; low: 9.48%, SD 1.41%; 95% CI 9.23%-9.73%) (\(F_2=1.632; P=0.20\)), but the difference in HbA1c levels between the mid and low retention groups in time bucket B4 was still significant (high: 7.45%, SD 1.23%; 95% CI 7.29%-7.61%; mid: 7.44%, SD 1.21%; 95% CI 7.33%-7.56%; low: 7.76%, SD 1.36%; 95% CI 7.52%-8.00%) (Bonferroni correction: high vs low, \(P=0.08\); mid vs low, \(P=0.04\); high vs mid, \(P>0.99\)) (Figure 5B). Similar results were obtained among users with HbA1c values of <8% in time bucket B0 (high: 6.81%, SD 0.62%; 95% CI 6.75%-6.88%; mid: 6.86%, SD 0.57%; 95% CI 6.81%-6.90%; low: 6.79%, SD 0.61%; 95% CI 6.71%-6.86%) (\(F_2,1269=1.425; P=0.24\)) and in time bucket B4 (high: 6.72%, SD 0.74%; 95% CI 6.65%-6.80%; mid: 6.72%, SD 0.72%; 95% CI 6.67%-6.77%; low: 6.86%, SD 0.86%; 95% CI 6.75%-6.97%) (Bonferroni correction: high vs low, \(P=0.08\); mid vs low, \(P=0.03\); high vs mid, \(P>0.99\)) (Figure 5C).
Figure 5. Users’ mean HbA1c in each time bucket. The error bars represent the standard errors among users in the group.

Users’ retention behavior patterns remained the same in the second half of the tracking period (Figure 6). One-way ANOVA revealed significant differences in app retention across the 3 groups ($F_{2,1797}=1082; P<.001$), and subsequent post hoc analyses using Bonferroni correction revealed significant differences among the groups (high: 5.23 [SD 1.37] months, mid: 2.43 [SD 1.68] months, low: 0.41 [SD 0.97] months) ($P<.001$) for all comparison pairs.

Figure 6. Month count when the app was opened during the seventh to 12th month. The heights of the bars and the ranges of error bars represent the mean (SE) values in each group, respectively.

Discussion

Principal Findings

In this study, we found that patients with diabetes, who continuously used the Health2Sync app and were supported by HCPs who used the Health2Sync Patient Management Platform, presented a steeper reduction in HbA1c levels and achieved lower HbA1c levels after 1 year, compared to patients who dropped out and received traditional care for 1 year. Although we only used the app usage behavior data in the first 6 months to stratify the patients, their app usage patterns remained consistent in the following months. Additionally, our study shows positive results with regard to diabetes management from real-world data without prior RCT settings. While an RCT has an advantage over real-world evidence in providing homogeneous study groups for comparisons with designed inclusion and exclusion criteria, it is incapable of reflecting actual clinical practice where heterogeneous scenarios exist [22,23]. As digital interventions are to be applied to all patients,
we believe that our study with real-world evidence is more convincing in demonstrating efficacy.

In our study, both the mid and high retention groups presented a greater reduction in HbA1c levels than their counterparts in the low retention group. In other words, only users who stopped using the app in the first month after adding a clinic or hospital as a partner saw poorer HbA1c improvements than others. The beneficial effects of the Health2Sync app and Patient Management Platform might result from the in-app structured display and the general education or personalized feedback that further enhance users' health awareness, which were reported to be associated with better HbA1c outcomes [13,24].

Although the majority of included subjects chose not to disclose their diabetes type, and the sample size was unbalanced across known diabetes types and retention groups, we performed a subgroup analysis to investigate the effect of app retention on different diabetes types, specifically type 1 and type 2. Based on changes in the raw HbA1c values, we found that the reduction in the HbA1c levels of only the patients with type 2 diabetes was related to app retention, while that of patients with type 1 diabetes seemed unrelated to app adherence (Multimedia Appendices 1 and 2 show the trend in app retention for patients with type 1 and type 2 diabetes, respectively). Many studies have focused on the efficacy of digital interventions for patients with type 2 diabetes or provided inadequate evidence of the efficacy of such interventions among patients with type 1 diabetes [7,9,14]. Some studies or analyses reported positive outcomes among patients with type 1 diabetics, but the effects were not as large as those among patients with type 2 diabetes [8,13,17].

Limitations
Our data also suggest such differences between the patients with type 1 and those with type 2 diabetes. However, considering the limited sample, future studies are needed to investigate whether the benefits from digital tools can also be applied to patients with type 1 diabetes, especially in real-world settings. Another study limitation is that we did not consider the differences in medication and daily behaviors such as exercise across patients, and these factors could have vital impacts on glycemic control. Future studies should also include these features in analyses.

With the growing prevalence of diabetes, it may become increasingly difficult to care for patients without increasing the number of HCPs. As such, digital solutions can play a critical role to enhance and scale diabetes care [25]. Moreover, during the COVID-19 pandemic, diabetes was found to be a common comorbidity, and patients with diabetes were found to be more vulnerable to COVID-19 [26-28]. A mobile app and platform that can enable HCPs to practice remote care should be helpful for glycemic control and can reduce the risk of people with diabetes being infected during visits to clinics or hospitals [29].

Conclusions
In conclusion, our retrospective analyses show that continuous usage of the Health2Sync app and Patient Management Platform was helpful for improving HbA1c levels. Further studies are needed to reveal the efficacy of such interventions for specific diabetes types and to observe the effects beyond 1 year.

Authors' Contributions
YZT was responsible for the design of the analysis protocol, conducting statistical analyses, and drafting the manuscript. YTC, HYC, and KL assisted with the statistical analyses. All authors reviewed the final manuscript.

Conflicts of Interest
The Health2Sync mobile app and web-based Patient Management Platform are products of H2 Inc. YZT, YTC, and KL are full-time employees at H2 Inc, and KL supervises YZT and YTC. HYC received a consulting fee to assist with the analyses but otherwise declared no conflict of interest.

Multimedia Appendix 1
Diabetes type 1 users' mean HbA1c in each time bucket. The error bars represent the standard errors among users in the group.
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Multimedia Appendix 2
Diabetes type 2 users' mean HbA1c in each time bucket. The error bars represent the standard errors among users in the group.
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Abstract

Background: Regarding health technologies, African American young adults have low rates of uptake, ongoing usage, and engagement, which may widen sexual health inequalities.

Objective: We aimed to examine rates of uptake and ongoing usage, and factors influencing uptake, ongoing usage, and engagement for a consumer health informatics (CHI) intervention for HIV/sexually transmitted infection (STI) prevention among African American young adults, using the diffusion of innovation theory, trust-centered design framework, and O’Brien and Toms’ model of engagement.

Methods: This community-based participatory mixed methods study included surveys at four time points (n=315; 280 African American participants) among young adults aged 18 to 24 years involved in a blended offline/online HIV/STI prevention intervention (HIV Outreach, Prevention, and Education [HOPE] eIntervention), which was described as a “HOPE party.” Qualitative interviews were conducted with a subset of participants (n=19) after initial surveys and website server logs indicated low uptake and ongoing usage. A generalized linear mixed-effects model identified predictors of eIntervention uptake, server logs were summarized to describe use over time, and interview transcripts were coded and thematically analyzed to identify factors affecting uptake and engagement.

Results: Participants’ initial self-reported eIntervention uptake was low, but increased significantly over time, although uptake never reached expectations. The most frequent activity was visiting the website. Demographic factors and HOPE party social network characteristics were not significantly correlated with uptake, although participant education and party network gender homophily approached significance. According to interviews, one factor driving uptake was the desire to share HIV/STI prevention information with others. Survey and interview results showed that technology access, perceived time, and institutional and technological trust were necessary conditions for uptake. Interviews revealed that factors undermining uptake were insufficient promotion and awareness building, and the platform of the intervention, with social media being less appealing due to previous...
negative experiences concerning discussion of sexuality on social media. During the interaction with the eIntervention, interview data showed that factors driving initial engagement were audience-targeted website aesthetics and appealing visuals. Ongoing usage was impeded by insufficiently frequent updates. Similarly, lack of novelty drove disengagement, although a social media contest for sharing intervention content resulted in some re-engagement.

**Conclusions:** To encourage uptake, CHI interventions for African American young adults can better leverage users’ desires to share information about HIV/STI prevention with others. Ensuring implementation through trusted organizations is also important, though vigorous promotion is needed. Visual appeal and targeted content foster engagement at first, but ongoing usage may require continual content changes. A thorough analysis of CHI intervention use can inform the development of future interventions to promote uptake and engagement. To guide future analyses, we present an expanded uptake and engagement model for CHI interventions targeting African American young adults based on our empirical results.

(J Med Internet Res 2021;23(7):e22203) doi:10.2196/22203
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**Introduction**

**Background**

HIV and other sexually transmitted infections (STIs) are health concerns for African American young adults. In 2018, African Americans constituted 13% of the population but 42% of new HIV diagnoses in the United States [1], with young adults making up about 21% of new HIV diagnoses [2]. African American young adults are vulnerable to other STIs, having the highest rates of gonorrhea of all racial groups [3]. Consumer health informatics (CHI) technologies can support HIV/STI prevention by targeting outcomes such as sexual health literacy and HIV/STI testing rates [4].

However, previous experience with patient portals shows that CHI interventions may not achieve uptake and engagement among African Americans [5,6]. In an HIV/STI context, this may widen sexual health inequalities [7,8]. Numerous CHI interventions exist to prevent HIV [9-15] and STIs [16,17] among African American youth. Additionally, digital CHI interventions targeting African American populations can be effective at promoting safer sex behaviors [18,19] and can increase access to sexual health information [20,21]. However, few identify factors driving uptake and engagement [22]. While interventions have been effective at targeting African American youth [9,13,15], limited uptake and engagement can impede the promotion of behaviors, such as condom use [23,24], or the development of sexual health knowledge [25,26]. We define *uptake* as initiating contact with a CHI intervention, which is differentiated from *ongoing usage* of that intervention [27].

Uptake is rarely investigated, inconsistently defined, and often underreported [28,29]. *Engagement* has been defined by some as interactions over time [30], although information scientists use the term to demarcate the period in which a user interacts with an intervention [31]. Given our interest in experiences of CHI interventions, we use the latter definition of engagement in this study.

Factors driving uptake may explain disparities between racial groups in CHI intervention use [32]. Studies that examine uptake among African Americans suggest that it may be impeded by recruitment barriers, power differentials between researcher/clinician and participants, or researchers’ poor cultural competence [33]. Medical distrust stemming from discrimination and historical mistreatment also plays a role [34]. However, targeted recruitment and individual tailoring may improve uptake among African American young adults. Peer-driven recruitment [35,36] and partnering with community-based organizations [37] may increase uptake. Tailoring web-based interventions to users’ needs, interests, personalities, and contexts [38], and tailored messages from a personalized source [39] can also improve uptake.

CHI interventions should also foster ongoing usage. It can be difficult to differentiate between factors motivating uptake and ongoing usage; few studies have examined this. Some evidence shows that African American young adults’ engagement may be impeded by distrust, lack of time, limited technology access, and limited cultural relevance [32].

Some CHI interventions have successfully engaged African American users via social media, peer-led interventions, and designing to capture user attention. Social media-based HIV-prevention interventions have shown low attrition [14]. Peer-led CHI interventions have maintained engagement through existing social networks [14]. High levels of interest [40] and perceived usefulness may also drive ongoing usage [41].

Yet, there is limited understanding of what motivates uptake and engagement in African American young adults participating in CHI interventions to prevent HIV/STIs. We identify motivating factors for a tailored website and social media accounts promoting safer sex for African American young adults, framing our analyses with the theories described below.

**Theoretical Frameworks**

**Diffusion of Innovations**

The diffusion of innovations (DOI) theory describes a process of communicating about innovations among members of social systems [42]. Communication can lead to adoption (deciding to use an intervention; this aligns with our definition of uptake). Personal characteristics, such as demographics, influence adoption. For example, people with more education and higher social participation tend to adopt innovations earlier. Furthermore, homophily (social similarity) with adopters increases the likelihood that nonadopters will make the...
subsequent decision to adopt an innovation. We used DOI to identify variables that may predict uptake.

Several HIV-prevention interventions have used the DOI theory \cite{43}. Similarly, it informed the design of the HIV Outreach, Prevention, and Education (HOPE) eIntervention in this study. This intervention asked African American young adults to invite peers to HOPE parties (described below), which introduced the innovations (both the eIntervention and healthy sexual behaviors).

**Trust-Centered Design Framework**

The trust-centered design framework (Figure 1) \cite{12} outlines trust-based needs in relation to CHI interventions at the personal, group, technological, and institutional levels for African American young adults. It centers trust in CHI interventions, calls for addressing trust-related requirements at multiple user-experience levels, and highlights forms of trust that may influence uptake and engagement. We used this framework to inform HOPE technology design and implementation strategies, and to analyze qualitative data in this study.

**Figure 1.** Trust-centered design framework. IT: information technology; STI: sexually transmitted infection.

**User Engagement Model**

O’Brien and Toms’ model (Figure 2) focuses specifically on the period, or session, of interacting with an intervention. Focusing on websites as an intervention type, it differentiates the following four stages of engagement: point of engagement, period of engagement, disengagement, and re-engagement \cite{31}. It posits that there are different drivers at each stage, grouped into (1) website features and (2) user experience features. Points of engagement and re-engagement are influenced by web features of esthetics and novelty, and user features including motivation. The period of engagement is influenced by sensory appeal, interactivity, novelty, challenge, feedback, attention, awareness, control, and positive affect. Disengagement is driven by website features of usability and challenge, and user features of positive/negative affect, perceived time, and interruptions. These factors vary in influence over time. We used this model to analyze qualitative interview data.
Study Objectives
The aim of this study was to analyze uptake, ongoing usage, and engagement with a CHI intervention, the HOPE eIntervention, intended for African American young adults, which included a website and social media components. The research questions were as follows: RQ1: How much did HOPE participants use the eIntervention (uptake and ongoing usage)? RQ2: What factors were related to eIntervention uptake (initiating contact with the intervention)? RQ3: What factors were associated with ongoing usage and engagement while a participant interacted with the eIntervention?

Methods

Intervention Context
This mixed-methods, community-based participatory research (CBPR) [44] study included surveys and interviews with African American young adults who attended a community-based HIV/STI prevention intervention called a HOPE party. Regarding the CBPR approach, YOUR Center, a local faith-based nonprofit organization, was involved in study design, recruitment, implementation, data collection, and result dissemination, and the Genesee County Health Department assisted in recruitment; this is consistent with use of the CBPR approach in health informatics [44]. The team had monthly meetings during the intervention timeframe, and community members were involved in the design of the HOPE eIntervention, from its inception to its implementation. Furthermore, YOUR Center staff led the in-person interventions, and community members assisted by leveraging their social networks for recruitment. A community advisory board helped to integrate community needs throughout the project; this also aligns with CBPR practice [44]. Further information about the partnership can be found in a previous report [44].

Intervention Description
HOPE parties were one-time, interactive, face-to-face HIV/STI prevention sessions hosted by African American young adults in their homes for their social networks. Attendees listened to...
didactic material, engaged in educational activities, and discussed safe sex practices with demonstrations of safe sex tools [41]. Local resources were also discussed, including information about the eIntervention. YOUR Center staff were trained to conduct the parties and used a facilitator’s manual to ensure that core content was covered in each party; fidelity assessments were also used at each party. However, as expected, there was some variation across parties. Recruitment was conducted at Genesee County STI clinics by trained UM School of Public Health, Health Professions and Studies students and community residents. YOUR Center staff also recruited participants through naturally occurring face-to-face professional and personal social networks, and snowball recruitment in which hosts recruited others.

The eIntervention, available to HOPE party participants, aimed to reinforce information presented at the parties and foster commitment to HIV/STI prevention. Together, the face-to-face parties and eIntervention comprised a blended offline/online intervention. The eIntervention was designed in collaboration with YOUR Center’s staff and community advisory board, and informed by design-oriented focus groups [12]. Based on the trust concerns when communicating about HIV/STIs that were raised in the trust-centered design framework developed as part of this study [12], the website allowed participants to remain anonymous to foster interactions that preserved privacy. Indeed, community partners expressed concerns about the acceptability of user accounts based on their interaction with the target audience for the intervention; thus, profiles were not required in order to access website content. Due to issues raised around inconsistent access to credible information about sexual health [12,45], partnering with YOUR Center was intended to create an environment where African American young adult users would trust the information based on its institutional affiliation. Additionally, the blog features of the website allowed for users to access credible information via these short and casual posts. The website had a theme for mobile devices such as cellphones. A website plug-in detected what device was used to access the intervention and loaded either a desktop or mobile theme based on this detection. Users could toggle between the mobile and desktop versions of the website if desired.

At each HOPE party, YOUR Center staff and/or University of Michigan research staff introduced the eIntervention and distributed handouts that contained the website URL and directions on how to access social media accounts. The eIntervention consisted of a website with a blog, a Twitter account, and a Facebook page (examples of posts are included in Multimedia Appendix 1, Multimedia Appendix 2, and Multimedia Appendix 3). The website was updated at least once monthly. Facebook content included status updates, external links, photos, sexual health information, and/or questions. Tweets offered safer sex advice and memes reinforcing safer sex norms. Three social media contests incentivized eIntervention information sharing via social networks.

**Data Collection**

HOPE party participants (n=315; 280 African American; some participants invited non-African American friends to parties) completed four surveys during the study. These included (1) at the party, in-person (baseline); (2) 3 months postparty, online/via phone (T1); (3) 6 months postparty, online/via phone (T2); and (4) 12 months postparty, online/via phone (T3). There were 57 HOPE parties over 3 years, with 1 to 12 participants at each who responded to surveys. Follow-up survey requests were first attempted over the phone, and those participants whom we could not reach were contacted via US mail and by email. We attempted to contact all survey participants regardless of the status of completion for the other follow-up waves. Participants received US $10 for completing the baseline, T1, and T2 questionnaires, and US $15 for completing the T3 questionnaire. Participants who completed all four surveys were entered into a draw for a US $100 gift card. The survey asked about demographic characteristics, social network information, and questions regarding use of the HOPE eIntervention. Surveys were developed to measure network assessments such as network composition (gender homophily) [46], social influence of networks based on density [47], and type of social tie (ie, weak or strong) [48] as predictors of HOPE website use. Survey questions used in the data analysis are detailed further in Multimedia Appendix 4.

After survey and website server logs indicated low uptake and engagement, individual in-depth semistructured interviews [49] (n=19) were conducted with African American young adult party participants. Interviews were conducted at least 1 year after each participant’s HOPE party. One graduate student (AB) from the University of Michigan who was trained in qualitative interviewing conducted the interviews using a semistructured interview guide that accommodated personalized follow-up questions. Using theoretical sampling [50], participants reporting low, medium, and high levels of eIntervention use on the survey were recruited via telephone or email. We contacted approximately 131 participants in total (56 participants with low levels of eIntervention use, 62 participants with medium levels of eIntervention use, and 12 participants with high levels of eIntervention use). Of the 131 participants, 19 participated in interviews (15% response rate).

We concluded interviews when we reached data saturation such that new data were no longer contributing new empirical insights [51]. Others have shown that data saturation can be achieved with as few as six to eight people in a relatively homogenous group such as that in this study (African American young adults in one geographic area) [52]. A timeline of the partnership with YOUR Center, development of the intervention, HOPE parties, follow-up surveys, and interviews is included in Multimedia Appendix 5.

Google Analytics measures included numbers of sessions, users, and page views; session duration; and trends. HOPE Twitter and Facebook data included numbers of followers/likes.

**Measures**

**Dependent Variable**

At each survey wave, the main outcome in the individual-level statistical model for predicting uptake was a binary variable for having used the HOPE website or social media since the party. For the party-level model, this outcome was an average of the
number of party attendees who used the eIntervention at each wave.

**Independent Variables-Individual Level**

**Education**
The DOI theory states that more education increases the speed of using innovations [42]; thus, educational level was a predictor. In the model, the variable had the following two levels: (1) less than high school diploma or General Education Diploma (GED) and (2) high school diploma or GED, some college, associate's degree, or bachelor's degree.

**Gender**
Gender was included as a binary predictor (male/female). This was included since men are more likely to have favorable technology attitudes [53], though these attitudes about technologies vary by age [54]. Further, women use health websites more [55] and are more likely to search for health information online [56].

**Time Point**
Participants’ use by time point was included because we observed increases in overall usage of the eIntervention over time.

**Independent Variables-Party Level**

**Gender Homophily**
The DOI theory predicts that homophily increases the odds of adoption, and our previous work has shown that gender homophily is associated with HIV testing behavior [46,57]. Therefore, gender homophily was used as an independent variable, which was calculated using the Krackhardt E-I index network measure [58] as the number of females minus the number of males at the party divided by total participants [58].

**Network Density**
Network density [47] was included since it is linked to social influence [57]. This standard network measure [59] quantifies the number of participants at a party who have friendships divided by the number of total possible relationships between party members. Higher levels of network density are associated with health behavior transmission between youth [60,61]. This was calculated as the total number of attendee ties (any self-reported relationship before the party) divided by total possible ties [62].

**Strong Tie Proportion**
Strong ties [48] are also linked to social influence. They tell us the proportion of relationships between people at a party that are based on close interpersonal relationships [37]. Using a standard measure of tie strength, this survey question asked participants how close they felt to other party attendees, with the options being very close (strong ties), somewhat close, and not close [63]. There is ample evidence that people with whom one is emotionally intimate, such as close friends, influence one’s sexual risk behaviors [64-66]. This was measured by the number to whom each attendee felt very close divided by the number of existing ties between party members.

**Qualitative Interview Protocol**
Interviews included (1) a demographic and technology use questionnaire, and (2) interviews about party experience, eIntervention uptake and engagement, internet and social media use, and HIV/STI-related communication practices.

**Data Analysis**

**Survey Analysis**
Survey data were explored using descriptive statistics. Data analysis was conducted after the conclusion of T3. To identify uptake predictors, Stata was used to fit a generalized linear mixed-effects model [67] with binomial distribution to account for (1) the binary outcome variable (eIntervention use) and (2) repeated measures across the three time points. This method accounts for both within-participant and across-participant variability. The coefficients in this model can be interpreted as the log odds of predicted HOPE eIntervention use by variable. Due to our focus on African Americans, only the sample of African Americans (n=280) was entered into this model.

A second generalized linear mixed-effects model with a beta distribution using party-level indicators was fit. Uptake trends were also analyzed with respect to independent party-level variables such as gender homophily, network density, and strong tie proportion. There was a random effect for the person-level variable and were fixed effects for party ID (identifier) and within-party variables (gender homophily, strong tie proportion, and cohesion density) to predict average uptake at the party level while controlling for party size. For this model, the entire sample (n=315) was entered into the model as parties had both African American and non-African American attendees, although African Americans were the focus of the intervention design.

**Interview Data Analysis**
Interviews, averaging 43 minutes, were audio-recorded and transcribed. Among the 19 interview participants, 8 (42%) had low self-reported usage levels, 6 (32%) had medium self-reported usage levels, and 5 (26%) had high self-reported usage levels, with representation across usage levels. Transcripts were analyzed using deductive and inductive approaches in NVivo. Deductively, O’Brien and Toms’ [31] model of engagement and the trust-centered design framework [12] were analyzed with respect to independent party-level variables such as gender homophily, network density, and strong tie proportion. There was a random effect for the person-level variable and were fixed effects for party ID (identifier) and within-party variables (gender homophily, strong tie proportion, and cohesion density) to predict average uptake at the party level while controlling for party size. For this model, the entire sample (n=315) was entered into the model as parties had both African American and non-African American attendees, although African Americans were the focus of the intervention design.
eIntervention after days, weeks, or months; and disengagement is when a participant discontinues use of the eIntervention in a given session. Re-engagement and disengagement can be thought of as components of ongoing usage.

**Website/Social Media Usage Data Analysis**
Frequency counts were compiled for Google Analytics, Twitter, and Facebook data.

**Results**

**Characteristics of the Participants**

As Table 1 shows, 280 African American participants responded to the survey, and 19 African American young adult interviewees were drawn from this pool of respondents. Of the 280 survey respondents, 164 (58.6%) were female and 110 (39.3%) completed high school or equivalent, and the mean age was 21.13 years. Of the 19 interview participants, 14 (74%) were female, with similar education levels and a mean age of 24 years. As Table 2 shows, there were 57 parties in total, with an average of 5.63 (SD 2.56) participants per party who responded to the survey. Of the total 315 attendees who responded to the survey, 280 (88.9%) were African American.

**Table 1.** Summary of descriptive statistics for the African American sample at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Quantitative survey (n=280)</th>
<th>Qualitative interview (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>112 (40%)</td>
<td>5 (26%)</td>
</tr>
<tr>
<td>Female</td>
<td>164 (59%)</td>
<td>14 (74%)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Age at the time of the HOPE(^b) party, mean (SD)</td>
<td>21.13 (2.25)</td>
<td>24 (3.317)</td>
</tr>
<tr>
<td>Education level at the time of the HOPE(^b) party, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school diploma or GED(^c)</td>
<td>80 (29%)</td>
<td>1 (5%)</td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>110 (39%)</td>
<td>8 (42%)</td>
</tr>
<tr>
<td>Some college, associate’s degree, or bachelor’s degree</td>
<td>85 (30%)</td>
<td>10 (53%)</td>
</tr>
<tr>
<td>Missing</td>
<td>5 (2%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Host, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (9%)</td>
<td>3 (16%)</td>
</tr>
<tr>
<td>No</td>
<td>255 (91%)</td>
<td>16 (84%)</td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Employment status(^d), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time work</td>
<td>30 (11%)</td>
<td>4 (21%)</td>
</tr>
<tr>
<td>Part-time work</td>
<td>42 (15%)</td>
<td>1 (5%)</td>
</tr>
<tr>
<td>Full-time student</td>
<td>34 (12%)</td>
<td>3 (16%)</td>
</tr>
<tr>
<td>Part-time student</td>
<td>12 (4%)</td>
<td>2 (11%)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>165 (59%)</td>
<td>10 (53%)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (5%)</td>
<td>2 (11%)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

\(^a\) All survey respondents identified as African American. Of the 19 qualitative interview respondents, 18 (95%) identified as African American and 1 (5%) identified as multiracial.

\(^b\) HOPE: HIV Outreach, Prevention, and Education.

\(^c\) GED: General Education Diploma.

\(^d\) Participants could choose multiple employment statuses.
Table 2. Summary of descriptive statistics for baseline party characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total parties(^a), n (%)</td>
<td>57 (100)(^b)</td>
</tr>
<tr>
<td>Total attendees per party(^c), mean (SD; min, max)</td>
<td>5.63 (2.56; 1, 12)</td>
</tr>
<tr>
<td>Average number of African American young adults per party(^c), mean (SD; min, max)</td>
<td>5 (2.16; 1, 11)</td>
</tr>
<tr>
<td>Average number of non-African American young adults per party(^c), mean (SD; min, max)</td>
<td>0.57 (1.22; 0, 6)</td>
</tr>
<tr>
<td>Average number missing per party(^c), mean (SD; min, max)</td>
<td>0.05 (0.23; 0, 1)</td>
</tr>
<tr>
<td>Average percentage of African American young adults per party(^c), mean (SD)</td>
<td>91.8% (16.7%)</td>
</tr>
<tr>
<td>Average percentage of non-African American young adults per party(^c), mean (SD)</td>
<td>7.4% (16.0%)</td>
</tr>
<tr>
<td>Average percentage missing per party(^c), mean (SD)</td>
<td>0.9% (3.8%)</td>
</tr>
<tr>
<td>Total attendees(^c), n (%)</td>
<td>315 (100%)</td>
</tr>
<tr>
<td>Total African American young adult attendees(^c), n (%)</td>
<td>280 (88.9%)</td>
</tr>
<tr>
<td>Total non-African American young adult attendees(^c), n (%)</td>
<td>32 (10.1%)</td>
</tr>
<tr>
<td>Total missing demographics(^c), n (%)</td>
<td>3 (1.0%)</td>
</tr>
<tr>
<td>Network density(^c), mean (SD; min, max)</td>
<td>0.80 (0.19; 0.4, 1.0)</td>
</tr>
<tr>
<td>Strong tie proportion(^c), mean (SD; min, max)</td>
<td>0.27 (0.17; 0.0, 0.8)</td>
</tr>
<tr>
<td>Party gender homophily(^c), mean (SD; min, max)</td>
<td>0.23 (0.58; −1.0, 1.0)</td>
</tr>
</tbody>
</table>

\(^a\)Includes party participants who did not complete a survey.

\(^b\)There were 57 total parties, but one party did not have any respondents fill out the survey at baseline, so 56 were included in the analyses.

\(^c\)Includes only party participants who completed a survey.

**RQ1 Results**

**Survey Results**

Initial uptake of the eIntervention and ongoing usage were low (Table 3). Self-reported use increased at subsequent time points. Initially, only 21 of 280 (8%) participants reported ever using the eIntervention (uptake), with an increase to 35 of 280 participants (13%) at T2 and 42 of 280 participants (15%) at T3. The most frequent engagements were visiting the website (T1: n=9, T2: n=24, T3: n=34), visiting the Facebook page (T1: n=1, T2: n=8, T3: n=11), and tweeting (T1: n=2, T2: n=4, T3: n=5). However, large amounts of survey data were missing either due to nonresponse at that time point or due to skipping that question (Table 3). Of the 359 total HOPE party participants, 315 participants took at least one survey. Regarding response at each time period, among 359 HOPE party participants, 178 responded at T1 (49.6% response rate), 180 responded at T2 (50.1% response rate), and 186 responded at T3 (51.8% response rate). Among the 280 African American party participants who ever answered the survey, 20 (7%) answered at only T1, 14 (5%) answered at only T2, and 16 (6%) answered at only T3. Table 3 outlines responses from the 280 African American respondents who ever responded to a survey.
Table 3. HIV Outreach, Prevention, and Education (HOPE) eIntervention use (N=280).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Time point 1, n (%)</th>
<th>Time point 2, n (%)</th>
<th>Time point 3, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of the HOPE eIntervention since attending the HOPE party</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21 (7.5%)</td>
<td>35 (12.5%)</td>
<td>42 (15.0%)</td>
</tr>
<tr>
<td>No</td>
<td>140 (50.0%)</td>
<td>127 (45.4%)</td>
<td>123 (43.9%)</td>
</tr>
<tr>
<td>Missing</td>
<td>119 (42.5%)</td>
<td>118 (42.1%)</td>
<td>115 (41.1%)</td>
</tr>
<tr>
<td>What online HOPE activities did you do?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visiting or using the HOPE website</td>
<td>16 (76.2%)</td>
<td>24 (68.6%)</td>
<td>34 (80.1%)</td>
</tr>
<tr>
<td>Visit the Facebook page</td>
<td>1 (4.8%)</td>
<td>8 (22.9%)</td>
<td>11 (26.2%)</td>
</tr>
<tr>
<td>Post or blog on the HOPE website</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>1 (2.4%)</td>
</tr>
<tr>
<td>Tweet on Twitter</td>
<td>2 (9.5%)</td>
<td>4 (11.4%)</td>
<td>5 (12.0%)</td>
</tr>
<tr>
<td>Post on Facebook</td>
<td>0 (0%)</td>
<td>3 (8.6%)</td>
<td>1 (2.4%)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0%)</td>
<td>3 (8.6%)</td>
<td>1 (2.4%)</td>
</tr>
<tr>
<td>Why didn’t you use the HOPE eIntervention in the last 30 days?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No time</td>
<td>54 (41.9%)</td>
<td>60 (47.2%)</td>
<td>58 (46.0%)</td>
</tr>
<tr>
<td>I did not have computer access</td>
<td>38 (29.5%)</td>
<td>31 (24.4%)</td>
<td>36 (28.6%)</td>
</tr>
<tr>
<td>I did not want to</td>
<td>13 (10.1%)</td>
<td>23 (18.1%)</td>
<td>14 (11.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (18.6%)</td>
<td>18 (14.2%)</td>
<td>17 (13.5%)</td>
</tr>
<tr>
<td>I did not know about it</td>
<td>10 (7.8%)</td>
<td>10 (7.9%)</td>
<td>7 (5.6%)</td>
</tr>
<tr>
<td>I forgot about it</td>
<td>8 (6.2%)</td>
<td>5 (3.9%)</td>
<td>6 (4.8%)</td>
</tr>
</tbody>
</table>

aHOPE: HIV Outreach, Prevention, and Education.
bMissing responses were either due to nonresponse at that time point or due to skipping the question.
cParticipants were able to choose multiple responses.
dIn the first time point (T1), participants were asked for their general use of the HOPE website as well as if they visited the website. In T2 and T3 surveys, the “general use” question was eliminated due to overlap.
eOpen responses for “other” were categorized by “I did not know about it” and “I forgot about it.”

Log File and Social Media Results

According to the Google Analytics report, the website had 2432 sessions and 5754 total page views from July 2011 to March 2014, with an average session duration of 2 minutes 52 seconds. The Facebook page was updated with five to seven posts weekly and had 81 followers. HOPE Twitter was active from July 2011 to April 2014, with 131 followers. Inconsistency in reported usage may be due to missing survey responses or to eIntervention use by non-HOPE party participants.

RQ2 Results

Survey Results

To identify uptake predictors across the three time points, we fitted a generalized linear mixed-effects model at the individual and party levels (Table 4). Individual-level results suggested that having some college education was a marginally significant predictor of eIntervention use. No other individual-level factors predicted uptake in our analysis of HOPE eIntervention use after the conclusion of T3 surveys, although there was an increase in usage from T1 to T2, as well as an increase from T1 to T3.
Table 4. Generalized linear mixed-effects model results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z</th>
<th>p &gt;</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual-level model among African American party participants (n=280)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female)</td>
<td>0.33</td>
<td>0.45</td>
<td>0.73</td>
<td>.47</td>
<td>−0.56</td>
<td>1.22</td>
</tr>
<tr>
<td>Time point 1 to 2</td>
<td>0.89</td>
<td>0.37</td>
<td>2.40</td>
<td>.01</td>
<td>0.16</td>
<td>1.61</td>
</tr>
<tr>
<td>Time point 2 to 3</td>
<td>1.12</td>
<td>0.37</td>
<td>3.05</td>
<td>.002</td>
<td>0.40</td>
<td>1.84</td>
</tr>
<tr>
<td>High school diploma or GEDa</td>
<td>0.59</td>
<td>0.48</td>
<td>1.22</td>
<td>.22</td>
<td>−0.36</td>
<td>1.54</td>
</tr>
<tr>
<td>Some college, associate’s degree, or bachelor’s degree</td>
<td>0.93</td>
<td>0.48</td>
<td>1.92</td>
<td>.05</td>
<td>−0.02</td>
<td>1.88</td>
</tr>
<tr>
<td>Network density</td>
<td>0.51</td>
<td>1.01</td>
<td>0.51</td>
<td>.61</td>
<td>−1.46</td>
<td>2.49</td>
</tr>
<tr>
<td>Strong tie proportion</td>
<td>−0.53</td>
<td>1.25</td>
<td>−0.42</td>
<td>.67</td>
<td>−2.98</td>
<td>1.93</td>
</tr>
<tr>
<td>Party gender homophily</td>
<td>0.995</td>
<td>0.72</td>
<td>1.38</td>
<td>.17</td>
<td>−0.42</td>
<td>2.41</td>
</tr>
<tr>
<td>Party-level model among all party participants (n=315)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network density</td>
<td>−0.82</td>
<td>0.90</td>
<td>−0.92</td>
<td>.36</td>
<td>−2.58</td>
<td>0.93</td>
</tr>
<tr>
<td>Strong tie proportion</td>
<td>1.46</td>
<td>0.98</td>
<td>1.49</td>
<td>.14</td>
<td>−0.46</td>
<td>3.37</td>
</tr>
<tr>
<td>Gender homophily</td>
<td>0.05</td>
<td>0.03</td>
<td>1.81</td>
<td>.07</td>
<td>−0.004</td>
<td>0.11</td>
</tr>
</tbody>
</table>

aGED: General Education Diploma.

In the party-level model, gender homophily was the only marginally significant group-level variable, indicating a weak positive effect of a high proportion of females (gender homophily) on average uptake rates across participants in a given party.

As shown in Table 3, most participants who reported not having used the HOPE eIntervention in the past 30 days (of whom 100% had never used the intervention) at T1-T3 said this was due to lack of time (54-58 participants, 41.9%-47.2%). Following this, in frequency, were not having access to a computer (31-38 participants, 24.4%-29.5%), not wanting to (13-23 participants, 10.1%-18.1%), and other (17-24 participants, 13.5%-18.6%). Other responses concerned forgetting about the eIntervention or not being aware of it. Given their frequency, we interpreted perceived time and technology access as “necessary conditions” for uptake. Necessary conditions are facts that must be true for intervention uptake; however, they are insufficient on their own to promote uptake.

Interview Results

Individual Characteristics

Awareness

At least three interview participants were unaware of the eIntervention, although one mentioned visiting the website to see what was on it (Multimedia Appendix 6). Three participants suggested that uptake could be improved through more promotion.

Motivation

Some used the eIntervention with the goal of referring members of their community or family to it, believing they would benefit from learning about prevention (Multimedia Appendix 6). Furthermore, 12 interviewees shared information learned from the website with friends and family. Conversations with friends regarding HOPE usually involved sharing information about HIV/STI symptoms or testing locations (Multimedia Appendix 6).

Necessary Conditions

Necessary conditions were not typically enough to motivate uptake of the eIntervention, but their lack meant that people would not use it.

Technology Access

According to survey results, while some interview participants had internet access on varied devices, three did not have high-quality technology access, with two accessing it through others. Some participants also primarily accessed the internet on a mobile device; this limited their activities (Multimedia Appendix 6).

Perceived Time

Like survey respondents, some interviewees said they were too busy from work, school, and/or child care for the internet in general or for the HOPE eIntervention in particular (Multimedia Appendix 6).

Trust-Institutional

YOUR Center, which facilitated the parties, was considered a trustworthy information source (Multimedia Appendix 6). This perception was aided by personal connections. Three participants mentioned knowing someone linked to YOUR Center, and participants mentioned connections between HOPE parties and their churches. Attending parties organized and facilitated by individuals from trusted institutions made participants more likely to see the information from both the parties and eIntervention as credible.
Trust-Technological
Participants had trust in the website’s information, a form of technological trust [12,15]. Seven participants mentioned understanding the information easily, perceiving it as clear and having an appropriate length (Multimedia Appendix 6). However, participants mentioned negative experiences on social media that may have shaped their perceptions of discussing sexual health information online, potentially resulting in lower uptake of eIntervention social media components. People expressed concern about potential technology-facilitated privacy breaches and online fighting. Furthermore, gossip was a major concern. Ten discussed negative experiences with “Facebook Exposed” pages, a user-generated network of pages featuring incendiary posts disclosing personal information about sexual promiscuity, sexual identity, and HIV/STI status.

RQ3 Results
Interview Results
Initial Engagement
Esthetics and Sensory Appeal
Participants responded positively to the website’s esthetics. Four liked its visual layout, stating it was not too simple and had multiple colors (Multimedia Appendix 6).

Challenge/Ease of Use
Participants valued that information on the website was direct, short, and engaging. Its content was easy to use. Compared to other websites about sexual health, the HOPE website was easier to use and thus more accessible (Multimedia Appendix 6).

Period of Engagement
Interactivity
The interactivity present on the website, such as the blog, was appreciated. However, three participants suggested making the website more interactive by imitating social media platforms. One suggested user profiles, much like social networking sites (Multimedia Appendix 6). This approach could also offer novelty.

Disengagement
Novelty
As Multimedia Appendix 6 shows, two participants who were initially regular website users stopped visiting due to a lack of consistent updates.

Re-engagement
Promotion of the Intervention Through Contests
Social media contests were intended to incentivize participants to visit the website to share information with peers; these fostered some limited re-engagement. Two interviewees participated in the contest, and one male participant said that he was interested in the financial reward and thought it was a good way to engage people with the content (Multimedia Appendix 6).

Discussion
Principal Results
This study identified factors promoting uptake and engagement with a CHI intervention for HIV/STI prevention among African American young adults. Uptake and ongoing usage were low overall; website uptake increased as more participants entered the study (Table 3), but always remained low. The only marginally significant individual-level positive predictor of uptake was education. There was also a marginally significant positive relationship between party gender homophily and party-level uptake. Awareness and motivation to share information with others positively influenced uptake. Necessary conditions undermined uptake when absent; these included technology access, perceived lack of time, and technological trust, especially regarding social media–based discussions about HIV/STIs. Visual appeal of the website, information with the appropriate level of challenge, and interactivity positively affected ongoing usage, although the website was not interactive enough for some participants. A social media contest also increased re-engagement (a component of ongoing usage), with limited reach. Lack of novelty was linked to disengagement (another component of ongoing usage).

Comparison With Prior Work
Based on these findings, we extended O’Brien and Toms’ model of engagement [31] in a “Model of CHI Intervention Uptake and Engagement for African American Young Adults” (Figure 3). Our model reinforces O’Brien and Toms’ inclusion of motivation, challenge/ease of use, esthetics/sensory appeal, and novelty as factors influencing engagement; we found this in our interviews. To make the model more appropriate for this group, we added uptake. Factors driving uptake were identified through interviews (awareness and motivation) and survey data (education level and party network homophily). The model also newly incorporated necessary conditions and intervention context, including promotion efforts and the intervention’s platform on social media, which was linked to technological trust. Multimedia Appendix 7 presents which details support each element of the new model in Figure 3. With these additions, we offer interventionists a framework to identify culturally relevant factors for CHI design and implementation among African American young adults.
Of the three social influence variables studied, gender homophily weakly predicted uptake, aligning with the DOI theory. This comportes with studies that found that network homophily influenced technology use [69,70] and increased adoption of new health behaviors in an online intervention [46]. Strong tie proportion and network density did not influence uptake, contrary to previous findings [47,48]. In prior work, strong ties and network density often resulted in the formation of subjective norms around technology use [48]. With the HOPE eIntervention, it is possible that no strong subjective norms existed. This could explain the insignificant results of the other social influence measures [71]. Future CHI intervention studies should promote normative behaviors regarding use to drive uptake.

Sharing HIV/STI information within social networks motivated uptake and engagement. This is consistent with the design of the parties as educational events within pre-existing social networks and our use of social media contests, as well as with prior work showing motivation to share health information within African American populations [72,73]. African American young adults often have limited access to HIV/STI information [45,74]. Sharing within social networks may help fill this gap, and this could be leveraged more effectively in future work. These results suggest that CHI interventions that target prevention may need to provide easily sharable information [75] applicable to the lives of the audience.

Trust in information sources is fundamental for African American technology users [12,76,77]. HOPE users’ trust in YOUR Center had an effect on uptake of the HOPE parties, which in turn affected eIntervention uptake. The website incorporated design elements aligned with recommendations posited by a meta-analysis [78] to influence trust, such as lack of login, in order to protect privacy [74]. CHI interventions for this population must incorporate trust-related considerations, including privacy and security [79].

While the website was designed to protect privacy [12], uptake may have been affected by participants’ prior experiences with the discussion of HIV/STI information online, and other trust-related concerns observed in prior work. Observing negative interactions shapes how individuals engage with online interventions [80] and manage online identities [81]. Therefore, these experiences might have particularly deterred use of interactive intervention elements, such as commenting on the blog. Furthermore, interactions, such as liking a Facebook page or following a Twitter account, may have been identifying [82] enough to discourage doing so. While African American young adults may believe that social media can helpfully disseminate health information [83], HIV/STI information may be too sensitive to discuss publicly.

Participants expressed interest in increased interactivity and similarity to sites such as Facebook. Modeling interventions after social media sites may promote engagement. Young adults have the highest social media usage among age groups [84] and may expect interventions to mirror their interactivity. Notably, although a blog provided interactivity on the website, decreasing use of blogs among youth over time [85] indicates that blogs may not have had the requisite popularity with the audience to provide them with desired interactivity. Additionally, given the low uptake of social media–based HOPE accounts, websites targeting HIV prevention or other health issues for youth could implement other components, such as newsfeeds, thus allowing for passive engagement [86,87].
The website fostered initial engagement with esthetically pleasing visuals and audience-appropriate information. Webpage attractiveness may be as important as content for engaging African American young adults [17], who prefer attention-getting colors [88]. Perceived information quality and ease of use also drove engagement. CHI interventions targeting specific populations should present content that is culturally relevant, accessible, and perceived as trustworthy, such as through links to social networks and trusted institutions [75].

Others have shown that lack of time and technology access may be uptake barriers [29,37]. Many survey respondents said that they lacked time to use the eIntervention. More advantaged participants are more likely to have time to engage with health promotion efforts [89], so young African Americans may particularly need CHI designs with low time burden. Additionally, a significant minority of party participants said they did not use the eIntervention because they lacked technology access. African Americans are less likely than white individuals to own computers or have broadband and are more likely to be “smartphone only” Internet users [90]. Interventions targeting African American young adults or other groups that may not have access to consistent home broadband should be optimized for cellphones.

Despite attempts to increase uptake and re-engagement through face-to-face introductions to the eIntervention at HOPE parties and social media contests with financial incentives, low uptake may have resulted from insufficient promotion or limited usefulness [91]. Research on African American health intervention use found that face-to-face interactions have a greater impact on health outcomes [92]. Including more in-person promotional campaigns before implementing an intervention may be helpful.

Limitations
This study has some limitations. African American young adults were sampled from one county in one state. While we cannot generalize the results to broader populations, they could be extended to groups at a high risk for acquiring HIV/STIs in other urban settings in the United States. The survey and interview relied on participant self-report, which may have desirability effects; however, this mixed-methods approach allowed for diverse data to inform our analysis. Large amounts of data were missing in the self-report questionnaires, largely due to difficulties with follow-up despite attempts using listed phone numbers and mailing addresses, which is a common obstacle in community-engaged research. Additionally, while Google Analytics, Facebook, and Twitter data provided descriptive information about website use, we could not ensure that individual visitors were party participants because we did not implement user accounts due to privacy concerns and the website was accessible via public search [12]. Additionally, many of the respondents reported being unemployed at the point of the baseline survey, but they may have begun employment or schooling during the follow-up period.

Conclusion
Our study identified factors driving uptake and engagement within an HIV-prevention CHI intervention with African American young adults. We affirm and extend O’Brien and Toms’ model to include uptake, individual factors, necessary conditions, and context as displayed in Figure 3. Findings revealed that CHI interventions for prevention among African American young adults should facilitate peer information sharing, be implemented through trusted organizations, be interactive, and offer attention-grabbing esthetic designs, accessible information, and regular updates. Intervention design and implementation must also foster trust and address barriers such as lack of time.
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Abstract

Background: Psychosocial, self-guided, internet-based programs are effective in treating depression and anxiety. However, the community uptake of these programs is poor. Recent approaches to increasing engagement (defined as both uptake and adherence) in internet-based programs include brief engagement facilitation interventions (EFIs). However, these programs require evaluation to assess their efficacy.

Objective: The aims of this hybrid implementation effectiveness trial are to examine the effects of a brief internet-based EFI presented before an internet-based cognitive behavioral therapy self-help program (myCompass 2) in improving engagement (uptake and adherence) with that program (primary aim), assess the relative efficacy of the myCompass 2 program, and determine whether greater engagement was associated with improved efficacy (greater reduction in depression or anxiety symptoms) relative to the control (secondary aim).

Methods: A 3-arm randomized controlled trial (N=849; recruited via social media) assessed the independent efficacy of the EFI and myCompass 2. The myCompass 2 program was delivered with or without the EFI; both conditions were compared with an attention control condition. The EFI comprised brief (5 minutes), tailored audio-visual content on a series of click-through linear webpages.

Results: Uptake was high in all groups; 82.8% (703/849) of participants clicked through the intervention following the pretest survey. However, the difference in uptake between the EFI + myCompass 2 condition (234/280, 83.6%) and the myCompass 2 alone condition (222/285, 77.9%) was not significant (n=565; χ² = 29.2; P = .09). In addition, there was no significant difference in the proportion of participants who started any number of modules (1-14 modules) versus those who started none between the EFI + myCompass 2 (214/565, 37.9%) and the myCompass 2 alone (210/565, 37.2%) conditions (n=565; χ² = 0.1; P = .87). Finally, there was no significant difference between the EFI + myCompass 2 and the myCompass 2 alone conditions in the number of modules started (U=39366.50; z = −0.32; P = .75) or completed (U=39494.0; z = −0.29; P = .77). The myCompass 2 program was not found to be efficacious over time for symptoms of depression (F₄,349.97 = 1.16; P = .33) or anxiety (F₄,445.99 = 0.12; P = .98).
However, planned contrasts suggested that myCompass 2 may have been effective for participants with elevated generalized anxiety disorder symptoms ($F_{4,332.80}$=3.50; $P=.01$).

**Conclusions:** This brief internet-based EFI did not increase the uptake of or adherence to an existing internet-based program for depression and anxiety. Individuals’ motivation to initiate and complete internet-based self-guided interventions is complex and remains a significant challenge for self-guided interventions.

**Trial Registration:** Australian New Zealand Clinical Trials Registry ACTRN12618001565235; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=375839

**KEYWORDS** implementation; mental health; adherence; uptake; engagement-facilitation intervention; internet; randomized controlled trial

**Introduction**

**Background**

Implementation science focuses primarily on implementing novel evidence-based interventions in existing health care systems [1]. However, this approach does not involve people who do not engage in health services. The adoption of evidence-based interventions outside of health care settings is particularly pertinent to mental health. The burden of mental illness and prevalence of mental health problems are high worldwide [2-5]. However, up to two-thirds of people with mental health conditions do not seek formal evidence-based treatment [6], with many citing stigma [7] and cost [8] as barriers to seeking face-to-face treatment. One proposed solution for addressing this unmet need is to offer evidence-based, low-intensity, self-guided e–mental health (E–MH) programs broadly to people in the community with mild-to-moderate symptoms [9], which could improve the efficiency of services and increase the availability of specialist care for those with more severe mental health problems [10]. However, limited studies have investigated strategies to reduce the barriers to the implementation of self-guided psychosocial programs within the wider community.

Considerable evidence has demonstrated that self-guided internet-based programs are effective in preventing and treating symptoms of common mental health problems such as depression [10,11]. Despite significant benefits to the individual and the ability to directly address perceived key barriers to accessing treatment [12], community uptake of these programs remains poor [12,13], which strongly suggests that there must be other barriers to using internet-based treatment. Research on a self-guided E–MH program for depression found that half of its unique visitors from the general community (N=194,840) did not register for the program [14], and only half of those who registered subsequently engaged in any of the program’s modules. These findings indicate that those who commenced engaging in programs likely experienced barriers to adherence. Primary care research has reported even lower rates of uptake for E–MH programs of between 3% and 25% [15]. Successful targeting and reduction of barriers to uptake by even a small amount may substantially increase the number of people receiving evidence-based treatment.

**Barriers to Engaging and Adhering to E–MH Treatment**

There are many reported barriers to the uptake of E–MH programs [16]. These include a preference for face-to-face therapy over E–MH programs [12,17,18]; the common perception that internet-based therapies are not as effective as face-to-face therapy [17]; and concerns about issues such as data security, limited familiarity with E–MH programs, negative attitudes toward seeking help in general, or anxiety around using the internet [9,10,15,17,19]. Similarly, adherence to E–MH programs is also a significant challenge, particularly in the community outside of research settings [14,20]. There are also many proposed reasons for low levels of adherence. Some are positive, such as the individual receiving a sufficient dosage for symptom remission. Others are neutral, such as a lack of treatment needs (eg, healthy users). Negative reasons for low adherence include low motivation, a lack of perceived improvement, or the failure of the program to adequately engage the user or meet their needs or expectations [14,20-22].

Many of these attitudinal barriers are modifiable and might be offset by benefits such as increased privacy [23], high fidelity of delivery, and increased accessibility [24]. It is proposed that challenging some of these potentially modifiable barriers before an individual begins an E–MH program is an implementation strategy that might increase subsequent engagement with the program [15]. Interventions based on this concept are called acceptance-facilitation interventions (AFIs). These interventions are supported by behavior change theories [25,26], which suggest that improving attitudes and social norms for the use of E–MH interventions will lead to greater acceptability and uptake [27]. AFIs comprise a brief package of information designed to target some of the noted potential barriers to program acceptability, with the ultimate goal of increasing both uptake and adherence (engagement) to these programs [15]. Two previous randomized controlled trials (RCTs) of AFIs showed improved acceptability attitudes of E–MH programs for people with chronic pain [28], diabetes [29], and depression [15]. However, all three trials measured attitudes immediately following the AFI. Conversely, a study that followed was not able to replicate this improved acceptability following the presentation of an E–MH program for chronic pain [30]. This study was unable to improve the uptake rate or adherence to the subsequent E–MH program. The authors concluded that perhaps the AFI did not influence intervention uptake and adherence because it only targeted acceptability [30]. There is a need to
develop and evaluate brief interventions that target other factors related to uptake and adherence, in addition to attitudes regarding acceptability.

Aims

Further research is clearly needed to evaluate AFIs, or more broadly, interventions that target engagement with internet-based psychosocial programs, which we label engagement facilitation interventions (EFIs). This study adopts a model of engagement [31,32] that includes both the initiation of the program (uptake) and its ongoing use (adherence). Thus, EFIs target both uptake and adherence to programs. Currently, no known studies have examined the utility of an EFI in increasing the uptake of and adherence to an existing, publicly available E–MH program. This study describes the results of a 3-armed hybrid implementation effectiveness RCT [33] evaluating the efficacy of a newly developed EFI on uptake and engagement with an existing E–MH program. The primary aim of the study is to test the effects of the EFI on uptake and engagement; the secondary aim is to test the relative efficacy of the internet-based cognitive behavioral therapy intervention with and without the EFI and test whether increased uptake and adherence were associated with greater efficacy; and the exploratory aim is to identify moderators of differential uptake, adherence, and efficacy, contingent on between-group differences in these outcomes. The EFI used in this study was developed through an iterative participatory design process with people who have lived experience of depression or anxiety to ensure that it met their needs, while accounting for key barriers to E–MH implementation identified in previous empirical studies. Given that the EFI content was designed to target both acceptability and adherence to the E–MH program, our primary hypothesis was that the EFI would increase participants’ uptake of the E–MH program, as defined by the initiation of at least one module of the E–MH program, and increase adherence, defined as a greater number of modules completed.

Methods

Trial Design

A 3-arm RCT, called the Enhancing Engagement with Psychosocial Interventions (EEPI) trial, assessed the independent efficacy of the EFI and myCompass 2 by comparing the conditions of (1) myCompass 2 + EFI, (2) myCompass 2 (alone), and (3) an attention control condition.

Ethics Approval

The ethical aspects of this research were approved by The Australian National University Human Research Ethics Committee (protocol number 2018/257).

Interventions

The EFI

The EFI comprised brief, tailored, written, and audio-visual content (approximately 5 minutes) presented to participants in the EFI condition (EFI + myCompass 2) on a series of click-through linear webpages. The participants in this condition viewed the EFI after they were randomized and before commencing the E–MH program for depression and anxiety (myCompass 2). The EFI was delivered on an internet-based platform that also housed the surveys and control group content. Figure 1 presents some examples of the EFI. The look and feel of the EFI was based on the design of the myCompass 2 program to create a seamless flow of the EFI intervention into myCompass 2.

We used principles of participatory design to create the EFI, as these can improve the perceived relevance and uptake of interventions for end users [35]. We developed the EFI through a focus group study [36] of community members who had personal lived experience of depression or anxiety, or both (n=24, four groups; male=3, female=21; see the study by Gulliver et al [36] for further details on the EFI and its development). As noted in our study [36], very few males participated in these groups. Community members in the groups suggested that the EFI content should target barriers to using these programs through the provision of personalized symptom level feedback to demonstrate program needs, information about the program content, data security, program efficacy, and finally content challenging potential social norms around using E–MH programs (eg, the belief that others do not use E–MH programs). In particular, we used written and video content that was informed by theory that examines how social norms influence the acceptability of E–MH programs (eg, “online programs and apps are being increasingly used by people in the community to look after their mental health in their own time”) [15,25,27].

The EFI comprised the following components:

1. Feedback about the participant’s symptom levels (visual graph) and a written description of the benefits of participating in E–MH programs, tailored to symptom levels.
2. Written information about the efficacy of the E–MH program, its content, the time commitment involved, and its data security.
3. Two testimonials (presented in a single 1-minute video) outlining the benefits of E–MH programs to provide information and normalize participation in internet-based, self-guided therapy interventions.

Multimedia Appendices 1 and 2 present the CONSORT (Consolidated Standards of Reporting Trials) checklists for reporting randomized trials [34].
The E–MH program used was an updated version of the myCompass program that we named for this study as myCompass 2. myCompass has previously been demonstrated to reduce symptoms of depression and anxiety in two community samples (n=89; n=720) [37,38]. The myCompass 2 program is a fully automated and interactive self-help program that is free to the end user and was designed for people with mild-to-moderate symptoms of stress, anxiety, and depression. It is delivered without therapist assistance and can be accessed privately, at any time, on a variety of platforms, including mobile phones, tablets, and computers.

The myCompass 2 program is similar to its predecessor and contains 14 modules derived primarily from cognitive behavioral therapy, problem-solving therapy, interpersonal psychotherapy, and positive psychology. The program was delivered over 7 weeks to enable sufficient time to complete the 14 modules. The user is expected to complete two modules per week. However, symptom reduction may occur with the completion of fewer modules [38,39]. Each module takes 30-45 minutes to complete; thus, the expected commitment of the program is approximately 60-90 minutes per week. Half (7/14, 50%) of the modules provided core transdiagnostic cognitive behavioral therapy, whereas the other half provided content targeting...
specific concerns related to mental health (eg, sleep). Additional interactive features are also included such as quizzes providing real-time self-monitoring of thoughts, feelings, and behaviors; self-monitoring reminders, feedback, facts, and mental health care tips or motivational statements provided via SMS text messaging or email. Similar to the original myCompass [38], myCompass 2 was designed to be tailored to the user’s needs. The program screens the user and then directs them to modules that are likely to be suitable for them. The clinical approaches of the original myCompass and myCompass 2 programs were identical. However, the manner in which the content is delivered, the design of the program, and the user experience were all upgraded for myCompass 2, focusing on personalization and ease of use. This process was influenced by input from clinicians, consumers, and information technology specialists, resulting in the following key differences: (1) faster and easier sign up for users, (2) a more comprehensive user dashboard with more options for personalization, (3) modules that are more clearly displayed and easier to navigate, and finally (4) more comprehensive symptom trackers that are easier to personalize for the user.

Attention Control Condition (HealthWatch)
The attention control condition (HealthWatch) has previously been shown to have high credibility [40,41]. It was approximately matched to the myCompass 2 program for the time taken to complete and comprised 14 brief modules of written information offered over 7 weeks. The information was taken from public domain health and lifestyle information and was deliberately unrelated to mental health. Module topics included Keeping bones strong and healthy, Your microbes and you, and The power of your pancreas. At the end of the 6-month trial period, after the follow-up data were collected, the control group was sent information about how to access the myCompass 2 program if they wished.

Procedure
Recruitment
Participants were recruited from the general community via a social network, Facebook, from January to March 2019. As outlined in the study protocol [42], the recruitment target of at least 231 participants per condition (n=693) to meet the power requirements for our primary hypotheses (see Outcomes and Data Analysis section for further details), was met within 2 months. All follow-up data were collected in November 2019. Facebook was used to ensure that a broad cross-section of the community could be reached and to maintain ecological validity, as internet-based interventions are often marketed on the web directly to consumers. We set up a Facebook page to describe the study and used paid Facebook advertisements using nature imagery (eg, trees, waterfalls) that asked, “Want to learn more about your mental health? Complete a survey and 7-week online program now” along with the ethics approval information listed earlier. We also ran a concurrent advertisement targeting male Facebook users only and using typical masculine-targeted imagery (eg, images of road journeys). This was to increase male participants and address the commonly higher ratio of female to male participants in internet-based mental health trial research [43]. To increase the representation of males in the study, we continued this advertisement targeting male participants after meeting the original target sample of 693 participants after the first month of recruitment. This advertising strategy was slower and took another month; however, at that time, we increased the percentage of males in the study from 12% to 21.9%. Participants who then clicked sign up were directed to the information and consent page, where they were provided the key details of the study and asked to provide their consent to participate on the web.

Participants were invited to read the information sheet and consent to participate before completing the screening measures. After consenting, participants were screened using a two-stage screening process. First, they read a list of eligibility criteria that they had to endorse to be eligible for the trial. These were as follows: (1) had not previously used the myCompass web-based program, (2) were not currently receiving psychological therapy, (3) had not made a suicide plan in the past month, (4) had not been diagnosed with psychosis or bipolar disorder, (5) were aged 18 years or older, and (6) were currently living in Australia. The second part of the screening process involved completing the Generalized Anxiety Disorder 7-item (GAD-7) [44] and Patient Health Questionnaire-9 (PHQ-9) [45] instruments. Consistent with the approach that internet-based programs are highly suitable for those with mild-to-moderate symptoms in the community [10], potential participants were eligible if they reported current symptoms of depression, anxiety, or both in the mild-to-moderate range (score 5-14) using the screening instruments (PHQ-9 and GAD-7) described as follows. If they scored too low (0-4) on both instruments or too high (15+) on either instrument, they were not eligible. Those who were screened as not eligible at any point in the two-stage screening process were excluded from the study and provided with relevant mental health resources. All participants endorsing the suicide screening item of the PHQ-9 were provided with a prompt that asked them to telephone Lifeline, the Suicide Call Back Service, or 000 in the case of emergency.

Treatment Allocation
We delivered the trial using the digital infrastructure portal of the Black Dog Institute, Sydney, Australia. The portal allowed for computer-generated random allocation, automatic assessments, intervention materials, and reminders to be delivered seamlessly to the participants. The portal collected web use data automatically for all conditions, allowing us to assess participants’ uptake and usage (adherence) of their assigned program. After completing the two-stage screening process, participants provided an email address and selected a password they could use to log in to access their assigned treatment. Participants were then randomized to one of the three conditions, using computer-based randomization stratified by general psychological distress symptom severity (as measured by the Distress Questionnaire-5 [DQ5] [46], at pretest score 5-13 vs 14-25), age (18-45 vs ≥46 years), and gender (female or male; permuted block randomization, block size of 6 within each stratum) to ensure balance across conditions. Prefer not to answer and other were categorized as the group expected to be smaller (ie, male gender and age ≥46 years). This was completed using a computerized randomization algorithm embedded in the trial portal. Those who were assigned to the
myCompass 2 conditions (conditions 1 and 2) were required to log in again when automatically redirected to the myCompass 2 program.

Data Collection

The intervention period ran for 7 weeks. By using their email and password, participants were able to access their assigned programs as much or as little as they preferred. Through the automated system, weekly reminder emails were sent to participants to encourage them to engage with the myCompass 2 (conditions 1 and 2) or the attention control websites (condition 3). Participants were also sent emails to complete the 7-week posttest and 6-month follow-up surveys. Participants were sent reminder emails to complete if they had not completed the questionnaire after 1 and 2 weeks. Individual participant access to surveys was closed 4 weeks after the initial email was sent to each participant.

Incentives

We emailed participants with small incentives in the form of e-gift cards for the completion of each internet-based assessment across all conditions (posttest incentive: Aus $15 [US $11.3]; follow-up incentive: Aus $25 [US $18.8]), regardless of their level of engagement with the intervention. These incentives were considered a token of appreciation for the participants’ time and effort for each survey.

Blinding

The trial was double-blinded. The participants were blinded to whether they received active or attention control interventions. They were informed that they would be randomized to receive one of three programs: (1) strategies for challenging unhelpful thoughts and behaviors (myCompass 2), (2) education about internet-based interventions plus program (EFI + myCompass 2), or (3) general health and lifestyle information (attention control). They were not provided with information about which of these interventions was expected to be the most effective. Assessments were also blinded, as they were self-report. The statistician performing the analyses was also blinded to the conditions.

Outcomes and Data Analysis

Primary Hypotheses (Aim 1)

We hypothesized that uptake (initiation of at least one module) would be higher in the EFI + myCompass 2 condition than in the myCompass 2 alone condition (H1). We also expected greater adherence to be observed (ie, higher number of modules completed) in the EFI + myCompass 2 condition relative to the myCompass 2 alone condition (H2).

Secondary Hypotheses (Aim 2)

We expected that efficacy (reduction in symptoms of depression and anxiety) would be higher in the two active myCompass 2 intervention conditions than the HealthWatch attention control condition at posttest and 6-month follow-up (H3). Finally, we also expected that efficacy would be higher in the EFI + myCompass 2 condition than in the myCompass 2 alone condition at posttest and follow-up, and this difference would be mediated by adherence to the program (H4).

Exploratory Hypotheses

We expected that uptake (H1), adherence (H2), and efficacy (H3) would be moderated by a range of sociodemographic and psychological characteristics, including gender, age, cultural and linguistic background, education, social support, symptoms of depression and anxiety, acceptability of psychosocial internet-based programs, attitudes toward professional psychological treatment, familiarity and use of technology, personality, stigma, and mental health literacy (H5). We also predicted that secondary indices of efficacy (reductions in suicidality, distress, and disability; increases in acceptability of internet-based psychosocial interventions and quality of life) would be greatest in the EFI + myCompass 2, followed by myCompass 2 alone, which would also outperform the attention control condition (H6).

Power

To detect a significant difference in uptake (H1) from 50% to 65% (a conservative baseline based on previous research [47]), with conservative difference based on previous work by Ebert et al [15] with 90% power required a sample of 231 per condition ($\alpha$=.05). To detect a difference in adherence (H2), assuming a small effect of $f=0.19$ (the estimated median effect from previous research [47]) between active conditions required a sample of 111 per condition. For the efficacy hypotheses (H3 and H4), a sample of 110 per condition was required to find an effect size of $f=0.18$ (based on Proudfoot et al [38]) between active conditions relative to control over the three assessment time points (baseline, post, and 6-month follow-up) with 90% power ($\alpha=.05; r=0.5$; between repeated measures). We allowed up to 30% attrition from the posttest assessments. Thus, a minimum sample size of 158 per condition was required. We aimed to recruit a sample of n=693, which was based on the largest estimate of N required (n=231 per condition). This study achieved an adequate sample size (N=849) to meet the power requirements.

Measures

Demographic Characteristics

The following demographic characteristics were assessed: gender, age category, language spoken at home, level of education (primary school, some secondary school or year 10 equivalent, year 12, certificate level I-IV, diploma or associate degree, bachelor degree, graduate diploma or graduate certificate, master’s degree, or doctoral degree), employment status (full-time, part-time or casual, unemployed, not working due to study or maternity leave, retirement, etc), and region or area of residence (metropolitan area, regional area, or rural or remote area). Other assessments including previous psychological treatment, mental health literacy, and stigma were also measured as per the protocol [42] but were not included here because we were not able to investigate H5 due to null findings on H1, H2, and H3.

Depression Symptoms

The PHQ-9 [45] was used to assess the symptoms of depression. This scale consists of nine items that assess the frequency of Diagnostic and Statistical Manual of Mental Disorders (DSM)-IV symptoms of major depression during the past two
weeks. Participants rated items on a 4-point scale ranging from 0 (not at all) to 3 (nearly every day). Scores from each item were summed to produce an overall severity score, which ranges from 0 to 27. Higher scores indicate a higher severity of depression symptoms. The PHQ-9 has previously shown good sensitivity and specificity for detecting major depression in clinical and general population samples and has also demonstrated sensitivity to change over time [48]. Internal reliability using Cronbach α was .45 (N=849) at pretest. However, Cronbach α is not recommended when participants’ scores fall within a restricted range [49], such as in this study where we recruited participants with symptom scores of 5-14 only for both PHQ-9 and GAD-7. In the posttest, when the range was broader (0-26), Cronbach α for the PHQ-9 was .85.

**Anxiety Symptoms**

We used the GAD-7 to assess anxiety symptoms. The GAD-7 scale comprises seven items that correspond to the DSM-IV and DSM-V criteria for generalized anxiety disorder [44]. Participants rated items on the same 4-point scale as the PHQ-9. Scores for each item were summed and ranges from 0 to 21, with higher scores indicating greater symptom severity. Previous research has demonstrated that the GAD-7 has good psychometric properties in general population samples, has similar properties in detecting changes to the PHQ-9, and provides accuracy compared with clinical diagnosis [48,50]. This study sample Cronbach α was .75 (N=849) at pretest, but as above, this may not be a reliable estimate. In the posttest, Cronbach α was .88 at posttest.

**General Psychological Distress**

We used the DQ5 [46] to measure general psychological distress. Given that DQ5 provides coverage of both depression and anxiety symptoms, for the purpose of this study, this measure was also used to stratify participants at randomization. We selected the case finding cut-off point of ≥14 (lower distress=5-13; higher distress=14-25) for stratification [46]. The DQ5 comprises five items that ask respondents to indicate the frequency of a range of distressing situations, thoughts, and feelings over the previous 30 days using a 5-point Likert-type scale (1=never, 2=rarely, 3=sometimes, 4=often, and 5=always). Scores are summed, and total scores range from 5 to 25, with higher scores indicating more severe levels of general psychological distress. Previous studies have demonstrated that DQ5 displays high internal consistency and external validity [46,51]. The current sample DQ5 Cronbach α was .72 at pretest in the restricted sample of individuals randomized into the study.

**Acceptability of Internet-Based Psychosocial Programs**

The acceptability of internet-based programs was assessed using items developed and compiled by Ebert et al [15], based on the Unified Theory of Acceptance and Use of Technology. This measure assesses acceptability, with each item rated on a 5-point scale ranging from totally disagree to totally agree. For example, one item is as follows:

*If I was suffering from psychological strain such as enduring lowered mood, loss of interest and lowered energy, sleeping problems, rumination, loss of joy in life...I could imagine trying out an internet-based intervention for mental health problems.*

Scores are summed (range 4-20); higher scores indicate higher acceptability of internet-based programs. This scale has acceptable internal consistency [15]. Out of the eight total scales created by Ebert et al [15], we selected the following three scales for this study: performance expectancy (4 items from Wilson and Lankton [52] and Schomerus et al [53], example item: “Using an internet-based training would reduce my mental health problems”), effort expectancy (3 items, from the studies by Wilson et al [52] and Schomerus et al [53], example item: “Using an internet-based depression intervention would be an easy task for me”), and finally concerns regarding data security (2 items, developed by Ebert et al [15], example item: “When participating in an online-training I would trust, that all information I disclose would be treated in strict confidence”). All items were rated on the same 5-point scale as previously described.

**Suicidal Ideation**

We used five suicide-specific items from the Psychiatric Symptom Frequency scale [54] to measure suicidal ideation. Items measure suicidal ideation and suicidal behavior, using items that cover suicidal thoughts, plans, and attempts. Respondents chose yes or no to indicate whether any of these aspects of suicidal ideation or behavior were present in the previous six months; higher scores indicated higher severity of suicidal ideation and actions. Psychiatric Symptom Frequency scale suicide items display high internal reliability and validity [54]. These items were assessed at the pretest and 6-month follow-up only.

**Disability or Days Out of Role**

Disability and the days out of role were measured by two items. The first assessed the number of days out of role: “In the last 30 days, how many days were you totally unable to work, study, or manage your day-to-day activities because of emotional problems (such as feeling depressed or anxious)?” The second assessed days of disability: “Aside from those days, in the last 30 days, how many days were you able to work, study, or manage your day-to-day activities but had to cut back on what you did or did not get as much done as usual because of emotional problems?”

**Quality of Life**

We used the European Health Interview Survey Quality of Life 8-item index (EUROHIS-QOL) [55] to measure quality of life. This scale comprises eight items measuring the psychological, physical, social, and environmental components of quality of life. Two examples include, “How would you rate your quality of life?” and “How satisfied are you with your ability to perform your daily activities?” Respondents rated the items on a 5-point scale, with response categories ranging from very dissatisfied to very satisfied, very poor to very good, and not at all to completely. A total score ranging from 0 to 32 is produced by summing the scores from each item; higher scores indicate a higher perceived quality of life. Previous research has shown adequate internal consistency for EUROHIS-QOL in multiple samples [55,56].
**Perceived Reasons for Nonadherence**

We also asked participants at the end of the posttest survey to complete a measure of self-reported adherence by asking, “Did you complete all of the program?” For those that responded “No,” we asked, “What were some of the reasons you didn’t complete the program?”

**Analyses**

**Primary Outcomes (Aim 1)**

The primary outcomes were uptake and adherence to the myCompass 2 program. Uptake (H1) was assessed as the number of individuals who accessed at least one therapeutic module of the program. We compared the rate of uptake in EFI + myCompass 2 to that in the myCompass 2 alone condition using a chi-square test. Adherence (H2) was assessed using a Mann-Whitney U test to compare the number of modules that started and completed myCompass 2 during the intervention period of 7 weeks. We selected modules completed as they captured the dosage of the therapeutic content received. We also examined qualitative data on self-reported reasons for nonadherence using thematic analysis.

**Secondary Outcomes (Aim 2)**

Efficacy (H3 and H4) was assessed on the basis of reduced symptoms of depression (PHQ-9 [45]) and GAD-7 [44] at the posttest and 6-month follow-up. Comparisons of efficacy were made between participants in each of the active intervention conditions and those in the attention control condition. We analyzed the secondary efficacy outcomes using an intention-to-treat framework, using data collected from the three measurement occasions (pretest, posttest, and 6-month follow-up). We calculated the effects with IBM SPSS 26.0 for Windows (IBM Corporation) using mixed model repeated measures (MMRM) analyses of variance, conservatively estimated using unstructured covariance matrices. Mixed models techniques incorporate all available data, including data from participants who did not complete assessments at posttest or follow-up, under the assumption that data were missing at random [57].

**Exploratory Outcomes**

The MMRM processes described above were also used to examine the effects of the interventions on secondary efficacy outcomes (H6). The exploratory logistic regression and negative binomial regression models, and growth mixture model analyses (planned for H5) [42] did not proceed due to null findings on H1, H2, and H3.

**Results**

**Participants**

A total of 858 participants met the eligibility criteria, agreed to participate in the trial, and completed the baseline assessment. Nine participants withdrew over the course of the study, and these were evenly spread across the three conditions. Figure 2 shows a CONSORT diagram of participant flow throughout the study. Overall retention rates from randomization were 32.9% at posttest and 39% at follow-up.

**Table 1** presents the participants’ characteristics. There were no significant differences between the conditions at pretest for any of the characteristics.
Figure 2. Flow of participants through the trial. Percentages are from the total randomized. EFI: engagement facilitation intervention.
### Table 1. Characteristics of participants included in this study (N=849).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention arm</th>
<th>Attention control</th>
<th>Total (N=849)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EFI + myCompass 2 (n=280)</td>
<td>myCompass 2 alone (n=285)</td>
<td></td>
</tr>
<tr>
<td>Age category (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>30 (10.7)</td>
<td>24 (8.4)</td>
<td>25 (8.8)</td>
</tr>
<tr>
<td>26-35</td>
<td>55 (19.6)</td>
<td>50 (17.5)</td>
<td>54 (19)</td>
</tr>
<tr>
<td>36-45</td>
<td>84 (30)</td>
<td>79 (27.7)</td>
<td>84 (29.6)</td>
</tr>
<tr>
<td>46-55</td>
<td>68 (24.3)</td>
<td>86 (30.2)</td>
<td>60 (21.1)</td>
</tr>
<tr>
<td>56-65</td>
<td>35 (12.5)</td>
<td>39 (13.7)</td>
<td>44 (15.5)</td>
</tr>
<tr>
<td>≥66</td>
<td>8 (2.9)</td>
<td>7 (2.5)</td>
<td>17 (6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>57 (20.4)</td>
<td>61 (21.4)</td>
<td>68 (23.9)</td>
</tr>
<tr>
<td>Female</td>
<td>217 (77.5)</td>
<td>217 (76.1)</td>
<td>212 (74.6)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1.4)</td>
<td>2 (0.7)</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (0.7)</td>
<td>5 (1.8)</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td>Highest level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>52 (18.6)</td>
<td>49 (17.2)</td>
<td>54 (19)</td>
</tr>
<tr>
<td>Certificate or diploma</td>
<td>108 (38.6)</td>
<td>93 (32.6)</td>
<td>103 (36.3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>67 (23.9)</td>
<td>71 (24.9)</td>
<td>71 (25)</td>
</tr>
<tr>
<td>Postgraduate degree or diploma</td>
<td>51 (18.2)</td>
<td>72 (25.3)</td>
<td>55 (19.4)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>2 (0.7)</td>
<td>0 (0)</td>
<td>1 (0.4)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>96 (34.3)</td>
<td>96 (33.7)</td>
<td>100 (35.2)</td>
</tr>
<tr>
<td>Part-time or casual</td>
<td>99 (35.4)</td>
<td>83 (29.1)</td>
<td>91 (32)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>35 (12.5)</td>
<td>44 (15.4)</td>
<td>29 (10.2)</td>
</tr>
<tr>
<td>Not working (eg, study or maternity leave)</td>
<td>46 (16.4)</td>
<td>56 (19.6)</td>
<td>59 (20.8)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>4 (1.4)</td>
<td>6 (2.1)</td>
<td>5 (1.8)</td>
</tr>
<tr>
<td>Language, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>272 (97.1)</td>
<td>275 (96.5)</td>
<td>273 (96.1)</td>
</tr>
<tr>
<td>English and other or other language only</td>
<td>8 (2.9)</td>
<td>10 (3.5)</td>
<td>11 (3.9)</td>
</tr>
<tr>
<td>Location, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>115 (41.1)</td>
<td>123 (43.2)</td>
<td>122 (43)</td>
</tr>
<tr>
<td>Regional</td>
<td>132 (47.1)</td>
<td>119 (41.8)</td>
<td>121 (42.6)</td>
</tr>
<tr>
<td>Rural or remote</td>
<td>32 (11.4)</td>
<td>42 (14.7)</td>
<td>41 (14.4)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>1 (0.4)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Symptom measures, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety (GAD-7&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>7.63 (3.42)</td>
<td>7.28 (3.27)</td>
<td>7.71 (3.37)</td>
</tr>
<tr>
<td>Depression (PHQ-9&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>9.82 (2.77)</td>
<td>9.64 (2.70)</td>
<td>9.49 (2.92)</td>
</tr>
<tr>
<td>General psychological distress (DQ5&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>14.50 (2.96)</td>
<td>14.39 (3.07)</td>
<td>14.42 (2.87)</td>
</tr>
<tr>
<td>Acceptability (UTAUT&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>14.49 (3.18)</td>
<td>14.42 (3.01)</td>
<td>14.91 (2.87)</td>
</tr>
</tbody>
</table>
### Missingness

A chi-square test indicated a significant difference between conditions in completion of posttest assessments (N=849; $\chi^2=19.3; P<.001$), and 6-month follow-up assessments (N=849; $\chi^2=13.2; P=.001$). Examination of the standardized residuals indicated that there were fewer participants missing from the control group, and a greater number of participants were missing from the EFI + myCompass 2 condition at both the posttest and follow-up.

### Uptake (H1)

Table 2 shows that overall uptake of the programs was very high (703/849, 82.8%). A chi-square analysis using Fisher's exact test demonstrated that the difference in uptake between conditions overall was significant (N=849; $\chi^2=8.3; P=.02$). However, the difference in uptake between the EFI + myCompass 2 (472/565, 83.6%) and the myCompass 2 alone (440/565, 77.9%) conditions was not significant (n=565; $\chi^2=29.2; P=.09$). There was also no significant difference in the proportion of participants who did and did not start a module in the myCompass 2 program between the EFI + myCompass 2 (214/565, 37.9%) and the myCompass 2 alone (210/565, 37.2%) conditions (n=565; $\chi^2<0.1; P=.87$).
### Table 2. Uptake and adherence data (N=849).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Intervention arm, n (%)</th>
<th>myCompass 2 alone (n=285)</th>
<th>Attention control (n=284)</th>
<th>Total (N=849), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uptake (clicked through to program following pretest survey)(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>234 (83.6)</td>
<td>222 (77.9)</td>
<td>247 (87)</td>
<td>703 (82.8)</td>
</tr>
<tr>
<td>No</td>
<td>46 (16.4)</td>
<td>63 (22.1)</td>
<td>37 (13)</td>
<td>146 (17.2)</td>
</tr>
<tr>
<td>Uptake (number of modules started)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>174 (62.1)</td>
<td>179 (62.8)</td>
<td>36 (12.7)</td>
<td>389 (45.8)</td>
</tr>
<tr>
<td>1-14</td>
<td>106 (37.9)</td>
<td>106 (37.2)</td>
<td>248 (87.3)</td>
<td>460 (54.2)</td>
</tr>
<tr>
<td>1-2</td>
<td>69 (24.6)</td>
<td>74 (26)</td>
<td>232 (81.7)</td>
<td>375 (44.2)</td>
</tr>
<tr>
<td>3-6</td>
<td>31 (11.1)</td>
<td>27 (9.5)</td>
<td>8 (2.8)</td>
<td>66 (7.8)</td>
</tr>
<tr>
<td>7-14</td>
<td>6 (2.1)</td>
<td>5 (1.8)</td>
<td>8 (2.8)</td>
<td>19 (2.2)</td>
</tr>
<tr>
<td>Adherence (number of modules completed)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>216 (77.1)</td>
<td>223 (78.2)</td>
<td>36 (12.7)</td>
<td>475 (55.9)</td>
</tr>
<tr>
<td>1-14</td>
<td>64 (22.9)</td>
<td>62 (21.8)</td>
<td>248 (87.3)</td>
<td>374 (44.1)</td>
</tr>
<tr>
<td>1-2</td>
<td>38 (13.6)</td>
<td>36 (12.6)</td>
<td>232 (81.7)</td>
<td>306 (36)</td>
</tr>
<tr>
<td>3-6</td>
<td>20 (7.1)</td>
<td>22 (7.7)</td>
<td>8 (2.8)</td>
<td>50 (5.9)</td>
</tr>
<tr>
<td>7-14</td>
<td>6 (2.1)</td>
<td>4 (1.4)</td>
<td>8 (2.8)</td>
<td>18 (2.1)</td>
</tr>
</tbody>
</table>

\(^a\)EFI: engagement facilitation intervention.

\(^b\)One participant in the control group subsequently clicked through to the intervention 1 month after the survey was completed; thus, they are not included in the figures for uptake but are included in the modules started or completed and all their related statistical tests.

\(^c\)Control group participants were able to access their program directly following the pretest survey without logging in, and they viewed a single page to complete a module; thus, the modules started or completed for this group are identical and not directly comparable with the intervention conditions.

### Adherence (H2)

The overall adherence to the myCompass 2 program was low. Most participants (439/565, 77.7%) across the two intervention conditions failed to complete a single module of the program. Some participants (126/565, 22.3%) completed at least part of the program, with only 1.8% (10/565) completing all 14 modules of the program. A Mann-Whitney U test indicated no significant difference in the number of modules started between the EFI + myCompass 2 (mean rank=284.91) and the myCompass 2 alone (mean rank=281.13) conditions \((U=39366.50; z=-0.32; P=.75)\). There were no differences in the number of modules completed between the EFI + myCompass 2 (mean rank=284.45) and the myCompass 2 alone (mean rank=281.58) conditions \((U=39494.0; z=-0.29; P=.77)\). Figure 3 presents a cumulative graph comparing the conditions of uptake and adherence to the programs.

**Figure 3.** Cumulative uptake and adherence to the programs by condition. EFI: engagement facilitation intervention.
Efficacy (H3 and H4)

There were no significant overall interactions between conditions and measurement occasions for depression ($F_{4,349.97}=1.16; P=.33$) or anxiety ($F_{4,445.99}=0.12; P=.98$) based on MMRM analyses. Planned contrasts demonstrated no significant interactions between time and conditions on symptoms of depression or anxiety at posttest or follow-up. As the intervention was not significantly effective overall, we restricted our planned moderation analyses of these outcomes to examine module completion, symptom levels, and basic demographics (age and gender) only. First, we examined those who completed a greater number of modules in the myCompass 2 program. In MMRM analyses testing the effect of module completion (0 vs 1-14 modules) on mental health outcomes, the three-way interaction between module completion, time, and condition was not significant (PHQ-9: $F_{4,313.66}=0.49; P=.74$; GAD-7: $F_{4,326.46}=0.31; P=.87$), indicating no differential effects of the intervention for those who were more engaged. Table 3 provides the mean (SD) for depression and anxiety scores among the completers. We also examined the modification of intervention effects by symptom levels for both GAD-7 and PHQ-9 (none or mild vs moderate symptoms). The effects were only significant for GAD-7, suggesting that people with elevated generalized anxiety disorder symptoms at pretest may have benefitted from the intervention more than those with lower symptoms (GAD-7: $F_{4,332.80}=3.50; P=.01$). Finally, the three-way interaction between time, condition, and age (PHQ-9: $F_{4,366.09}=1.01; P=.40$; GAD-7: $F_{4,433.19}=0.99; P=.41$) and time, condition, and gender (PHQ-9: $F_{4,328.19}=1.63; P=.17$; GAD-7: $F_{4,348.97}=1.01; P=.40$) was not significant.
Table 3. Observed means and SDs for the secondary outcome measures at pre- and posttest for the trial conditions.

<table>
<thead>
<tr>
<th>Measure and condition</th>
<th>Measurement occasion</th>
<th>Measurement occasion</th>
<th>Measurement occasion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Posttest</td>
<td>6-month follow-up</td>
</tr>
<tr>
<td></td>
<td>Participants, n</td>
<td>Value, mean (SD)</td>
<td>Participants, n</td>
</tr>
<tr>
<td>Depression (PHQ-9*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>9.82 (2.77)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>9.64 (2.70)</td>
<td>84</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>9.49 (2.92)</td>
<td>123</td>
</tr>
<tr>
<td>Anxiety (GAD-7*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>7.63 (3.42)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>7.28 (3.27)</td>
<td>84</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>7.71 (3.37)</td>
<td>123</td>
</tr>
<tr>
<td>General psychological distress (DQ5*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>14.50 (2.96)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>14.39 (3.07)</td>
<td>81</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>14.42 (2.87)</td>
<td>118</td>
</tr>
<tr>
<td>Acceptability (UTAUT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>14.49 (3.18)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>14.42 (3.01)</td>
<td>81</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>14.91 (2.87)</td>
<td>118</td>
</tr>
<tr>
<td>Performance expectancy (UTAUT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>13.53 (2.67)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>13.41 (2.67)</td>
<td>81</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>13.89 (2.70)</td>
<td>118</td>
</tr>
<tr>
<td>Effort expectancy (UTAUT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>10.66 (2.19)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>10.67 (2.12)</td>
<td>81</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>10.54 (1.98)</td>
<td>118</td>
</tr>
<tr>
<td>Data security concerns (UTAUT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EFI + myCompass 2</td>
<td>280</td>
<td>7.48 (1.86)</td>
<td>75</td>
</tr>
<tr>
<td>myCompass 2 alone</td>
<td>285</td>
<td>7.30 (1.96)</td>
<td>81</td>
</tr>
<tr>
<td>Attention control</td>
<td>284</td>
<td>7.37 (1.85)</td>
<td>118</td>
</tr>
</tbody>
</table>

Days out of role
## Secondary Indices of Efficacy (H6)

MMRM analyses showed that there were no significant overall interactions between conditions and over time for any of the factors related to the acceptability of internet-based psychosocial interventions based on acceptance ($F_{1,316.99} = 0.39; P = .82$), performance expectancy ($F_{1,343.41} = 0.55; P = .70$), effort expectancy ($F_{1,357.35} = 1.31; P = .83$), or concerns regarding data security ($F_{1,337.82} = 1.68; P = .16$). Similarly, there were no significant effects on general psychological distress ($F_{1,382.08} = 1.31; P = .27$), disability ($F_{1,361.21} = 1.70; P = .15$), the days out of role ($F_{1,366.45} = 1.33; P = .26$), or overall quality of life ($F_{1,357.55} = 1.99; P = .10$). Suicidal ideation also did not differ between the pretest and 6-month follow-up groups ($F_{2,375.49} = 0.70; P = .50$). Table 3 shows that planned contrasts demonstrated several significant interaction effects between conditions over time, although these were inconsistent across time points and none appeared to be in the expected direction.

### Reasons Given for Nonadherence

A total of 47.1% (128/271) of 271 participants who responded to this question reported that they did not complete their...
assigned program at posttest. This self-reported rate was similar to those who were automatically recorded to have not started (389/849, 45.8%) or completed (475/849, 55.9%) a single module of their program (Table 2). Table 4 presents the self-reported reasons for not competing with the program for the two intervention groups. Almost half (49/101, 49.5%) of participants from the myCompass 2 alone (n=49) and EFI + myCompass 2 (n=52) conditions reported time as an important barrier that prevented them from completing the myCompass 2 program. Other major barriers included technical issues, simply forgetting to use the program, experiencing difficulties with concentration, or fatigue.
Table 4. Coded responses and example quotes for reasons for nonadherence given by participants in engagement facilitation intervention + myCompass 2 and myCompass 2 alone conditions.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Example quotes (condition)</th>
<th>Responses coded in theme (n=144), n (%)</th>
<th>Respondents mentioning theme (n=101), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Structural barriers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of time or competing demands</td>
<td>“Just time with work and study” (EFI + myCompass 2)</td>
<td>49 (34)</td>
<td>49 (48.5)</td>
</tr>
<tr>
<td></td>
<td>“Haven’t found the time” (EFI + myCompass 2)</td>
<td>49 (34)</td>
<td>49 (48.5)</td>
</tr>
<tr>
<td>Technical issues</td>
<td>“There were some bugs in some of the questions and answers” (myCompass 2 alone)</td>
<td>18 (12.5)</td>
<td>18 (17.8)</td>
</tr>
<tr>
<td></td>
<td>“Internet at home stopped working” (myCompass 2 alone)</td>
<td>18 (12.5)</td>
<td>18 (17.8)</td>
</tr>
<tr>
<td><strong>Physical or mental barriers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgot to use program</td>
<td>“Forgot. A more regular prompt would have been beneficial” (myCompass 2 alone)</td>
<td>21 (14.6)</td>
<td>21 (20.8)</td>
</tr>
<tr>
<td></td>
<td>“Just forgot it was there” (EFI + myCompass 2)</td>
<td>21 (14.6)</td>
<td>21 (20.8)</td>
</tr>
<tr>
<td>Fatigue or concentration issues</td>
<td>“I have trouble concentrating for long period of time” (EFI + myCompass 2)</td>
<td>15 (10.4)</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td></td>
<td>“No mental energy” (myCompass 2 alone)</td>
<td>15 (10.4)</td>
<td>15 (14.9)</td>
</tr>
<tr>
<td>Lack of motivation</td>
<td>“It was hard to find the time and the motivation to do so” (myCompass 2 alone)</td>
<td>9 (6.3)</td>
<td>9 (8.9)</td>
</tr>
<tr>
<td></td>
<td>“I didn’t feel like filling it out especially if I was having a good day” (EFI + myCompass 2)</td>
<td>9 (6.3)</td>
<td>9 (8.9)</td>
</tr>
<tr>
<td>Too unwell</td>
<td>“I was right unwell mentally and was more focus (sic) on that than internet based program.” (myCompass 2 alone)</td>
<td>6 (4.2)</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td><strong>Program barriers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor fit of program to needs</td>
<td>“I found the information too general, not really suited to my needs and way too basic. If someone had a serious issue this would not have helped. I found I thought of it as a chore” (EFI + myCompass 2)</td>
<td>10 (6.9)</td>
<td>10 (9.9)</td>
</tr>
<tr>
<td></td>
<td>“It did not offer modules that were useful for my mental health problems” (myCompass 2 alone)</td>
<td>10 (6.9)</td>
<td>10 (9.9)</td>
</tr>
<tr>
<td>Disliked program</td>
<td>“It seemed repetitive” (EFI + myCompass 2).</td>
<td>6 (4.2)</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td></td>
<td>“Bored. Activities were very samey and paint by numbers. Didn’t see the connection between some activities. Needed an overview of what I should be doing and when. Couldn’t see the path I was supposed to be following. Activities didn’t feel specific to me.” (myCompass 2 alone)</td>
<td>6 (4.2)</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major life events</td>
<td>“Suffered an intense relationship breakdown (10 years) half way through the program” (myCompass 2 alone)</td>
<td>4 (2.8)</td>
<td>3.9 (4)</td>
</tr>
<tr>
<td>Not accountable</td>
<td>“I found it slipped to the bottom of my to-do list everyday as it did ‘t (sic) have a set time to do it, and no one holding me accountable” (myCompass 2 alone)</td>
<td>2 (1.4)</td>
<td>1.9 (2)</td>
</tr>
<tr>
<td>Completed it</td>
<td>“Still completing” (myCompass 2 alone)</td>
<td>2 (1.4)</td>
<td>1.9 (2)</td>
</tr>
<tr>
<td>Miscellaneous (trust and cost)</td>
<td>“Was scared of the cost” (myCompass 2 alone)</td>
<td>2 (1.4)</td>
<td>1.9 (2)</td>
</tr>
</tbody>
</table>

*Responses were coded multiple times into themes (144 codes from 101 responses). Total data (n=101) were from participants from the myCompass 2 alone (n=49) and EFI + myCompass 2 (n=52) conditions only. Data from the control group were omitted (n=27).

EFI: engagement facilitation intervention.
Discussion

Principal Findings

This study describes the outcomes of the EEPI trial, which involved an RCT of an EFI designed to increase uptake and adherence to a self-guided internet-based mental health program. The EFI was not found to be efficacious in improving the uptake of or adherence to E–MH intervention in this study. These findings are somewhat consistent with those of Lin et al [30], who found that despite their sample having a high acceptance of internet interventions for pain management, the uptake rate of the intervention was only moderate and adherence was very low. In contrast, uptake was high in this study, which likely reflected the minimal effort required to begin the intervention, although adherence was very low. The sample in this study was larger than that of the study by Lin et al [30], which was powered to detect more modest effects of the EFI in the context of a mental health intervention. The EFI used in this study also addressed barriers, in addition to acceptability. However, the results were similar, with no differences in uptake or adherence. The EFI in this study was also unable to significantly improve acceptability of internet interventions. The lack of difference in both uptake and acceptability may be related to ceiling effects, in that most participants were accepting of E–MH interventions and at least clicked through to the intervention. However, the lack of difference in the number of modules started suggests that EFI had minimal effect on both uptake and adherence. The findings do not preclude specific effects of the EFI; for example, some participants who received the EFI may have been motivated to engage more with the intervention, whereas others may have recognized that the intervention was not suitable for them and engaged less. However, this study shows no evidence that this implementation strategy is likely to be effective at the scale of increasing adherence.

In addition, the myCompass 2 program was not found to be efficacious in improving depression or anxiety in this sample. In contrast, several previous RCTs have demonstrated improvements in depression and anxiety in community-based samples for the original myCompass program [37,38]. It is unclear whether the lack of demonstrated efficacy was related to the redesign of the myCompass 2 program for this study, the characteristics of the sample (moderate depression or anxiety symptoms), the fully web-based nature of the trial (and consequent high attrition), or a combination of these factors. Our planned contrasts indicated that the program may be more beneficial for those with moderate anxiety symptoms. However, this result should be interpreted with caution given that the overall model for efficacy was not significant; we acknowledge that this test was post hoc and could be by chance. Further investigation is warranted to test the conditions under which this program may be effective. There is a possibility that a poor fit between the program and the needs of the participants may have had a negative impact on adherence. Additionally, the broad lack of adherence may have affected our ability to detect efficacy in this study. Nevertheless, module completion did not improve the program’s efficacy, and it was not found to be effective at scale in this real-world community-based trial.

Despite the null effects of the trial, the implications of these findings remain important. There was no evidence that the implementation strategy of educating participants about their need for intervention (feedback on symptoms), benefits, perceived barriers to use, and norms of engaging with psychosocial interventions was effective in increasing engagement (uptake and adherence) with a subsequent E–MH program. Further research might evaluate whether specific components of this EFI may be able to influence the engagement of specific groups of people using factorial experiments or additional qualitative methods. It may also be the case that uptake and adherence are more challenging in the context of potentially complex mental health needs but may be more amenable to intervention in the context of other health problems [28,29].

At the outset of the study, it was clear that adherence to psychosocial interventions is a complex and dynamic behavior [14,20]. People decide not to engage with interventions for diverse reasons, many of which are entirely appropriate [14,20-22]. Targeting or tailoring both implementation strategies and interventions to the needs of an individual may be required to improve engagement. Adaptive interventions tailored to the barriers relevant to the individual, with ongoing check-ins over the duration of the intervention period may be more successful than a one-time, low-intensity strategy. This may be of benefit, as many participants simply noted forgetting as a barrier to using the program. Blending human support with a self-guided program may also be beneficial for increasing the uptake of internet interventions [58], although a blended approach would come at the cost of making the intervention less scalable, as human support requires additional resources. Human support for internet-based interventions may be critically important for certain individuals. An overwhelming majority of participants who noted that they did not complete the program believed that a lack of time, or competing demands for their time, was a strong barrier to completing the program. However, having accountability to another person may assist in challenging this barrier [36], as it requires commitment and time to be set aside in advance. Nevertheless, this issue remains complex, as a requirement for human contact may deter some individuals from signing up for such a program.

Importantly, the quality of the therapeutic alliance can influence treatment outcomes [59], regardless of whether it is with a computer or human. Consequently, taking into account human-computer interactions in the design of both the implementation strategy and the psychosocial intervention may also promote engagement by increasing a sense of therapeutic alliance or human connection in the internet-based setting. The co-design of interventions with end users is also imperative to ensure that interventions meet the needs and preferences of those who stand to benefit. Nevertheless, based on the current findings, our partnership with end users was not sufficient to realize the aims of the EFI. The need for psychological services will continue to increase and cannot be fully met by increasing the health professional workforce. Creative and rigorous methods to increase the use of self-guided interventions in the community, for prevention and treatment of health problems, may lead to reduction in disease burden over time.
Limitations

Although this was one of the first studies to rigorously evaluate an implementation strategy to increase engagement with a self-guided psychosocial intervention, there were some limitations of both the EFI and this study that should be noted.

Engagement Facilitation Intervention

First, as noted above, the EFI may have been too brief or insufficiently tailored to the needs of users. Although our development approach involved considerable collaboration with people who had lived experience of depression or anxiety, it is possible that the intensity of the EFI was insufficient or that it did not meet the diverse needs of users in the trial. We also did not assess participants’ engagement with the EFI (eg, how much time they spent on it or if they read or watched the content, or just clicked through the pages). Attrition was the greatest in the EFI condition. It is possible that there was greater disengagement in the study in this condition, which may have occurred if the information from the EFI had a demotivating effect (ie, provided information that the psychological intervention was not of interest to the participant). When educating potential users about psychosocial interventions, there remains a risk of either overwhelming users with information or inadvertently reducing their motivation to engage.

Study Design

Overall, the attrition from the study was considerable. Although the study remained well-powered to detect hypothesized effects on uptake and adherence, it was slightly underpowered to examine efficacy outcomes, as the final samples in the active conditions were less than the targets (n=111). Attrition may have also led to biases in the analyses, although rigorous MMRM models were used to account for all available data. Incentives were used to minimize attrition but clearly provided insufficient motivation for most participants. Attrition from fully internet-based trials remains a challenge, which indicates that some form of human contact in a research trial is likely to be necessary to maintain samples over extended periods. Moreover, there were some technical challenges in the delivery of the trial. Participants could not be automatically logged into the myCompas 2 program and were required to sign up for the intervention as a separate process, which may have led to reductions in uptake for both active conditions and raised the slight possibility of dual accounts that we may not have been able trace (ie, greater adherence than observed). The lack of efficacy of the myCompas 2 program in this study suggests that the intervention may be better suited to participants with different symptom profiles or that further work is needed to refine the intervention based on the low adherence rates. Nevertheless, the lack of evidence for efficacy did not limit our ability to compare the levels of uptake or adherence within the RCT design of the study.

The use of Facebook or certain imagery in advertisements may have attracted a certain type of user; however, we believe this is not a significant limitation as it reflects a similar process for real-world marketing of internet-based interventions and typical users of internet-based programs, and the promotion of the trial was identical across the three arms of the trial. Participants in the trial may have been aware of their allocation based on the content, despite interventions not being explicitly labeled as active or control. Finally, the composition of the sample was biased toward female participants. Although this imbalance reflects the usage of E–MH programs in the community, it may have limited the generalizability of the results for males.

Conclusions

Although there is considerable scope for self-guided psychosocial programs to reduce health burdens, the uptake and adherence to these programs in the general population is limited. EFIs have been proposed as a specific strategy to overcome the implementation gap in psychosocial programs. However, this study indicates that the strategy was not effective in the context of an internet-based mental health program based on cognitive behavioral therapy for people with mild-to-moderate symptoms of depression or anxiety. Further research is required to identify implementation strategies that consider the dynamic and complex nature of intervention adherence and minimize the engagement barriers associated with internet-based programs.
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Abstract

Background: The resurgence of research and public interest in the positive psychological effects of psychedelics, together with advancements in digital data collection techniques, have brought forth a new type of research design, which involves prospectively gathering large-scale naturalistic data from psychedelic users; that is, before and after the use of a psychedelic compound. A methodological limitation of such studies is their high attrition rate, particularly owing to participants who stop responding after initial study enrollment. Importantly, study dropout can introduce systematic biases that may affect the interpretability of results.

Objective: Based on a previously collected sample (baseline n=654), here we investigated potential determinants of study attrition in web-based prospective studies on psychedelic use.

Methods: Logistic regression models were used to examine demographic, psychological trait and state, and psychedelic-specific predictors of dropout. Predictors were assessed 1 week before, 1 day after, and 2 weeks after psychedelic use, with attrition being defined as noncompletion of the key endpoint 4 weeks post experience.

Results: Predictors of attrition were found among demographic variables including age (β=0.024; P=.007) and educational levels, as well as personality traits, specifically conscientiousness (β=-0.079; P=.02) and extraversion (β=0.082; P=.01). Contrary to prior hypotheses, neither baseline attitudes toward psychedelics nor the intensity of acute challenging experiences were predictive of dropout.

Conclusions: The baseline predictors of attrition identified here are consistent with those reported in longitudinal studies in other scientific disciplines, suggesting their transdisciplinary relevance. Moreover, the lack of an association between attrition and psychedelic advocacy or negative drug experiences in our sample contextualizes concerns about problematic biases in these and related data.

(J Med Internet Res 2021;23(7):e25973) doi:10.2196/25973
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Introduction

Psychedelic substances, such as mescaline, psilocybin, or dimethyltryptamine, have likely been consumed by humans for thousands of years through different species of plant and fungi [1,2]. After a period of promising scientific exploration, especially of lysergic acid diethylamide as a psychiatric treatment aid in the 1950s and 1960s, classical psychedelics, defined here as psychoactive compounds eliciting their effects on cognition and perception through agonistic action at the serotonin 2A receptor, have been policed restrictively in most Western countries, largely prohibiting academic research [3]. The ongoing resurgence of studies into the psychological and neural effects of psychedelic substances, sometimes referred to
as a “psychedelic renaissance” [4], is now being paralleled by commercial and policy developments, reflecting a progressive social acceptance of psychedelic substances both as medicinal tools in the treatment of addictive and mood disorders [5] and for psychological benefits in healthy subjects [6].

The increasingly widespread use of psychedelics [7,8] together with advancements in digital data collection techniques, have motivated the development of a new type of ecological study focused on gathering large-scale longitudinal data sets from psychedelic users by using prospective study designs; that is, before and after the naturalistic use of a psychedelic compound. This approach has already yielded improved, ecologically valid models of the notoriously difficult-to-predict psychedelic state and its outcomes [9-11]. Efficient recruitment and data collection, low cost, and avoidance of human transcription errors represent relevant advantages of web-based survey studies such as these. However, there are also significant limitations, including the lack of experimental controls, participant accountability, and data validity, which may weaken inferences that can be drawn from the data [12,13]. Study attrition and self-selection are particular issues that could skew study samples in potentially problematic ways; for example, by promoting confirmation biases that exaggerate or downplay risks or benefits [14]. Such biases may be especially poignant when interventions that have a special value or significance for the participant are assessed [15]. Accordingly, researchers are obliged to place caveats on data collected via web-based surveys, emphasizing their preliminary, nonconfirmatory nature.

Previous studies have indicated that younger age [16-19], lower educational levels [20-26], and unemployment [24,27,28] are among the most reliable predictors of premature termination of studies or discontinuation of treatment compliance in several contexts. Psychological variables associated with poor compliance and retention include poor mental health [29-34] and low conscientiousness scores [35,36], and there is some evidence that high extraversion [37] and low agreeableness [1,38] might also be risk factors for dropout.

Although the issue of attrition in psychedelic research has not yet been addressed empirically, it has been discussed previously [9,10,39] as a significant limitation in observational psychedelic survey studies, potentially affecting the interpretability of results owing to psychedelic-specific variables associated both with psychological outcomes and the likelihood of dropout. Specifically, positive biases toward psychedelic substances have been identified in previous opportunity samples [9,40] and have in 1 case been shown to predict the increase in self-reported psychological well-being following psychedelic use [9]. A positive relationship between participant bias and the likelihood of study completion could thus represent a potential confounder leading to biased outcomes. Similarly, it is conceivable how particularly unpleasant or difficult psychedelic experiences, which are known to negatively impact long-term psychological outcomes [11], could reduce the motivation of participants to continue responding to a study, thereby creating a systematic attrition bias specific to prospective studies on psychedelics.

In this study, we used data from a published prospective assessment of the effects of psychedelic drug use on various subjective psychometric outcomes [9]. This particular study focused on identifying response predictors. The primary outcome was prospective change in psychological well-being, and consistent with a prior controlled study [41] the quality of the acute psychedelic experience was a strong predictor of longer-term outcomes, where, for instance, positive “mystical-type” experiences and high “emotional breakthrough” scores [11] were significantly predictive of improvements in psychological well-being. Problematically, however, attrition rates in this study were high, with only 29% of the total sample completing surveys up to the primary endpoint 4 weeks post psychedelic use. Therefore, this study aimed to identify variables that are most strongly associated with study noncompletion, hoping to shed light on the extent of potential attrition biases in this and similar prospective studies on psychedelics.

Statistical analyses included multiple variables and were therefore exploratory; however, we were particularly interested in the effects of positive attitudes toward psychedelic use at baseline and of difficult drug experiences on attrition, owing to their potential implications for data interpretability. Specifically, we hypothesized that study completers would have higher baseline psychedelic advocacy scores and less challenging acute drug experiences than dropouts. Based on previous studies, we also hypothesized that dropouts would be younger and have lower educational levels, employment rates, and mental health than completers.

Methods

Ethics Approval

The study was approved by Imperial College Research Ethics Committee and the Joint Research Compliance Office at Imperial College London and carried out in accordance with principles of good clinical practice. Written informed consent was obtained from all subjects. The original survey is now closed, but the revised and still active versions of related surveys are available on the PsychedelicSurvey website [42].

Design

Data were collected as part of a larger prospective study [9], approved by the Imperial College Research Ethics Committee and Joint Research Compliance Office. Only the elements of the design and data, which are relevant to this study, are presented here. Data were collected on the internet from a convenience sample of psychedelic drug users in a noncontrolled, naturalistic, and observational manner, through the website and software PsychedelicSurvey platform [42]. The open survey study was advertised on social media platforms, and informed consent was collected through a button-click feature following information on study purpose, design, and recruitment criteria. After sign-up, participants received emails that contained links to the relevant surveys at multiple timepoints, which were implemented and hosted by the web-based service system Alchemer [43]. Data were collected through a prospective cohort design: the baseline timepoint was set at 1 week before a planned psychedelic experience (timepoint 1), preacute measures were taken 1 day before the planned psychedelic experience (timepoint 2), and postacute measures were taken 1 day after the planned psychedelic experience.
(timepoint 3); the first endpoint was 2 weeks after the relevant experience (timepoint 4). The subsequent key endpoint occurred 4 weeks after the planned psychedelic experience (timepoint 5).

Baseline demographic and trait variables, postacute subjective effects measures, and outcome measures at the first endpoint were used to predict attrition. The survey 4 weeks after the psychedelic experience was the key endpoint, the completion of which was used as the criterion to determine attrition vs completion of the study. Dropouts were defined as those participants who stopped responding to the study surveys and did not return to finish the key endpoint, and completers were defined as those participants who reached the key endpoint 4 weeks after the psychedelic experience, even if they missed one or more previous timepoints.

**Measures**

**Baseline**

The following measures were recorded at baseline: demographics (including age, gender, education, and employment status) and scores on the Warwick-Edinburgh Mental Well-being Scale (WEMWBS) [44] that is used to assess psychological well-being, the 10-Item Personality Inventory [45], the Social Connectedness Scale [46], a modified version of the Tellegen Absorption Scale [47] that is used to measure trait absorption and is a reliable predictor of the intensity of psychedelic experiences [9], the short version of the Spielberger State-Trait Anxiety Inventory (STAI-SF) [48], the 16-item Quick Inventory of Depressive Symptomatology (QIDS) [49], the Suicidal Ideation Attributes Scale (SIDAS) [50], and Peters’ Delusional Inventory (PDI) [51]. Additionally, 4 self-constructed items (“I am an active advocate of psychedelic drug-use,” “I am an active advocate of the therapeutic use of psychedelics,” “I have an advanced knowledge about psychedelics,” and “I am an highly experienced psychedelic user”) measured on a 5-point Likert scale were used to assess the advocacy of psychedelic drug use. A sum score was calculated on the basis of these 4 items, termed “psychedelic advocacy.” Cronbach $\alpha$, as a measure of internal consistency among these 4 items, indicated acceptable internal consistency at $\alpha=0.78$ (bootstrap 95% CI 0.75-0.81 for 1000 samples).

**Postacute Timepoint**

Retrospective surveys pertaining to the acute experience were answered 1 day after the relevant psychedelic experience. These included a visual effects (VE) subscale of the 11-dimension altered states of consciousness questionnaire [52]; the Mystical Experience Questionnaire [53] that assesses acute positive peak experiences; the Challenging Experience Questionnaire [54] that is a measure of unpleasant affective, cognitive, and somatic difficulties experienced during psychedelic use; the Ego Dissolution Inventory [55] that addresses reductions in self-referential processing; the Emotional Breakthrough Inventory [11]; and the Physical Symptoms Inventory [56] that helps determine the number of several physical symptoms possibly experienced postacutely.

**Endpoints**

Outcomes were collected twice more during follow-ups 2 weeks and 4 weeks after the experience, including the scores on the WEMWBS, modified version of the Tellegen Absorption Scale, QIDS, STAI-SF, and PDI.

**Statistical Analysis**

Logistic regression was used to assess the influence of the included variables on premature study termination, using the binary outcome attrition or completion as the dependent variable, where a participant was considered a completer if they had responded successfully to the key endpoint 4 weeks after the psychedelic experience. Owing to its nonreliability on the normal distribution of predictor variables, logistic regression is well-suited for the analysis of skewed data that have limited variability. Four models were fitted: 2 models containing baseline variables (1 including demographics, the other psychological measures), 1 containing postacute measures of psychedelic effects, and 1 with changes on relevant outcome variables between baseline and the 2-week endpoint. For those categorical and ordinal variables included in the demographic logit, we chose “Male” as reference category of gender owing to its greater size (n=485) compared to other levels of the variable, and the educational level “secondary education” owing to both its association with premature study termination known from the literature and its relevance in terms of sample size (n=276). Owing to a significant correlation (p=0.18; $P<0.001$) and to reduce multicollinearity issues, it was decided to include only the educational level but not employment status as a predictor of attrition in the demographics logit. We also performed logistic regression analysis to investigate whether differences in psychedelic-induced changes on relevant outcome variables account for the likelihood of attrition. To compute change scores, individual baseline scores were subtracted from scores at the 2-week endpoint for each variable of interest (ie, WEMWBS, QIDS, STAI-SF, and PDI). Subsequently, a single logit was fitted, which included both change scores and absolute baseline scores, to account for the effect baseline variables. All statistical analyses were conducted using R (version 3.6.1, 2019-07-05; The R Foundation).

**Results**

**Attrition Rates**

In total, 564, 535, 379, 315, and 212 participants were sampled at survey timepoints 1, 2, 3, 4, and 5, respectively. Since some participants did not complete the baseline survey but responded at a subsequent timepoint, the overall number of participants was >654, (n=741). Of this total of 741 participants respond at any study timepoint, 529 (71.4%) subsequently dropped out at or prior to the final survey at 4 weeks post psychedelic experience. In particular, 170 (22.9%) participants stopped responding 1 day prior to the planned psychedelic experience (preacute timepoint), 139 (18.8%) stopped 1 day post experience (postacute timepoint), 89 (12%) stopped at the 2-week endpoint, and 131 (17.7%) stopped at the second follow-up and key endpoint 4 weeks post experience (Figure 1).
The distribution of dropouts according to timepoint was significantly different ($\chi^2 = 56.89; P < .001$); more noncompleters dropped out prior to rather than after the postacute timepoint: 309 (58.4%) vs 220 (41.6%), respectively ($\chi^2 = 29.28; P < .001$).

In total, 212 (28.6%) participants completed the second follow-up 4 weeks post experience and were thus classified as completers. Table 1 lists the demographics of participants at each timepoint of interest in this study.
Table 1. Demographics of participants at each time point.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total</th>
<th>Dropouts</th>
<th>Completers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of participants</td>
<td>654</td>
<td>469</td>
<td>185</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>28.9 (10.4)</td>
<td>27.8 (9.9)</td>
<td>31.5 (11.5)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>485 (74.2)</td>
<td>359 (76.5)</td>
<td>126 (68.1)</td>
</tr>
<tr>
<td>Female</td>
<td>165 (25.2)</td>
<td>107 (22.8)</td>
<td>58 (31.4)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.6)</td>
<td>3 (0.6)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>53 (8.1)</td>
<td>34 (7.2)</td>
<td>19 (10.3)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>276 (42.2)</td>
<td>223 (47.6)</td>
<td>53 (28.7)</td>
</tr>
<tr>
<td>University degree</td>
<td>325 (49.7)</td>
<td>212 (45.2)</td>
<td>113 (61.1)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>53 (8.1)</td>
<td>34 (7.3)</td>
<td>19 (10.3)</td>
</tr>
<tr>
<td>Student</td>
<td>256 (39.1)</td>
<td>198 (42.2)</td>
<td>58 (31.3)</td>
</tr>
<tr>
<td>Employed</td>
<td>335 (51.2)</td>
<td>232 (49.5)</td>
<td>103 (55.7)</td>
</tr>
<tr>
<td>Retired</td>
<td>10 (1.5)</td>
<td>5 (1.1)</td>
<td>5 (2.7)</td>
</tr>
<tr>
<td><strong>Postacute timepoint (+1 day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of participants</td>
<td>379</td>
<td>192</td>
<td>187</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.6 (11.0)</td>
<td>29.8 (10.5)</td>
<td>31.5 (11.5)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>252 (66.5)</td>
<td>138 (71.9)</td>
<td>114 (61)</td>
</tr>
<tr>
<td>Female</td>
<td>97 (25.6)</td>
<td>42 (21.9)</td>
<td>55 (29.4)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (0.5)</td>
<td>1 (0.5)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>N/Aa</td>
<td>28 (7.4)</td>
<td>11 (5.7)</td>
<td>17 (9.1)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary education</td>
<td>30 (7.9)</td>
<td>12 (6.3)</td>
<td>18 (9.6)</td>
</tr>
<tr>
<td>Secondary education</td>
<td>121 (31.9)</td>
<td>76 (39.6)</td>
<td>45 (24.1)</td>
</tr>
<tr>
<td>University degree</td>
<td>200 (52.8)</td>
<td>93 (48.4)</td>
<td>107 (57.2)</td>
</tr>
<tr>
<td>N/Aa</td>
<td>28 (7.4)</td>
<td>11 (5.7)</td>
<td>17 (9.1)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>33 (8.7)</td>
<td>15 (7.8)</td>
<td>18 (9.6)</td>
</tr>
<tr>
<td>Student</td>
<td>124 (32.7)</td>
<td>71 (37.0)</td>
<td>53 (28.3)</td>
</tr>
<tr>
<td>Employed</td>
<td>188 (49.6)</td>
<td>94 (49)</td>
<td>94 (50.3)</td>
</tr>
<tr>
<td>Retired</td>
<td>6 (1.6)</td>
<td>1 (0.5)</td>
<td>5 (21.7)</td>
</tr>
<tr>
<td>N/Aa</td>
<td>28 (7.4)</td>
<td>11 (5.7)</td>
<td>17 (9.1)</td>
</tr>
<tr>
<td><strong>First endpoint (+2 weeks), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of participants</td>
<td>315</td>
<td>131</td>
<td>184</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>31.2 (11.2)</td>
<td>30.5 (10.7)</td>
<td>31.7 (11.6)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>196 (62.2)</td>
<td>82 (62.6)</td>
<td>114 (62.0)</td>
</tr>
<tr>
<td>Female</td>
<td>82 (26.0)</td>
<td>32 (24.4)</td>
<td>50 (27.2)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (0.5)</td>
</tr>
</tbody>
</table>
Logistic Regression

Table 2 presents the results of logistic regression analysis. Age significantly predicted attrition ($\beta=-0.024; P=0.007$); specifically, older age was associated with a reduced probability of dropping out from the study. Participants with a university degree were less likely to drop out than those with a secondary educational level ($\beta=-0.574; P=0.005$), and participants with primary education were also less likely to drop out than those with secondary education ($\beta=-0.876; P=0.008$). Personality trait extraversion significantly predicted attrition ($\beta=0.082; P=0.012$); higher scores on extraversion were associated with an increased probability of dropping out from the study. Personality trait conscientiousness also significantly predicted attrition ($\beta=-0.079; P=0.024$) in the opposite direction: higher scores on conscientiousness were associated with a reduced probability of dropping out. All other assessed variables included in logistic regression analyses were nonsignificant in predicting attrition, including any measures of the acute psychedelic state and measures potentially related to adverse events, such as suicidality, delusional thinking, physical side effects, or challenging experiences. Similarly, no psychedelic-induced changes on outcome variables significant predicted study attrition.
Table 2. Results of logistic regression models predicting noncompletion of the study key endpoint.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$\beta^a$</th>
<th>SE</th>
<th>z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.633</td>
<td>0.509</td>
<td>3.209</td>
<td>.001</td>
</tr>
<tr>
<td>Age</td>
<td>−0.024</td>
<td>0.009</td>
<td>−2.684</td>
<td>.007</td>
</tr>
<tr>
<td><strong>Gender (reference: male)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>−0.296</td>
<td>0.202</td>
<td>−1.460</td>
<td>.14</td>
</tr>
<tr>
<td>Other</td>
<td>−0.181</td>
<td>1.172</td>
<td>−0.155</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Educational level (reference: secondary education)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>−0.574</td>
<td>0.206</td>
<td>2.786</td>
<td>.005</td>
</tr>
<tr>
<td>Primary education</td>
<td>−0.876</td>
<td>0.329</td>
<td>−2.660</td>
<td>.008</td>
</tr>
<tr>
<td>Psychedelic advocacy</td>
<td>0.031</td>
<td>0.027</td>
<td>1.124</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Psychological variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.355</td>
<td>1.293</td>
<td>1.822</td>
<td>.07</td>
</tr>
<tr>
<td>Depression (QIDS$^c$)</td>
<td>0.018</td>
<td>0.031</td>
<td>0.598</td>
<td>.55</td>
</tr>
<tr>
<td>Well-being (WEMWBS$^d$)</td>
<td>−0.011</td>
<td>0.017</td>
<td>−0.618</td>
<td>.54</td>
</tr>
<tr>
<td><strong>Personality (TIPI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extraversion</td>
<td>0.082</td>
<td>0.037</td>
<td>2.518</td>
<td>.01</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>−0.079</td>
<td>0.035</td>
<td>−2.251</td>
<td>.02</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>−0.018</td>
<td>0.041</td>
<td>−0.446</td>
<td>.66</td>
</tr>
<tr>
<td>Emotional stability</td>
<td>0.051</td>
<td>0.043</td>
<td>1.189</td>
<td>.23</td>
</tr>
<tr>
<td>Openness to experience</td>
<td>−0.044</td>
<td>0.052</td>
<td>−0.848</td>
<td>.40</td>
</tr>
<tr>
<td>Trait anxiety (STAI-SF$^e$)</td>
<td>−0.016</td>
<td>0.012</td>
<td>−1.377</td>
<td>.17</td>
</tr>
<tr>
<td>Social connectedness</td>
<td>−0.007</td>
<td>0.012</td>
<td>−0.646</td>
<td>.52</td>
</tr>
<tr>
<td>Trait absorption (MODTAS$^f$)</td>
<td>−0.000</td>
<td>0.007</td>
<td>−0.080</td>
<td>.94</td>
</tr>
<tr>
<td>Suicidal ideation (SIDAS$^h$)</td>
<td>0.013</td>
<td>0.016</td>
<td>0.831</td>
<td>.41</td>
</tr>
<tr>
<td>Delusional thinking</td>
<td>0.035</td>
<td>0.029</td>
<td>1.196</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Postacute timepoint (+1 day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.257</td>
<td>0.317</td>
<td>−0.809</td>
<td>.42</td>
</tr>
<tr>
<td>Visual effects</td>
<td>0.002</td>
<td>0.002</td>
<td>1.078</td>
<td>.28</td>
</tr>
<tr>
<td>Challenging experience (CEQ$^g$)</td>
<td>0.001</td>
<td>0.007</td>
<td>−0.117</td>
<td>.91</td>
</tr>
<tr>
<td>Ego dissolution (EDI$^h$)</td>
<td>−0.010</td>
<td>0.006</td>
<td>−1.535</td>
<td>.13</td>
</tr>
<tr>
<td>Mystical experience (MEQ$^i$)</td>
<td>0.012</td>
<td>0.009</td>
<td>1.414</td>
<td>.16</td>
</tr>
<tr>
<td>Emotional breakthrough (EBI$^m$)</td>
<td>−0.007</td>
<td>0.005</td>
<td>−1.409</td>
<td>.16</td>
</tr>
<tr>
<td>Physical side-effects (PSP$^p$)</td>
<td>−0.010</td>
<td>0.057</td>
<td>−0.181</td>
<td>.86</td>
</tr>
<tr>
<td>Intercept for baseline–2-week changes</td>
<td>−1.590</td>
<td>2.312</td>
<td>−0.688</td>
<td>.49</td>
</tr>
<tr>
<td><strong>Change scores (baseline to +2 weeks)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression (QIDS)</td>
<td>−0.014</td>
<td>0.062</td>
<td>−0.221</td>
<td>.83</td>
</tr>
<tr>
<td>Psychological well-being (WEMWBS)</td>
<td>0.012</td>
<td>0.026</td>
<td>0.457</td>
<td>.65</td>
</tr>
<tr>
<td>Trait anxiety (STAI-SF)</td>
<td>0.027</td>
<td>0.024</td>
<td>1.137</td>
<td>.26</td>
</tr>
<tr>
<td>Social connectedness (SCS)</td>
<td>0.026</td>
<td>0.019</td>
<td>1.413</td>
<td>.16</td>
</tr>
</tbody>
</table>
Variables | $\beta^a$ | SE | $\zeta$ value | $P$ value  
--- | --- | --- | --- | ---  
Delusional thinking (PDI) | 0.034 | 0.060 | 0.565 | .57  
**Baseline control variables**  
Depression (QIDS) | 0.022 | 0.056 | 0.411 | .68  
Psychological well-being (WEMWBS) | 0.001 | 0.029 | 0.028 | .98  
Trait anxiety (STAI-SF) | –0.014 | 0.021 | –0.667 | .51  
Social connectedness (SCS) | 0.019 | 0.018 | 1.019 | .31  
Delusional thinking (PDI) | 0.044 | 0.039 | 1.144 | .25  

$^a\beta$: estimated regression coefficient. 
*Italicized values indicate significance levels of $P<.05$. 
QIDS: Quick Inventory of Depressive Symptomatology. 
WEMWBS: Warwick-Edinburgh Mental Well-being Scale. 
STAI-SF: Spielberger State-Trait Anxiety Inventory. 
SCS: Social Connectedness Scale. 
MODTAS: modified version of the Tellegen Absorption Scale. 
SIDAS: Suicidal Ideation Attributes Scale. 
PDE: Peters’ Delusional Inventory. 
CEQ: Challenging Experience Questionnaire. 
EDI: Ego Dissolution Inventory. 
MEQ: Mystical Experience Questionnaire. 
EBI: Emotional Breakthrough Inventory. 
PSI: Physical Symptoms Inventory. 

**Discussion**

**Principal Findings**

This study aimed to identify variables accounting for attrition in prospective web-based studies on naturalistic psychedelic use. The overall attrition rate, which increased as a function of time, was high at 71.4% (n=529 of 741 participants). Contrary to prior hypotheses, neither the intensity of challenging experiences nor the advocacy of psychedelic use measured at baseline significantly predicted study completion. Rather, demographic variables including age and education, as well as personality traits including conscientiousness and extraversion, affected the likelihood of study noncompletion.

Specifically, logistic regression analyses revealed that young age, a low educational level, and the big 5 personality traits (high) extraversion and (low) conscientiousness were predictors of study attrition. The finding of age is in line with a number of previous studies [16-19] and may act synergistically with low conscientiousness to increase the likelihood of dropout. Indeed, several cross-sectional and longitudinal studies have shown that conscientiousness tends to increase with age [57-60], and that these increases often occur only during adulthood, which is relevant to the present study population, which had an average age of 28.9 (SD 10.4) years. The demographic logit also showed that participants with secondary education were more likely to drop out than those with university degrees and those with primary education. This may in part also be related to conscientiousness, which is known to be associated with educational expectations [61]. Highly conscientious young people also perform better academically and gain more advanced educational qualifications [62]. The personality trait conscientiousness is defined as “the propensity to follow socially prescribed norms and rules, to be goal-directed, planful, able to delay gratification, and to control impulses” [63]; thus, a conscientious person may indeed be more likely to commit to any obligation that he/she undertakes, be it loyalty to one’s partner, paying taxes, or completion of a survey pertaining to psychedelic drug use. The finding that extraversion was a significant predictor of study attrition is also in line with previous studies reporting that extraversion predicts premature termination in longitudinal studies [34,64,65].

The absence of influence from any of the psychedelic-specific predictors is an important finding. Several previous studies [9-11,41] have indicated the quality of the acute psychedelic state to be a reliable predictor of longer-term psychological changes following psychedelic use. Recognizing the importance of acute subjective drug effects has been a key consideration informing the renewed interest in the therapeutic value of psychedelic compounds [41,66]. In the present study, neither the quality of the acute experience nor psychedelic advocacy or psychedelic-induced long-term psychological changes predicted study attrition. Given the accumulating number of studies reporting improvements in mental health outcomes after naturalistic psychedelic use [9,67-73], as well as impactful clinical trials involving psychedelic interventions [3,74-81], it can be considered reassuring that none of the established mediators of positive outcomes, nor outcomes themselves, seem to bias study attrition in longitudinal studies on psychedelics. Although it is, by definition, impossible to address with certainty how the noncompleters in this study sample fared in terms of their postpsychelic mental health, the absence of a relationship between attrition and biased perspectives toward psychedelics...
at baseline, the nature of the participants’ acute experiences, or the reported beneficial effects (i.e., psychological changes), partly ameliorates previous concerns regarding attrition bias in observational studies on psychedelics [9,10,39].

From among 529 dropouts, 309 (58.4%) stopped responding prior to the postacute timepoint, and approximately one-third did so even prior to the preacute timepoint, which could potentially be explained by impaired accessibility to and reduced desire to access the survey directly prior to and after the psychedelic experience or by the postponement or nonperformance of the experience. Although surveys could be completed through the mobile phone, it is conceivable that a portion of participants who consumed the substance under field conditions (e.g., at a festival) stopped responding after the baseline assessment owing to pragmatic reasons of limited access as well as decayed motivation. As highlighted by others [29,30,82], predictors of attrition often differ for early vs late dropouts, and such differences may be important factors that allow for targeted interventions to reduce attrition; for instance, by activating reminders on mobile devices in the early phases of the prospective study. The effects of the substance use environment, associated intentions, and other contextual factors of psychedelic use on attrition should be targeted in future studies.

Limitations

Together, the observed effects suggest that the principal reasons for study attrition in observational studies on psychedelics are largely similar to those evidenced by other longitudinal studies that assessed phenomena independent of and unrelated to psychedelic use, with demographics and personality traits being the most predictive. Nevertheless, the present negative results with regard to potentially problematic systematic biases should only be considered preliminary, considering the limitations associated with the prevailing study design. Most significantly, the absence of data for those individuals who dropped out before completing the relevant surveys implies that both adverse experiences may have still occurred but were merely undetected. In future studies, with prior consent, this issue could be tackled by automatically sending out very brief surveys (e.g., single-item surveys) to nonresponders, to investigate their reason for nonresponse. Similarly, rare cases of extreme negative reaction driving subsequent dropout may have been missed owing to both dropout and group averaging. Future studies focusing on such negative outliers may create pre-emptive value, given the disproportionate attention that can be attracted by such cases and the damaging impact this can have on broader studies and clinical development efforts. Further limitations of our study include a self-selection recruitment bias, which, as discussed by Hajjen [9], reflects in a predominantly young, male, highly educated sample displaying strong psychedelic advocacy. On a more general level, the comparability of attrition studies across scientific domains and disciplines is a nontrivial problem. For example, outcome measures will not be consistent across studies, with the exception of simple demographic factors such as age. As revealed by independent studies [83-85], those on the predictors of attrition are often inconclusive, inconsistent, lacking in generalizability, and vulnerable to design-related limitations including a lack of standardization in definitions of attrition itself. Nevertheless, some evidence is convergent and our findings did generally converge consistently.

Conclusions

This study sought to identify factors accounting for the high attrition rates in a prospective study on naturalistic psychedelic use. Consistent with findings from other scientific disciplines, the strongest predictors of study attrition were observed among variables including age, educational level, and personality traits. In contrast, psychedelic-specific factors were found to be poor predictors of attrition. Methods for reducing attrition, which have been validated through other fields, such as text messaging [86], gamification [87,88], monetary incentives [89,90], or the creation of web-based participant communities [91], are thus likely to be applicable also to observational studies on psychedelics, which should be investigated in future studies. While not without prevailing limitations, for which there is significant scope for improvement, these findings somewhat support the reliability and validity of large-scale prospective web-based data collection as a methodology for studying the predictors and processes of changes related to psychedelic use.
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Abstract

Background: Contemporary mobile health (mHealth) interventions use various behavior change techniques to promote healthier lifestyles. Social comparison is one of the techniques that is consensually agreed to be effective in engaging the general population in mHealth interventions. However, it is unclear how this strategy can be best used to engage preadolescents. Nevertheless, this strategy has great potential for this target audience, as they are particularly developing their social skills.

Objective: This study aims to evaluate how social comparison drives preadolescents’ engagement with an mHealth app.

Methods: We designed a 12-week crossover experiment in which we studied 3 approaches to implementing behavior change via social comparison. This study was hosted in a school environment to leverage naturally existing social structures among preadolescents. During the experiment, students and teachers used an mHealth tool that awarded points for performing healthy activities. Participants could read their aggregated scores on a leaderboard and compare their performance with others. In particular, these leaderboards were tweaked to implement 3 approaches of the social comparison technique. The first approach focused on intragroup comparison (ie, students and teachers competing against each other to obtain the most points), whereas the other two approaches focused on intergroup comparison (ie, classes of students and their mentoring teachers collaborating to compete against other classes). Additionally, in the third approach, the performance of teachers was highlighted to further increase students’ engagement through teachers’ natural exemplary function. To obtain our results, we used linear modeling techniques to analyze the dropout rates and engagement levels for the different approaches. In such analyses, we also considered individual participant traits.

Results: Our sample included 313 participants—290 students (92.7%) and 23 teachers (7.3%). It was found that student engagement levels dropped over time and declined during holidays. However, students seemed to monitor the intergroup competitions more closely than the intragroup competitions, as they, on average, checked the mHealth app more often when they were engaged in team-based comparisons. Students, on average, performed the most unique activities when they were engaged in the second intergroup setting, perhaps because their teachers were most active in this setting. Moreover, teachers seemed to play an important role in engaging their students, as their relationship with the students influenced the engagement of the students.

Conclusions: When using social comparison to engage preadolescents with an mHealth tool, an intergroup setting, rather than an intragroup competition, motivated them to engage with the app but did not necessarily motivate them to perform more activities. It seems that the number of unique activities that preadolescents perform depends on the activeness of a role model. Moreover, this effect is amplified by preadolescents’ perceptions of closeness to that role model.
Introduction

Research Case

Many people with chronic diseases and other health-related problems may benefit greatly from increased physical activity and improved dietary intake [1]. To support individuals adopting these healthier routines, behavior change interventions, including various behavior change techniques to encourage certain targeted behaviors, may be used [2]. The aim of this study is to strengthen the empirical evidence on the impact of one specific technique (ie, social comparison) for engaging a specific target group—in our case, preadolescents (ie, 10- to 13-year-olds).

We have chosen to target preadolescents because application of interventions at this stage in life will likely also impact health at a later stage, particularly because newly adopted lifestyle behaviors will track into adulthood [3]. By the time of preadolescence, the human brain is still developing, particularly strong in the areas of social skills and peer relationships [4]. Therefore, when designing an intervention for preadolescents, taking into account the social dynamics within that target group is of vital importance for intervention effectiveness.

At the same time, social dynamics have been used to foster health behavior changes. Social comparison is one of the behavior change techniques that is consensually agreed to be effective for the general population [2]. This intervention strategy stems from the idea that, by nature, people tend to self-evaluate by comparing themselves with others [5]. Comparing oneself with a superior other might cause negative feelings of being threatened and discouragement might also be evoked [18]. However, as downward comparison reveals that one's status could decline if others catch up, the feeling of self-enhancement in children and processes of enhancement of self-concept [7] and can foster competitive behavior [8]. Both downward and upward comparisons may affect one’s self-concept [7] and can foster competitive behavior [8].

In mobile health (mHealth) interventions, the adoption of leaderboards offers an opportunity to implement social comparison and competitiveness as intervention strategies [9]. Leaderboards are a form of gamification, a set of motivational techniques that use game mechanics outside game contexts, to foster participation, engagement, and loyalty [10,11]. Leaderboards may be used to increase participant engagement and are widely adopted as one of the most popular gamification techniques [12]. In this study, we investigate how to design such leaderboards for the optimal engagement of preadolescents.

The degree to which individuals are engaged in a particular social comparative setting is determined by different situational and individual factors [8]. A key decision when designing such a setting is to determine whether comparative and competitive processes occur either intra- or intergroup [13]. In an intragroup setting, individuals compete against each other, whereas in an intergroup setting, groups of individuals collaborate to compete against other groups.

In this study, we evaluate the implementation of social comparison (ie, either fostering intra- or intergroup comparisons) that is most effective in promoting healthy routines in preadolescents. As social dynamics among preadolescents are likely articulated in their school environment and because the World Health Organization has put forward the key objective of “[generating] scientific evidence on effective Health Promoting School (HPS) interventions” [4], we have implemented our intervention at a high school. In this environment, educational levels and classes are the main social structures. Moreover, teachers have an exemplary function within a school environment and potentially serve as positive role models for students [14]. In our experiment, we analyzed the role of social dynamics between students and teachers in three study arms.

We hypothesized that an intergroup approach, which combines collaborative and competitive aspects, would be engaging for students and would encourage them to adopt new healthy routines. We based our hypothesis on the observation that an intergroup approach can potentially trigger processes of self-enhancement in children and processes of enhancement of others, whereas intragroup competition is likely to solely promote self-enhancement, potentially even at the expense of others [15,16]. This claim is supported by a recent review of competitive versus cooperative aspects in social exergames: cooperative play can “increase motivation, promote continued play, and increase prosocial behaviors,” whereas competitive play mainly yields short-term, physiological arousal [17]. To empirically evaluate whether the potential spillover effects of intergroup competitions do indeed positively influence students’ engagement levels in a health promotion campaign, we designed study arms that ranged from more intragroup to more intergroup focused. Before explaining these treatments in detail in the Methods section, the factors influencing the social comparative behavior are evaluated in depth.

Theoretical Background

By nature, people tend to self-evaluate by comparing themselves with others [5]. This study evaluates how this natural tendency may be leveraged to sustain the engagement of preadolescent students in a health promotion campaign. Comparing ourselves with others may occur in different directions; we may compare ourselves, based on a specific aspect, with others who are worse (ie, downward comparison) or better (ie, upward comparison). Both downward and upward comparisons may affect one’s self-concept [7] and can foster competitive behavior [8].

Downward comparison will often enhance the self-concept of the comparator [18]. However, as downward comparison reveals that one’s status could decline if others catch up, the feeling of being threatened and discouragement might also be evoked [18]. Comparing ourselves with a superior other might cause negative feelings too, as the other performs better on certain attributes [19]. At the same time, upward comparison can lead to the assimilation of the characteristics of the superior other and...
provide hope and inspiration, especially if the superior is a role model (eg, a student’s teacher) [20].

The social comparison model of competition describes the factors that influence competitive behavior [8]. The model proposes that competitive processes are influenced by situational factors. For example, it was found that the number of competitors is best kept as low as possible: the lower the number of competitors, the more intense the competition (ie, the N effect [21,22]). Furthermore, it was found that incentives, such as tangible rewards, increase people’s engagement in a competitive setting [8,23,24].

In addition, the social comparison model of competition proposes that competitive processes are influenced by individual factors. For example, it was found that, for a competition to be engaging, participants have to perceive the dimension of comparison as relevant to the self [25]. This effect is particularly amplified if competitors perceive their relationships as close [26,27]. Furthermore, it was found that when competitors, either as a group or as individuals, share similar characteristics (eg, race or education), the competition intensifies [7,28]. Similarly, personality traits are known to increase competitiveness. In particular, social comparison orientation [6], competitive dispositions [29], and individuals’ orientation toward performance goals [30,31] seem to influence competitiveness. Moreover, the personality trait openness to experience (ie, as defined by the Big Five personality framework [32]) is a potential trait that can influence competitiveness: people who score lower on this trait and are therefore less independent and creative may be more competitive [33].

Finally, it has been previously demonstrated that especially intergroup competitions can enhance engagement in an activity [13] because it includes a mix of collaborative and competitive aspects. It was found that an intergroup competition can potentially trigger processes of self-enhancement in children and processes of enhancement of others, whereas intragroup competitions are likely to solely promote self-enhancement, potentially even at the expense of others [15,16]. These principles were not yet tested with preadolescents in schools.

This study aims to further such theoretical insights via a study design that contrasts inter- and intragroup competition in schools and that tests whether teachers as role models can increase engagement. Potential moderation of situational factors and personality traits is accounted for.

**Methods**

**Recruitment**

Participants were recruited among first-year, prevocational (ie, VMBO [Voorbereidend Middelbaar BeroepsOnderwijs]) students (ie, 11- to 13-year-olds) at a high school in the Netherlands in April 2019. The study was advertised as a health promotion campaign and conducted only after obtaining explicit written consent of the participants (ie, the students) and their parents or guardians. Explicit consent of the students was collected upon registration for the campaign. Explicit consent from their parents or guardians was collected via consent letters that they signed and returned to the school’s administration.

More operational procedures were also approved by the ethical committee of Eindhoven University (Archie experiment ID 920). The ethical review committee concluded that the potential benefits of this study outweighed its potential risks. However, besides the potential positive impact of social comparison on health behavior, it was acknowledged that the target group may have also experienced the negative effects of social comparison (eg, feeling threatened or discouraged [18]). Meanwhile, it was found that the school environment provided a sufficiently safe setting to host this experiment, especially because teachers were advised to check in weekly with their students on the impact of the campaign. As such, the more vulnerable students could have been identified and corrective actions could have been taken.

**Intervention**

To test our hypotheses, we have used the mHealth tool GameBus that is manufactured and maintained by Eindhoven University of Technology. GameBus was especially designed for health promotion and provides a highly configurable gamification engine that is used to sustain participants’ engagement. According to the classification of gamification elements by Hamari et al [12], GameBus implements the gamification mechanisms challenges, points, goals, progress, leaderboards, and rewards and configures these mechanisms to test scientific hypotheses. The tool supports hosting multiple experimental designs on a single platform, ensuring that user experience remains similar across these different designs. At the same time, the platform enables researchers to gather rich data in a manner compliant with European privacy legislations. For this study, a dedicated Privacy Impact Assessment was approved by the Data Protection Officers of Eindhoven University of Technology and the high school.

GameBus includes a mobile app (ie, available via the web as well as on Android and iOS) for tracking healthy activities. The platform is designed to allow rewarding any healthy activity with points, from social, to mental, to physical activities. For this study, the rewarded activities have been defined in consultation with the school’s management and a student council. Several cocreation sessions were held with the aim of defining activities that students were capable of performing, that they would enjoy doing, and that would benefit their health. The mHealth tool would then reward students for performing these activities, based on a selfie as proof of conducting the activity.

Users could compare their performance on a leaderboard that summed up the points per user. In addition, for the intergroup approaches, additional leaderboards showed per team (ie, per class) the average number of points across team members. The app also provided a newsfeed, which showed an entry for each team member that scored points. Such entries could be liked or commented upon in a manner similar to mainstream social media platforms such as Facebook and Instagram.

The overall goal of the intervention from the students’ perspective was to obtain as many points as possible by adopting healthier routines. In particular, it was set by the school’s management to focus on (1) increasing physical activity; (2) promoting healthy nutrition; (3) fostering sustainable relationships: friends, love, and intimacy; and (4) emphasizing the (potential) impact of stress, drugs, alcohol, and gaming.
From these focal areas, a list of prescribed activities was compiled in consultation with the school’s management and a student council. The aim was to define activities that students were capable of performing, that they would enjoy doing, and that would benefit their health (e.g., “Wrestle arms with someone of at least 40+” or “Peel an (unbroken) apple peel of at least 20 centimeters”), resulting in a list of 51 unique activities. These activities were distributed over the course of the campaign and renewed every wave (i.e., every 2 weeks; a complete overview of prescribed activities per wave is provided in Multimedia Appendix 1). The entire campaign lasted 12 weeks (i.e., 6 waves). Eventually, the first wave consisted of 12 unique activities, and in the other five waves, nine activities were prescribed. Each wave included a mix of the focal areas. Some activities were duplicated over multiple waves (a detailed overview is provided in Multimedia Appendix 1).

**Study Design**

**Treatment Allocation**

From a scientific perspective, the intervention included three different social comparative settings as treatments, to test whether an intergroup—rather than an intragroup—competition would be more effective in promoting healthy routines in preadolescent students. A crossover study design was adopted to ensure that all the participants were exposed twice to every treatment. We adopted a randomized block approach to randomly distribute the treatments to the participants. By order of the school’s management, the three clusters that this study design required were defined based on educational level (Dutch prevocational education distinguishes three such levels). Participants received the treatments in 2-week periods (i.e., in so-called waves). The entire campaign lasted for 12 weeks (i.e., 6 waves); therefore, each participant received every treatment twice.

Our treatments effectively simulated three different implementations of the social comparison technique. One approach represented an intragroup competition, whereas the other two approaches represented intergroup competitions. In one of these intergroup competitions, an additional comparative element was introduced (i.e., by explicitly highlighting the performance of teachers), as this manipulation was expected to increase students’ engagement levels even further, because teachers potentially serve as role models for students and may, therefore, foster hope and inspiration in students during the competition, particularly if they perform (somewhat) better than their students [20]. Note that, although the treatments were different in nature, the overall objective was always the same from the participants’ perspective—to collect as many points as possible by performing the healthy activities prescribed in each specific wave. The player, or team, with the greatest number of points at the end of a wave (i.e., the absolute winner) was awarded a small gift (i.e., either a medal or a stress ball). The following paragraphs describe the different treatments in detail. Table 1 displays how the treatments were distributed across the participants. The rows distinguish between the three treatment groups. In the columns, it can be read what treatment each treatment group is assigned in a given wave.

**Table 1.** Distribution of treatments over participants and waves.

<table>
<thead>
<tr>
<th>Educational level</th>
<th>Wave 1</th>
<th>Wave 2</th>
<th>Wave 3</th>
<th>Wave 4</th>
<th>Wave 5</th>
<th>Wave 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational level A</td>
<td>SCS2a</td>
<td>SCS1b</td>
<td>SCS3c</td>
<td>SCS2</td>
<td>SCS1</td>
<td>SCS3</td>
</tr>
<tr>
<td>Educational level B</td>
<td>SCS3</td>
<td>SCS2</td>
<td>SCS1</td>
<td>SCS3</td>
<td>SCS2</td>
<td>SCS1</td>
</tr>
<tr>
<td>Educational level C</td>
<td>SCS1</td>
<td>SCS3</td>
<td>SCS2</td>
<td>SCS1</td>
<td>SCS3</td>
<td>SCS2</td>
</tr>
</tbody>
</table>

*aSCS2: second social comparative setting.

bSCS1: first social comparative setting.

cSCS3: third social comparative setting.

**First Social Comparative Setting: Intragroup Competition**

In the first social comparative setting (SCS1), students and teachers of a treatment group (i.e., educational level) competed individually. In this intragroup competition, players could read each other’s performance from a leaderboard but could not see the actual activities, other than their own, that were performed to accumulate this score in the newsfeed of the mHealth tool (Figure 1). Only the absolute winner was awarded a small gift for this competition type.
Second Social Comparative Setting: Intergroup Competition

In the second social comparative setting (SCS2), students of a particular class and their mentoring teachers joined forces to compete against other classes within their treatment group (Figure 1). In this intergroup competition, players could read their class’ performance (i.e., the average number of points collected by the members of their class) on the leaderboard. In addition, they could read their own contribution to the score of their class relative to the contribution of their class members and mentors, but they could not read the individual contributions of students and mentors of other classes. Similarly, players could see the actual activities that others performed to accumulate their score if, and only if, that player was within their own class. At the end of the wave, the entire winning team was awarded a small gift.

Third Social Comparative Setting: Intergroup Competition With an Additional Dimension of Comparison

The third social comparative setting (SCS3) closely resembled the second treatment: this setting also featured an intergroup competition in which the entire winning team was awarded a small gift at the end of a wave. In SCS2 however, students could not transparently compare their performance with their teachers (other than their own mentoring teachers) because a teacher’s score was concealed in the average score of the class they mentor and can, therefore, not be read by students from other classes. However, Lockwood and Kunda [20] argue that students can draw inspiration from the act of comparing themselves with their teachers, especially if their teachers (slightly) outperform them (i.e., triggering upward comparison) [20]. Therefore, to allow students to compare themselves with their teachers, SCS3 included two extra teams that were composed of teachers only (Figure 1). These two teams included teachers who mentor students from the two other treatment groups (i.e., the two other educational levels). Therefore, in SCS3, students would collaborate with their class members and mentoring teachers to compete against other groups of students and teachers.

Study Procedures

At the start of the campaign, a kick-off day was scheduled. Before this day, teachers were introduced to the mHealth app and study context. Subsequently, the teachers instructed their students on using the mobile app. Throughout the kick-off day, a dedicated support team was present to assist students with installing the mHealth app. In addition, several workshops were organized by the Public Health Services to introduce students to topics such as healthy nutrition, the dangers of smoking, alcohol abuse, and the use of drugs.

To keep the campaign under the attention of students for the entire 12-week period, teachers were instructed to discuss their students’ progress in class once a week. It was particularly suggested to review in plenary class sessions the leaderboard and discuss the activities the students had performed over the
last week. Unfortunately, this review could not take place in the third and fourth weeks (ie, during the second wave) of the campaign owing to the spring break.

Measurements

In mHealth, engagement is most commonly captured via passive measures of app use [34]. Using the GameBus platform, engagement of participants was repeatedly measured as (1) the number of days a participant had visited the app and (2) the number of unique activities a respondent performed. These variables complement each other because the former may be limited to passive engagement, whereas the latter requires active participation (ie, performing healthy activities). Note that our second outcome variable measures the number of unique activities a respondent performed rather than the total number of activities that were performed. The main reason is that we aim to encourage preadolescents to adopt a multitude of healthy routines, not just repeat a single routine (ie, quality over quantity). However, our results and conclusions did not differ when analyzing the total number of activities that respondents performed instead.

In addition, participants (ie, students only) filled out a posttest survey (disclosed in Multimedia Appendix 2) in which their propensity toward the individual factors proposed by the social comparison model of competition [8] was assessed. Specifically, students’ perception of closeness to their teachers, students’ perception of closeness to their peers, students’ perception of similarity to their teachers, students’ perception of similarity to their peers, students’ perception of relevance of the prescribed activities, and students’ personality were assessed. To assess their personality, respondents completed a personality test in accordance with the Big Five personality traits [32]. The posttest survey was completed by 112 students.

Statistical Analysis

The first set of statistical analyses focused on the evaluation of dropouts. A respondent is labeled as a (provisional) dropout if the respondent has not visited the app in a given wave and is assumed to have lost interest (ie, dropped out) in the wave before. Several multiple regression models were fit to determine whether the number of dropouts changed over time and were different for each treatment. Subsequent analyses were performed on a subset of respondents who have participated in the study since the start of the first wave.

The second set of analyses focused on the evaluation of the engagement levels of both students and teachers. To evaluate treatment differences, further analyses were performed on respondents who actually had a chance to get exposed to the treatment. Therefore, from the entire data set, a subset was derived by preserving the combination of a particular respondent and wave only if the respondent had ever checked the app in that wave. Subsequently, several hierarchical linear models were estimated for the two outcome variables (ie, the number of days a participant had visited the app and the number of unique activities a respondent had performed) using time (ie, wave number), holiday, and treatment as predictors. We tested whether significant second-order interaction effects existed among these variables. In all models, we allowed random intercepts for both individuals and the classes they were in. The final model was selected based on Akaike information criterion [35]. Subsequently, in the final models, posthoc tests using Tukey adjustments were performed on the treatment variable. The same procedure was repeated to separately fit a model for students and teachers.

Finally, the third set of analyses focused on evaluating the impact of individual factors on engagement levels. Data on individual factors were derived from a posttest survey that was filled out by students only and not by teachers. Survey observations were linked via email addresses to GameBus user accounts to match individual factors with engagement levels. Although 112 students completed the survey, 10 responses could not be traced back to actual users of the mHealth platform. Furthermore, to evaluate the impact of individual factors, analyses were again performed on respondents who had a chance to get exposed to the treatment. Therefore, from the entire data set, a subset was derived, preserving the particular respondents that had checked the app over the course of the entire campaign at least twice, leaving 67 respondents in the data set for further analyses. Note that, in contrast to the second set of analyses, data are now aggregated over the course of the entire campaign and not per wave. Subsequently, several multiple regression models were fitted for the two outcome variables using the 10 individual factors as predictors. On the basis of Akaike information criterion, a backward selection procedure was used to select the final model [35].

Results

User Statistics

In total, 313 unique participants, including 290 students (92.7%) and 23 teachers (7.3%), participated in the study. Educational level A included 61 students and 6 teachers, educational level B included 110 students and 9 teachers, and educational level C included 119 students and 8 teachers. Figure 2 displays the degradation of the number of participants who checked the mobile app during a given wave. The number of participants who joined the campaign for the first time in a given wave is displayed in green. The number of participants that dropped out in a given wave is shown in red. The number of participants who checked the mobile app in a given wave, although they dropped out in an earlier wave (ie, reclaimed users), is displayed in yellow. It was found that students tended to drop out, especially at the beginning of the campaign (ie, the wave number was significant at P=.003) and during holidays (P=.04). No significant differences in dropout rates within treatments were detected. Therefore, it is assumed that dropouts are spread equally over treatments.
**Evaluation Outcomes**

A total of 3 respondents only joined in the third wave and, therefore, were excluded from further statistical analysis, leaving a total of 99% (288/290) of students and 95.5% (22/23) of teachers in the data set.

**Impact of the Situational Factors on Engagement Levels**

**Impact on the Average Number of Days Visiting the App**

*Figure 3* displays the number of days participants were visiting the app on average, per treatment. Note that the sloped horizontal lines are a visual aid to highlight the differences between the treatment group averages.

From the second set of statistical analyses, it was found that students’ engagement dropped over time (ie, −0.740 days visiting the app per wave; P < .001) and also declined during holidays (ie, −0.595 days visiting the app; P < .001). In addition, it was found that students in SCS2 were significantly (P < .001) visiting the app more often (ie, +0.469 days) than students in SCS1. Further, students in SCS3 were visiting the app more often (ie, +0.215 days) than students in SCS1; however, this difference was not significant. Finally, students in SCS2 were visiting the app more often (ie, +0.255 days) than students in SCS3; however, this difference was not significant. No significant interaction effects were detected, and all treatments were equally impacted by holidays and time.

From the second set of statistical analyses, it was also found that teachers’ engagement also decreased over time (ie, −0.763 days visiting the app per wave; P < .001). No additional significant (interaction) effects were observed. Teachers in SCS2 seemed to be visiting the app more often (ie, +1.250 days) than teachers in SCS1, teachers in SCS1 seemed to be visiting the app more often than teachers in SCS3 (ie, +0.173 days), and teachers in SCS3 also seemed to be visiting the app less often (ie, −1.423) than teachers in SCS2; however, none of these differences were reported to be significant.
Impact on the Average Number of Unique Activities

Figure 4 displays the average number of unique activities that participants performed per treatment. Multimedia Appendix 3 displays an overview of the number of times students and teachers performed each prescribed activity.

From the second set of statistical analyses, it was also found that the number of activities students performed decreased over time (ie, $-1.249$ activities per wave; $P<.001$) and during holidays (ie, $-2.611$ activities; $P<.001$). In addition, it was found that students in SCS2 performed, on average, more unique activities than students in SCS1 (ie, $+0.457$ activities); however, this difference was not significant. Students in SCS3, on the other hand, performed fewer unique activities, on average, than students in SCS1 (ie, $-0.611$ activities); however, this difference was not significant. Students in SCS2 performed significantly more activities, on average, than students in SCS3 (ie, $+1.068$ activities; $P=.004$). No significant interaction effects were detected; all treatments were equally impacted by holidays and time (ie, wave number).

From the second set of statistical analyses, it was found that the number of activities teachers performed also decreased over time (ie, $-0.067$ activities per wave; $P<.001$). Teachers, on average, performed fewer unique activities during holidays (ie, $-0.019$ activities); however, this difference was not significant. In addition, teachers in SCS2 performed more unique activities than teachers in SCS1 (ie, $+1.227$ activities; $P=.04$); teachers in SCS3 seemed to have performed slightly more unique activities than teachers in SCS1 (ie, $+0.035$ activities), although this difference was not significant; and teachers in SCS2, on average, performed more unique activities than teachers in SCS3 (ie, $+1.192$ activities; $P=.09$), although this difference was only close to significance.
**Impact of the Individual Factors on Student Engagement Levels**

**Impact on the Average Number of Days Visiting the App**

To analyze the impact of individual factors on the average number of days participants checked the app, the model selection procedure selected a final model with four predictors. From this final model, it was found that students’ perception of closeness to their teachers had a positive impact on the average number of days they were visiting the app (ie, +1.162 days; \(P = .03\)). In addition, it was found that the personality traits conscientiousness (+1.444 days; \(P = .02\)) and openness to experience (+1.398; \(P = .09\)) had a positive impact on the number of days students checked the app, although the impact of the latter personality trait was not significant. Finally, it was found that the personality trait extraversion had a negative impact on the number of days students were visiting the app (ie, −0.743 days; \(P = .03\)).

**Impact on the Average Number of Unique Activities**

To analyze the impact of individual factors on the average number of unique activities performed by participants, the model selection procedure selected a final model with three predictors. In particular, it was found that the students’ perception of closeness to their teachers had a positive impact on the number of unique activities they performed (ie, +0.095 activities; \(P = .002\)). On the other hand, it was also found that the students’ perception of closeness to their peers had a negative impact on the number of unique activities they performed (ie, −0.103 activities; \(P = .002\)). Finally, it was found that the students’ perception of the relevance of the prescribed activities had a positive impact on the number of unique activities they performed (ie, +0.047 activities; \(P = .05\)).

**Discussion**

**Principal Findings**

The aim of this study is to evaluate the implementation of social comparison (ie, either fostering intra- or intergroup comparisons)
that is most effective in engaging preadolescent students in a health promotion campaign. Overall, our results indicated that students seem to monitor the intergroup competitions (ie, SCS2 and SCS3) more closely than the intragroup competition (ie, SCS1), as they, on average, checked the mHealth app more often when engaged in team-based comparisons. This result supports our hypothesis that an intergroup competition, with both its collaborative and competitive aspects, can better sustain engagement of students with an mHealth intervention than an intragroup competition, which involves only competitive aspects. In an intergroup competition, active players are more likely to discuss the position of their class on the leaderboard and encourage other class members to engage in the competition, as their own success (ie, winning the competition) depends on the performance of their class members. On the other hand, in an intragroup competition, it would have actually been beneficial for a student to be the only active player, as only the absolute winner would receive a small gift. Therefore, active players in the intragroup competition had no incentive to encourage other players to engage in the competition. Finally, the number of competitors was lower in the intergroup competitions than in the intragroup competition, which may have intensified the competition (ie, according to the N effect [21,22]).

In addition, it was found that students did, on average, complete (significantly) more unique activities in SCS2 (compared with SCS1 and SCS3). However, students in SCS3 completed fewest unique activities on average, whereas we expected that SCS3 would trigger, on average, the highest adoption of healthy routines, as we had introduced an additional comparative element in this setting (ie, by explicitly highlighting the performance of teachers).

In summary, we found that students adopted the most healthy routines in an intergroup competition and the fewest healthy routines in an intragroup competition. As a result, it is difficult to explain the difference between SCS2 and SCS3 based on the number of competitors or incentive structure because these were similar in both cases. However, this unexpected result may be explained by other factors. On the one hand, this result may be explained by the locked variable educational level. As we had to select a randomized block approach (ie, based on students’ educational level) to distribute our treatments and given that the majority of our data were collected in the first wave (eg, due to increasing dropout over time), the crossover study design may not have prevented that the impact of a certain treatment is bound to a specific educational level.

On the other hand, the difference between the average number of unique activities that students performed in SCS2 and SCS3 may be explained by examining the teacher’s performance in more detail; a plausible interpretation is that an intergroup competition, in which students cooperate with their mentoring teachers to beat other classes, requires actual involvement of the same mentoring teachers. The discrepancy between SCS2 and SCS3 may then be explained by the fact that teachers completed (significantly) more unique activities, on average, in SCS2 than in SCS3 and SCS1. The fluctuations in the number of activities teachers performed were not controlled for; however, in a social comparative setting where students are likely to draw inspiration from their teacher’s actions [20], these coincidences can have an effect. By coincidence, teachers did not perform many activities in SCS1. Still, in this intragroup competition, students were probably sufficiently motivated by other active students to perform the healthy routines. It so happened that teachers were also passive in setting SCS3; although in this intergroup setting, their behavior probably demotivated students (who depended on them to pull up the class average and inspire other passive students in their class).

Furthermore, when evaluating the individual factors that have influenced students’ engagement levels, it was found that students’ perception of closeness to their teachers had a positive impact on the average number of days they were visiting the app and the average number of unique activities they completed. It is likely that students who feel closer to their teachers participate more actively because their teachers have especially invited them to participate. This result supports the claim that teachers potentially serve as positive role models for students [14].

On the other hand, it was also found that students’ perception of closeness to their peers had a negative impact on the number of unique activities they performed. Furthermore, in accordance with the findings of Beach and Tesser [25], it was found that students’ perception of the relevance of the prescribed activities had a positive impact on the average number of unique activities students performed. It was also found that the personality trait conscientiousness had a positive impact on the average number of days students checked the mHealth app. However, in contrast to the findings of Buunk and Gibbons [33], it was found that the personality trait openness to experience actually had a positive impact on the average number of unique activities students performed. It was also found that the personality trait extraversion had a positive impact on the average number of days students students checked the app. This may be explained by the context in which our study was executed; the health promotion campaign was advertised as a rather alternative form of education and is, therefore, likely perceived by students as something new. Finally, it was found that the personality trait extraversion had a negative impact on the number of days students were visiting the app. The negative impact of extraversion on students’ engagement may be explained by the observation that extraverts are more easily bored [36] and, therefore, quit the mHealth intervention earlier than introverts.

Finally, it must be noted that engagement levels with the intervention dropped faster over time than expected. The spring break seemed to have a dramatic impact on students’ engagement levels. In addition, teachers seemed to have been unable to drag their students’ attention back to the health promotion campaign after the holiday period, although their role was implied to be important in raising campaign awareness.

**Limitations**

This study did not actively control fluctuations in the engagement levels of teachers (eg, the number of activities they performed). The diverse behavior of teachers has likely
influenced the engagement levels of students to some extent. In addition, as the focus of this study was on students’ engagement, teachers did not fill out the posttest survey, which means that no qualitative data were collected on how they perceived the different treatments. Finally, no data were recorded on the number of reviews of the app’s leaderboard teachers had actually hosted during plenary class settings.

Furthermore, although students did fill out the posttest survey, the degree of social relationships between the students was unclear at the start of the experiment. As a result, we could not assess what preadolescents were befriended, what students were most popular, and what teachers were beloved. Potentially, this analysis could have helped to target the most influential subjects and drag their attention back to the health promotion campaign after the spring break. Presumably, the most influential subjects could have also triggered the others to continue active participation.

Another weakness of this study is that social comparison was not studied in complete isolation (eg, some external rewards were provided as well). We kept the additional incentives stable across the treatment groups. Still, it is interesting to evaluate social comparison without any other incentives (eg, without the small gifts that were distributed in this study) to obtain a better estimate of the true impact social comparison has on engagement levels with an mHealth app.

Similarly, this study evaluated the impact of our intervention on a particular target group (ie, preadolescents) within a specific context (ie, the school environment). It is likely that the results will translate to other audiences and contexts because social comparison and its derivatives are universal processes [6-8]; however, it remains unclear what its impact on health behavior would be in different settings.

**Future Work**

A follow-up study should control the engagement levels of teachers (eg, by controlling the number of activities they perform) to analyze the exact impact of either passive or active teachers in intragroup and intergroup competitions. Further research is also needed to evaluate whether teachers are sufficiently strong positive role models for preadolescents. It has been demonstrated that social media influencers can serve as alternative role models by, for example, enhancing the dissemination of public health messages [37]. Therefore, a follow-up study could potentially benefit from social media influencer involvement. Finally, future studies may have students create their own teams (eg, in intergroup competitions). It was observed that people interact with different social networks (eg, a network of people for physical interaction and a network of people for sharing web-based messages) [38]. It would be interesting to investigate what type of network (ie, social comparative setting) is most effective in promoting the adoption of health routines among preadolescents.

Finally, we encourage studies evaluating persuasive strategies other than social comparison in this target population, such that we can compare the impact of individual behavior change techniques on preadolescents. We suggest that scholars should also conduct these studies within a relatively safe environment for preadolescents, such as their high schools. Although mHealth tools are deployed to promote something good in its users (ie, a person’s health), the persuasive nature of behavior change techniques may potentially threaten an individual’s freedom of conduct. Ethical guidelines for developing moral mHealth tools for preadolescents are still in their infancy. Dedicated research within the ethics community is trying to answer questions on the moral aspects of the development of mHealth tools [39], and guidelines for developing moral artificial intelligence interventions are emerging [40], which may also apply to specific mHealth interventions. We welcome additional ethical guidelines for the development of mHealth tools and the execution of empirical studies to evaluate these tools.

**Conclusions**

When using social comparison to engage preadolescents in a health promotion campaign using an mHealth tool, an intergroup competition—rather than an intragroup competition—can increase preadolescents’ passive engagement with mHealth apps. However, an intergroup competition, as compared with an intragroup competition, does not necessarily result in preadolescents performing more unique activities on average. The active involvement of a role model (eg, a teacher) can influence the average number of unique activities preadolescents perform in an intergroup setting. For example, if the role model is active, preadolescents seems more likely to actively participate as well, because preadolescents are likely to draw inspiration from the actions of their role models. Moreover, preadolescents’ perception of closeness to their role model seems to amplify this effect.

From this study, it is concluded that HPS interventions can use social dynamics to engage preadolescent students in healthier routines. However, additional behavior change strategies seem necessary to sustain students’ engagement over time. In this process, an especially important role seems reserved for the teachers who serve as role models for their students and can potentially inspire them if they are actively involved in the HPS intervention themselves as well.
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Abstract

Background: Distraction-based therapies, such as virtual reality (VR), have been used to reduce pain during acutely painful procedures. However, distraction alone cannot produce prolonged pain reduction to manage sustained postoperative pain. Therefore, the integration of VR with other pain-reducing therapies, like guided relaxation, may enhance its clinical impact.

Objective: The goal of this pilot study was to assess the impact of a single guided relaxation–based VR (VR-GR) session on postoperative pain and anxiety reduction in children. We also explored the influence of pain catastrophizing and anxiety sensitivity on this association.

Methods: A total of 51 children and adolescents (7-21 years) with postoperative pain and followed by the Acute Pain Service at Cincinnati Children’s Hospital were recruited over an 8-month period to undergo a single VR-GR session. Prior to VR, the patients completed 2 questionnaires: Pain Catastrophizing Scale for Children (PCS-C) and the Child Anxiety Sensitivity Index (CASI). The primary outcome was a change in pain intensity following the VR-GR session (immediately, 15 minutes, and 30 minutes). The secondary outcomes included changes in pain unpleasantness and anxiety.

Results: The VR-GR decreased pain intensity immediately ($P<.001$) and at 30 minutes ($P=.04$) after the VR session, but not at 15 minutes ($P=.16$) postsession. Reductions in pain unpleasantness were observed at all time intervals ($P<.001$ at all intervals). Anxiety was reduced immediately ($P=.02$) but not at 15 minutes ($P=.08$) or 30 minutes ($P=.30$) following VR-GR. Patients with higher CASI scores reported greater reductions in pain intensity ($P=.04$) and unpleasantness ($P=.01$) following VR-GR. Pain catastrophizing was not associated with changes in pain and anxiety.

Conclusions: A single, short VR-GR session showed transient reductions in pain intensity, pain unpleasantness, and anxiety in children and adolescents with acute postoperative pain. The results call for a future randomized controlled trial to assess the efficacy of VR-GR.

Trial Registration: ClinicalTrials.gov NCT04556747; https://clinicaltrials.gov/ct2/show/NCT04556747
KEYWORDS

virtual reality; guided relaxation–based virtual reality; pain; anxiety; acute pain; postoperative pain; pediatrics

Introduction

Ineffective postoperative pain management, defined as surgery-related pain resulting from tissue injury and muscle spasm, has long-term consequences, including increased morbidity, poorer physical functioning, longer recovery, and increased costs [1]. Despite the widespread use of multimodal analgesia, pediatric postoperative pain remains difficult to manage [2], increasing the risk of persistent postoperative pain [3]. Studies of pediatric postoperative patients identified a 20% incidence of persistent pain beyond that expected from surgery [4]. While 80% of the patients included in this study recovered within 1 month, 20% reported reduced quality of life [4].

Although multimodal analgesia protocols focus on regional analgesia and nonopioid medications, opioid usage remains ubiquitous in pain management. Children and adolescents are at particular risk of long-term opioid abuse—as few as 5 days of use increases this risk [5]. A study of opioid-naïve pediatric surgical patients found persistent opioid use in 4.8% of adolescents versus 0.1% in a matched, nonsurgical cohort [3]. Other studies found that more than 25% of patients transitioned to chronic opioid consumption [6].

There remains a critical need for novel, nonpharmacologic pain management strategies, like virtual reality (VR). VR provides an immersive, multisensory, 3D environment that modifies the experiences of reality and creates a “sense of presence.” This “sense of presence” makes VR an excellent distraction-based therapy [7]. The use of distraction–based VR (VR-D) has been used to reduce pain in acute procedural, postoperative, and labor pain management by redirecting attention (eg, distraction) [8-14]. These transient reductions are sufficient for short-term reductions in pain, but they are not sufficient to treat prolonged acute pain experiences [15,16], including postoperative pain.

Alternative interventions utilizing traditionally delivered mind body–based therapies, like relaxation and slow breathing, reduce anxiety and pain in children undergoing surgery [17]. Combining these traditional mind-body therapies with VR, like guided relaxation–based VR (VR-GR), opens new possibilities for multimodal analgesia that may impact postoperative pain management and elevates VR therapy beyond simple distraction alone.

This study aimed to pilot the use of a single session of VR-GR in children after surgery to assess the association between VR-GR and pain intensity in addition to exploring the effect of pain catastrophizing and anxiety sensitivity on this association. We further assessed the association between VR-GR and reductions in pain unpleasantness and anxiety. We hypothesized that one VR-GR session would be associated with transient reductions in pain intensity, pain unpleasantness, and anxiety, with the greatest within-patient changes in children having high baseline pain catastrophizing and anxiety sensitivity.

Methods

A single-center, prospective, pilot study in a broad pediatric postoperative population experiencing moderate to severe pain was designed to preliminarily assess the correlation between a single VR-GR session and reductions in acute postoperative pain and anxiety, to explore the association between these within-patient changes and pain catastrophizing and anxiety sensitivity, and to show the feasibility of using this technology in a postoperative setting (Figure 1). Additionally, the study results will assist in developing a randomized controlled trial comparing the efficacy of VR-GR to active control, and will help in providing the preliminary effect data to assist with sample size determination.

Patients

The study recruited 51 children and adolescents who underwent surgery and were followed by the Acute Pain Service at Cincinnati Children’s Hospital Medical Center between July 2019 and March 2020. The study was approved by the Institutional Review Board (IRB #2018-2892) and conducted per the rules and regulations for ethical research. It was registered with ClinicalTrials.gov on September 21, 2020 (NCT04556747). A written consent (and assent for patients >11 years) was obtained from all participants and the study adhered to the CONSORT (Consolidated Standards of Reporting Trials) guidelines. The patients were recruited and enrolled in the study after surgery following hospital admission, and they were not compensated for participation.
Patients were suitable for recruitment if the Acute Pain Service was managing their pain. The patients managed by the Acute Pain Service experience high postoperative pain unmanageable solely by the surgery team. These patients necessitate multimodal analgesia and management with patient-controlled analgesia (PCA) and regional or neuraxial analgesia.

**Inclusion Criteria**

The eligibility criteria for inclusion were: 7-21 years old; able to read, speak, and write English; and undergone surgery resulting in significant postoperative pain necessitating care by the Acute Pain Service.

**Exclusion Criteria**

Patients were excluded if they did not fall within the age criteria; unable to read, speak, or write English; had a history of developmental delay, neurological conditions (seizure disorder, vertigo, dizziness, or significant motion sickness/nausea/vomiting), or uncontrolled psychiatric conditions; or had head or neck surgery that precluded the use of VR.

**Patient Information**

Prior to the VR-GR session, we collected the patient’s age, sex, race, surgery type, and American Society of Anesthesiologists (ASA) status. The ASA status is a 6-category classification system that assesses a patient’s general health before surgery; the sickness of a patient increases with the category number. Class I and II are healthy or have mild/moderate systemic disease; class III and IV patients have severe disease that may limit activity or threaten life.

**Measures**

The primary outcome was the change in pain intensity after VR-GR. Secondary outcome measures included changes in pain unpleasantness and anxiety.

**Pain Intensity, Pain Unpleasantness, and Anxiety**

Pain intensity, pain unpleasantness, and anxiety were measured before and after the VR-GR sessions using the numerical rating scale (NRS) [18]. A script was used to explain the difference between pain intensity and pain unpleasantness. Pain was described as analogous to listening to music on the radio: pain intensity as the music volume and pain unpleasantness as how much the patient disliked the music [19]. The patients rated symptom severity from 0 to 10 (0=nonexistent, 10=most severe) for each measure.

**Pain Catastrophizing**

The Pain Catastrophizing Scale for Children (PCS-C), a validated, self-reported questionnaire assessing pain catastrophizing tendencies [20,21], was completed before the VR-GR session. The survey was completed on an iPad by the patient directly into a REDCap database. All but one patient, who required that the survey be read to him or her, completed the survey independently. The patients used a 5-point Likert scale to rate 13 items assessing rumination, magnification, and helplessness related to thoughts about pain. The summary scores were interpreted as low=0-14, moderate=15-25, and high >26 [21]. Internal reliability in the sample was high (Cronbach α=.92).

**Anxiety Sensitivity**

The Child Anxiety Sensitivity Index (CASI) questionnaire was completed before the VR-GR as described above. The CASI has been used in VR studies in adolescents aged 10-21 years [12], validated in children, and is an 18-item survey that measures how patients perceive anxiety symptoms [22]. The total scores range from 18-54 [22], and the sample’s internal reliability was good (Cronbach α=.86). Both surveys took less than 5 minutes to complete.

**Patient Experience**

Patient experience was measured with the study team–generated questionnaire. The participants ranked how much they agreed with statements on a 4-point Likert scale. The parent(s) of the participants were asked to fill out a similar survey to understand their perspective of the VR experience. The surveys, included as Multimedia Appendices 1 and 2, were completed independently on an iPad and entered directly into REDCap; 1 patient required that the survey be read aloud for completion. The surveys took less than 5 minutes to complete.

**VR Device and Content**

All patients used the Starlight Xperience VR device, a commercially available headset supplied by the Starlight Children’s Foundation (Figure 2). It is a customized version of the Lenovo Mirage Solo with Daydream VR headset. The integrated headphones deliver audio content, and the patients interact and navigate within the VR environment using head movements and a handheld controller. The patients used the “Mindful Aurora” guided relaxation–based application to learn slow breathing and relaxation, an application developed by the Stanford CHARIOT (Childhood Anxiety Reduction through Innovation and Technology) program (Figure 3). The users were “transported” to an alpine meadow in the virtual world, where a 10-minute relaxation narrative teaches focused, slow, and paced breathing.
Figure 2. A child wearing a Starlight Xperience headset.

Figure 3. A snapshot of the Mindful Aurora application.
Procedures

The patient visits occurred on postoperative day (POD) 1 or 2. After determining eligibility and obtaining consent, the patients completed the PCS-C and CASI questionnaires and rated their baseline pain intensity, pain unpleasantness, and anxiety levels on the NRS.

Following these assessments, the patients were oriented to the VR headset and given a tutorial on the device application. They were instructed to remove the headset for discomfort, nausea, or dizziness. After completing the 10-minute session (based on the standard duration of relaxation sessions), the VR device was removed. Pain intensity, pain unpleasantness, and anxiety were recorded immediately, at 15 minutes, and at 30 minutes after the experience. The patients and parents then completed the experience questionnaires.

Statistical Analysis

All statistical analyses were performed using SAS 9.4 (SAS Institute). A $P$ value of .05 was the cutoff value for statistical significance. Additionally, statistical significance with the Bonferroni adjustment for multiple comparisons for the primary outcome (change from the baseline pain intensity at three time-points after VR-GR) was assessed. The first-order autoregressive, AR(1), covariance structure was used in all the mixed-effects models. The missing data were examined, and all available data were used in statistical analyses.

Descriptive Analysis

Descriptive statistics were calculated for all baseline variables and change from the baseline for outcome variables. Mean (SD) and median (IQR) were used for the continuous variables, while frequency and percentage were used for the categorical variables.

Changes in Pain and Anxiety Following VR-GR

Pain intensity, unpleasantness, and anxiety after the VR-GR session were compared to the baseline within each patient using paired tests ($t$ test or signed-rank, as appropriate) at individual time points. The changes from baseline were analyzed with mixed-effects models where time intervals (immediately, 15 minutes, or 30 minutes after VR-GR), pain catastrophizing, and anxiety sensitivity were used as the categorical fixed effects.

Associations in Baseline Outcomes

The Pearson or Spearman correlation coefficients were derived to test the association between the traits (pain catastrophizing and anxiety sensitivity) and outcomes (pain intensity, pain unpleasantness, and anxiety).

Impact of Psychological Factors on Changes in Pain and Anxiety

Mixed-effects models were used to examine the association of PCS-C and CASI on the changes from the baseline of pain intensity, pain unpleasantness, and anxiety, where time intervals (immediately, 15 minutes, or 30 minutes after the VR-GR) were used as the categorical fixed effect.

Results

Participant Characteristics

We enrolled 51 patients over 8 months. All patients completed pain and anxiety assessments at baseline and immediately following VR-GR; 100% (n=51) completed the pain assessment at 15 minutes, and 98% (n=50) completed the anxiety assessment at 15 minutes; and 88% (n=45) completed the assessments at 30 minutes following VR-GR. The patients did not receive any analgesic medications during participation in the study. Missing data resulted from limitations in the clinical environment, including patients undergoing imaging studies, receiving care from the care team, or falling asleep.

The patients were primarily adolescent, male, and Caucasian (Table 1). Of the 51 patients recruited, 19 (37.3%) underwent abdominal surgery, 21 (41.2%) underwent Nuss repair of pectus excavatum or chest surgery, and 11 (21.6%) underwent orthopedic procedures (such as posterior spinal fusion or major hip surgery). Half of the recruited patients were ASA status I/II or III/IV. The patients reported moderate pain intensity, unpleasantness, and mild anxiety levels before the VR-GR (Table 1).

Patients had moderate pain catastrophizing and average anxiety sensitivity [21]. Furthermore, higher PCS-C scores were associated with higher baseline anxiety (Spearman $\rho=0.41$, $P<.001$) (Table 2).

Pain catastrophizing and anxiety sensitivity were not associated with changes in pain intensity or pain unpleasantness.
Table 1. Demographic, survey, and medical data from study participants (N=51).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>14.6 (3.2)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>32 (63)</td>
</tr>
<tr>
<td>Female</td>
<td>19 (37)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>41 (80)</td>
</tr>
<tr>
<td>Non-Caucasian</td>
<td>10 (20)</td>
</tr>
<tr>
<td>Surgery type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Pectus/chest</td>
<td>21 (41)</td>
</tr>
<tr>
<td>Abdominal</td>
<td>19 (37)</td>
</tr>
<tr>
<td>Orthopedic</td>
<td>11 (22)</td>
</tr>
<tr>
<td>ASA&lt;sup&gt;a&lt;/sup&gt; physical status, n (%)</td>
<td></td>
</tr>
<tr>
<td>I/II (healthy, mild systemic disease)</td>
<td>24 (47)</td>
</tr>
<tr>
<td>III/IV (severe or life-threatening disease)</td>
<td>24 (47)</td>
</tr>
<tr>
<td>Baseline NRS&lt;sup&gt;b&lt;/sup&gt; scores, n (%)</td>
<td></td>
</tr>
<tr>
<td>Pain intensity (0-10)</td>
<td>5.11 (1.74)</td>
</tr>
<tr>
<td>Pain unpleasantness (0-10)</td>
<td>5.73 (2.30)</td>
</tr>
<tr>
<td>Anxiety (0-10)</td>
<td>2.05 (2.50)</td>
</tr>
<tr>
<td>Psychological factors, n (%)</td>
<td></td>
</tr>
<tr>
<td>Catastrophizing (PCS-C&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>21.6 (11.0)</td>
</tr>
<tr>
<td>Anxiety sensitivity (CASI&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>31.2 (3.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ASA: American Society of Anesthesiologists; ASA status was not collected on three (n=3) patients.

<sup>b</sup>NRS: numerical rating scale.

<sup>c</sup>PCS-C: Pain Catastrophizing Scale for Children.

<sup>d</sup>CASI: Child Anxiety Sensitivity Index.

Table 2. The Spearman correlation between baseline numerical rating scale (NRS) scores and surveys.

<table>
<thead>
<tr>
<th>Baseline NRS</th>
<th>Pain catastrophizing (PCS-C&lt;sup&gt;c&lt;/sup&gt;)</th>
<th>P value</th>
<th>Anxiety sensitivity (CASI&lt;sup&gt;d&lt;/sup&gt;)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain intensity</td>
<td>0.19</td>
<td>.17</td>
<td>–0.09</td>
<td>.55</td>
</tr>
<tr>
<td>Pain unpleasantness</td>
<td>0.17</td>
<td>.23</td>
<td>0.06</td>
<td>.67</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.41</td>
<td>.003</td>
<td>0.25</td>
<td>.07</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCS-C: Pain Catastrophizing Scale for Children.

<sup>b</sup>CASI: Child Anxiety Sensitivity Index.

Primary Outcome: Pain Intensity

VR-GR was associated with a small reduction in pain intensity (Figure 4A, Table 3). The Wilcoxon signed-rank test showed that pain intensity decreased immediately (median –1.0, IQR –2.0 to 0, P<.001) following the VR-GR session and remained significant at 15 minutes (median 0, IQR –1.0 to 0.50, P=.03), and at 30 minutes (median 0, IQR –1.5 to 0, P=.02) (Table 3).
Figure 4. Changes in pain intensity, pain unpleasantness, and anxiety numerical rating scale (NRS) scores at baseline, immediately, 15 minutes, and 30 minutes. (A) The Wilcoxon signed-rank test showing the VR-GR correlation with pain intensity: immediately (median –1.0, IQR –2.0 to 0, \(P<.001\)); at 15 minutes (median 0, IQR –1.0 to 0.50, \(P=.03\)); at 30 minutes (median 0, IQR –1.5 to 0, \(P=.02\)). (B) The Wilcoxon signed-rank test showing the VR-GR correlation with pain unpleasantness: immediately (median –2.0, IQR –3.0 to 0, \(P<.001\)); at 15 minutes (median –1.0, IQR –2.0 to 0, \(P<.001\)); and at 30 minutes (median –1.0, IQR –3.0 to 0, \(P<.001\)). (C) The Wilcoxon signed-rank test showing an association between the VR-GR and anxiety: immediately (median 0, IQR –1.0 to 0, \(P<.001\)); at 15 minutes (median 0, IQR –1.0 to 0, \(P=.01\)); at 30 minutes (median 0, IQR –1.0 to 0, \(P=.17\)).
Table 3. Mean (SD) and median (IQR) changes in pain intensity, pain unpleasantness, and anxiety numerical rating scale (NRS) scores following the guided relaxation–based virtual reality (VR-GR). The Wilcoxon signed-rank test was used to compare the changes.

<table>
<thead>
<tr>
<th>NRS outcome following the VR-GR</th>
<th>N</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pain intensity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediately</td>
<td>51</td>
<td>−1.1 (1.1)</td>
<td>−1 (−2.0 to 0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15 minutes</td>
<td>51</td>
<td>−0.4 (1.5)</td>
<td>0 (−1.0 to 0.5)</td>
<td>.03</td>
</tr>
<tr>
<td>30 minutes</td>
<td>45</td>
<td>−0.5 (1.8)</td>
<td>0 (−1.5 to 0)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Pain unpleasantness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediately</td>
<td>51</td>
<td>−1.6 (1.6)</td>
<td>−2 (−3.0 to 0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15 minutes</td>
<td>51</td>
<td>−1.1 (1.9)</td>
<td>−1 (−2.0 to 0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30 minutes</td>
<td>45</td>
<td>−1.4 (1.9)</td>
<td>−1 (−3.0 to 0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immediately</td>
<td>51</td>
<td>−0.8 (1.4)</td>
<td>0 (−1.0 to 0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15 minutes</td>
<td>51</td>
<td>−0.6 (1.7)</td>
<td>0 (−1.0 to 0)</td>
<td>.01</td>
</tr>
<tr>
<td>30 minutes</td>
<td>45</td>
<td>−0.4 (1.7)</td>
<td>0 (−1.0 to 0)</td>
<td>.17</td>
</tr>
</tbody>
</table>

**Secondary Outcomes**

**Pain Unpleasantness**

VR-GR was also associated with a change in pain unpleasantness (Figure 4B). The Wilcoxon signed-rank test (Table 3) revealed that pain unpleasantness decreased immediately following VR-GR (median −2.0, IQR −3.0 to 0, P<.001), and remained significantly decreased at 15 minutes (median −1.0, IQR −2.0 to 0, P<.001), and at 30 minutes (median −1.0, IQR −3.0 to 0, P<.001) following VR-GR.

**Anxiety**

We also found an association between VR-GR and anxiety (Figure 4C). The Wilcoxon signed-rank test (Table 3) revealed anxiety decreased from the baseline to immediately following VR-GR (median 0, IQR −1.0 to 0, P<.001); it remained lower at 15 minutes (median 0, IQR −1.0 to 0, P<.001) but not at 30 minutes.

**Association Between Psychological Factors and Changes in Outcomes From the Baseline**

We used a series of adjusted, mixed-effects models to observe the correlation between psychological factors and changes in the baseline outcomes. It was observed that anxiety sensitivity levels were associated with greater reductions in pain intensity (β=−.06, SE 0.03, P=.01) and pain unpleasantness (β=−.09, SE 0.04, P=.01). Pain catastrophizing was not associated with changes in pain and anxiety following VR-GR (Table 4).

Table 4. Association between psychological factors and changes in pain intensity, pain unpleasantness, and anxiety numerical rating scale (NRS) scores following the guided relaxation–based virtual reality (VR-GR).

<table>
<thead>
<tr>
<th>Change from the baseline following the VR-GR</th>
<th>Beta (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain intensity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain catastrophizing (PCS-C)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−0.0001 (0.01)</td>
<td>.99</td>
</tr>
<tr>
<td>Anxiety sensitivity (CASI)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.04 (0.02)</td>
<td>.06</td>
</tr>
<tr>
<td>Pain unpleasantness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain catastrophizing (PCS-C)</td>
<td>0.01 (0.02)</td>
<td>.50</td>
</tr>
<tr>
<td>Anxiety sensitivity (CASI)</td>
<td>−0.05 (0.03)</td>
<td>.08</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain catastrophizing (PCS-C)</td>
<td>−0.02 (0.02)</td>
<td>.25</td>
</tr>
<tr>
<td>Anxiety sensitivity (CASI)</td>
<td>−0.06 (0.03)</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCS-C: Pain Catastrophizing Scale for Children.<br>
<sup>b</sup>CASI: Child Anxiety Sensitivity Index.

When assessing the association between changes from the baseline and covariates, we found that the Caucasian patients had a smaller decrease in pain unpleasantness from the baseline than the non-Caucasian participants—difference in least squares mean (LSM=1.20, 95% CI 0.11-2.28, P=.03). Additionally, the older participants had a smaller decrease in pain intensity (β=.12, SE 0.05, P=.03) than the younger patients. No other variables (ASA, POD, or race) were associated with changes in outcomes.
Satisfaction With VR

The patients reported a very positive VR experience. Overall, 96% of children would recommend VR to friends and family, and most (n=45, 88%) believed they felt “calmer and less anxious after having used VR” and that VR “made it easier for (them) to tolerate (their) pain.” Parents reported a similar positive overall experience when asked the same questions. The parents (n=44, 100%) who completed the questionnaire would recommend VR; 93% (n=41) believed that VR made their child calm, and 84% (n=37) believed that VR helped their child tolerate pain. No patient experienced any self-reported side effects during the VR session.

Discussion

Principal Findings

VR-GR may be beneficial in pediatric postoperative pain management. Our pilot study assessed the association between a single VR-GR session delivered after surgery and changes in pain intensity, pain unpleasantness, and anxiety in children and adolescents with acute pain following surgery. The most significant changes were observed for pain unpleasantness, with lesser reductions in pain intensity and anxiety. More considerable reductions in pain intensity and unpleasantness after VR-GR were associated with higher anxiety sensitivity. Pain catastrophizing did not appear to be associated with changes in these outcomes. The qualitative assessments suggested that the patients had positive experiences with VR-GR with no reported side effects.

Although pain management strategies increasingly incorporate multimodal analgesia, the percentage of patients experiencing severe postoperative pain did not change in the last 20 years [2]. Besides prolonged pain, children are also at risk of persistent opioid use after surgery; opioid exposure after surgery can confer nearly a 50-fold increase in opioid use [3]. It was reported that more than 25% of children with chronic pain transitioned to chronic opioid use after using opioids for surgery-associated pain [6].

Few studies have used VR for acute postoperative pain in adults [23], and none have used it to help manage pain in children after surgery. Most VR studies use distraction–based VR (VR-D) to reduce pain temporarily by redirecting attention [7,9,10,13]. Without VR, distraction alone provides little pain management benefit [24], with no significant lasting impact on pain [15]. The improved efficacy of VR-D to temporarily reduce pain versus distraction alone may be due to the immersion with VR [23]. Although VR-D is more effective than distraction alone, its use is limited. Incorporating VR with other pain-reducing strategies, like guided relaxation, may promote sustained pain relief beyond the temporary impact of distraction [16].

Mind-body therapies, like relaxation and guided imagery, decrease anxiety and help manage pain in children undergoing surgery [17]. Unfortunately, their integration into postoperative clinical care is fraught with challenges, including access to care, high cost, and provider availability. As a result, the use of these therapies is minimal even at a tertiary care institution like ours, besides their inability to engage children. Using VR to deliver these therapies can increase accessibility and enhance acceptability in children versus methods without VR, making this therapy more engaging and relevant. Importantly, VR and mind-body therapies have very little side effects, a significant advantage over traditional pharmacologic interventions.

This study was the first to integrate a mind-body therapy with VR to help pediatric postoperative pain. The study’s goals were to preliminarily assess the use of VR-GR to decrease acute postoperative pain and anxiety and determine whether pain catastrophizing and anxiety sensitivity influence the VR-GR effect in a broad pediatric population. The “Mindful Aurora” application taught patients to slow down their breathing and relax. A single VR-GR session was associated with immediate, acute changes in pain intensity, pain unpleasantness, and anxiety. Reductions in pain unpleasantness were observed at all intervals (immediately, 15 minutes, and 30 minutes following VR-GR). Anxiety reduced immediately and at 15 minutes following VR-GR. An association was observed between higher CASI scores and greater reductions in pain intensity and unpleasantness following VR-GR; however, such an association was absent with pain catastrophizing.

Limitations

This study had several limitations. The study design did not include a control group, which restricted us from determining a causal relationship between the use of VR-GR and pain and anxiety reduction. It is possible that interaction with the study team could influence changes in pain and anxiety. Additionally, we did not collect data on analgesic use in the study population or standardize the timing of the postoperative visit. This study was designed to test the feasibility of the VR-GR technology, obtain pilot data in children hospitalized after surgery, and assess a possible association between VR-GR and pain and anxiety reduction. The results of this study support the need to conduct a randomized controlled efficacy trial comparing the use of VR-GR to active control, data collection on the timing and use of all analgesic medications, and standardizing the timing of the VR-GR sessions. The study used a single, short VR session in the postoperative period. Although we saw small changes in pain intensity, pain unpleasantness, and anxiety, these changes did not reach any clinical significance. Previous literature report that a reduction in pain intensity of 2 or more points on the NRS or a 30% reduction in pain is considered clinically significant [25]. We recognize that a single session is unlikely to produce a large and sustained effect, and we will pursue further clinical studies using repeated sessions to determine the impact on these outcomes. Finally, the potential bias when self-reporting pain scores could have produced lower self-reported pain and anxiety scores following the VR-GR session. This will be addressed in future studies by including a control group.

Conclusions

To summarize, our study demonstrates the successful use of VR-GR in children after surgery. A single VR-GR session was associated with transient decreases in pain and anxiety. Future research is needed to investigate the effect of VR-GR in reducing pain and anxiety in the postoperative setting compared to a control.
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Abstract

Background: Public stigma in mental health often brings various adverse effects on people with mental illness. Researchers have been developing different interventions in combating public stigma.

Objective: This study investigates the effects of immersive virtual reality (IVR) in reducing the public stigma of mental illness using a single-blinded randomized control trial.

Methods: A pre-post experimental design with a 1-week follow-up was conducted. Participants (N=206) were recruited through the mass mail system of The Chinese University of Hong Kong and randomized into 3 conditions: immersive animation, text, and control. In the immersive animation condition (n=72), participants experienced the simulation of daily life and the stigma experienced as an animated story protagonist with mixed anxiety and depressive disorder with IVR. In the text condition (n=65), participants experienced an identical story to the immersive animation condition with first-person audio narration using the same virtual reality headset. In the control condition (n=69), participants watched a video about planets with IVR. All participants received interventions with a researcher-assisted Oculus Go virtual reality headset. Participants’ public stigma was measured through self-administered online questionnaires and compared across conditions and at different time points using repeated measures analysis of variance. Simple and sequential mediation analyses on the relationship of condition (immersive animation vs text) and follow-up public stigma with possible mediators, including sense of embodiment and story transportation, were conducted using PROCESS.

Results: Public stigma did not differ significantly across conditions at pre-experiment (P>.99). In the immersive animation and text conditions, public stigma was significantly reduced at post-experiment and at the 1-week follow-up compared to pre-experiment (all with P<.001). Immersive animation in the control condition at post-experiment and follow-up remained unchanged compared with pre-experiment (P=.69). Immersive animation had significantly lower public stigma than the control at post-experiment (P=.003) and follow-up (P=.02). Text also had lower public stigma than the control at post-experiment (P=.007) and follow-up (P=.03). However, immersive animation did not significantly differ from text in public stigma at post-experiment and follow-up (both P>.99). In simple mediation models, both sense of embodiment (95% CI –0.22 to 0.46) and story transportation (95% CI –0.18 to 0.00) were not significant mediators. In the sequential mediation model, both sense of embodiment and story transportation were significant sequential mediators. Sense of embodiment was positively associated with story transportation (P<.001), while story transportation was negatively associated with public stigma (P<.001). The indirect effect of the sequential mediation model was significant (95% CI –0.38 to –0.11).

Conclusions: This study provides novel findings and a rigorous comparison in understanding the effects of IVR on public stigma. The findings showed that IVR and text with audio narration performed similarly and significantly in stigma reduction. Sense of embodiment and story transportation were found to be sequentially associated with public stigma reduction.

Trial Registration: Centre for Clinical Research and Biostatistics Clinical Trial Registry CUHK_Ccrb00638; https://www2.ccrb.cuhk.edu.hk/registry/public/632
**Introduction**

**Background**

One of the biggest challenges that people with mental illness face is psychiatric stigma [1,2]. Stigma refers to a phenomenon in which people are socially discredited as a result of their social identity, health condition, or other characteristics deemed “undesirable” by the dominant group [3]. The public’s stereotypical and negative beliefs, prejudicial emotional reactions, and discriminatory responses toward minority or disadvantaged groups in the society are referred to as public stigma [2,4,5]. People endorsing public stigma toward people with mental illness often make negative but inaccurate assumptions about them, including that people with mental illness are violent, dangerous, weak, and childlike [2,6-10]. People with public stigma also tend to negatively label people with mental illness as “them” and regard them as fundamentally different and undesirable to be part of “us” [2,11].

Public stigma often hampers the recovery and reintegration of people with mental illness into society [9,12]. For example, the public who hold prejudice toward people with mental illness as childlike and having mental illness due to weak character may discriminate against them through supporting coercive treatment [13]. The public who find people with mental illness fearful may call for institutional segregation and avoidance [13]. People with mental illness are often deprived of employment opportunities [5,10,14] or are falsely alleged to be involved in violent crimes [2]. Recognizing the existence of public stigma, some people with mental illness may concur and internalize these public views, leading to self-stigma [2,10,15,16]. The “why try” model has illustrated the complex process of how people with mental illness may be aware of, agree with, and apply the stereotypes of mental illness [17]. As a result, self-esteem and self-efficacy are undermined, which yields “why try” responses in pursuit of life goals [17]. People with mental illness may think they are not worthy of attaining life achievements [17] and have reduced help-seeking behavior [1,5,14,16,17]. Regarding these alarming consequences brought by stigma, varied efforts have been advocated to reduce public stigma and empower people with mental illness.

**Prior Work of Combating Public Stigma**

Past efforts in combating public stigma found education and contact between the public and people with mental illness to be the most effective strategies [5,7,18]. Education mainly aims at replacing stigmatizing myths with accurate information and knowledge, and contact attempts to replace negative stereotypes with a positive experience through interpersonal contact on an equal footing [7]. Education and contact significantly led to positive attitudinal change. Among all, contact seemed to yield the most efficacious effect in reducing public stigma, especially for adults [2,5,19].

However, as in vivo contact required presenters to travel to venues and be well trained, it could be tedious and hard to implement widely and frequently [4]. Researchers have therefore investigated the possibilities of using other types of contact [4,20,21]. Filmed contact has been used, and it yielded similar or weaker effects than in vivo contact [4,19-21]. Recently, researchers have begun to investigate the effect of immersive virtual reality (IVR) in reducing public stigma, although this effort is limited [22].

**Reducing Public Stigma With Immersive Virtual Reality**

With technological advancement, IVR becomes a possible option to reduce negative stereotypes and prejudice. IVR allows people to be put into another character by changing their body representation [23-25]. It is done by a process referred to as virtual embodiment, in which individuals can see a virtual body substituting their bodies through a head-tracked head-mounted display [23,24]. Some can even wear body-tracking suits to induce synchronous virtual body movements [24]. Previous research revealed that IVR could successfully induce ownership over bodies and identities of outgroups and significantly reduce negative stereotypes, including reducing implicit racial bias [24] and stigma toward older adults [26]. The public generally regard people with mental illness as different and outgroup members [2,11]. With IVR, participants could have first-person experiences as people with mental illness. They might regard people with mental illness as ingroup members and have lower stigma. With the aids of immersive experience, participants’ identities and perspectives might also be changed more easily and substantially than nonimmersive means. Therefore, this study applies IVR and compares it to a nonimmersive medium to investigate its effects in reducing public stigma toward mental illness.

In previous IVR research related to mental health public stigma, they mainly focused on the simulation of schizophrenic symptoms [22,27]. Instead of reducing stigma, simulation of symptoms through IVR further increased social distance with people with schizophrenia [22]. Simulation of auditory hallucination without using IVR also yielded similar results [27-29]. In these studies, some comparison groups even reduced greater stigma than the simulation conditions [22,29]. Often, the comparison groups highlighted other components than just symptoms, such as feelings, treatments, difficulties, and accomplishments of a person with mental illness [22,29]. Similarly, in the few virtual reality studies, both immersive and nonimmersive, that had successfully reduced public stigma, the simulation condition was either paired with written empathetic tasks [22] or participants could get information more than symptoms [30]. For example, participants could understand symptoms, biographies of people with mental illness, and false negative beliefs in the virtual reality [30]. They were found to
have decreased stereotypes and perceived dangerousness of people with schizophrenia [30].

Therefore, rather than emphasizing symptom simulation, this study took a person-centered approach by simulating the daily life interactions and stigmatized experience of a person with mental illness. We hypothesized that IVR that immersed participants into the everyday living of someone with mental illness could significantly reduce public stigma toward mental illness.

**Hypothesized Mediation Models of Immersive Virtual Reality and Public Stigma**

**Sense of Embodiment as Mediator**

To examine how the IVR might affect public stigma, mediation analyses were also conducted. To expand the proposed idea of IVR changing stigma through virtual embodiment, one proposed mediator was sense of embodiment. It refers to the sensations of being inside, controlling, and having ownership over an artificial body [23]. It is possible because our body schema and the concept of the self are labile [31]. Through mapping the physical body to the virtual body, our body schema can be radically altered to the virtual one [32]. As an avatar’s body can embed different social roles or meanings, our social identities may also be altered accordingly [33]. Previous IVR literature on racial bias had suggested that with sense of embodiment, participants embedded new physical and conceptual identities [33]. Other racial groups might become in-group to the participants, leading to generalization of affective processing and positive evaluation of the race and a reduction in racial bias [33]. Thus, this study hypothesized that sense of embodiment could mediate IVR’s relationship with stigma reduction though changing body schema and social identity.

**Story Transportation as Mediator**

Another proposed mediator was story transportation. It describes how much an individual can be immersed in a story [34,35]. With strong story transportation, readers can have their cognition, affection, and attention dominated by the story [34-37]. Story transportation was suggested to have various effects on belief and stigma change [38-43]. It might reduce cognitive and elaborative activities that resist persuasion [42,43]. It could also elicit broad affective responses that allow participants to be more receptive to belief change [42]. People might also have more vivid mental images that make contents and messages more memorable, leading to a greater intention of belief change [42,43]. A previous empirical study had shown that with story transportation, participants felt related to the story protagonist through reading a written vignette and had that with story transportation, participants felt related to the story protagonist through reading a written vignette and had

**Methods**

**Trial Registration**

This study was approved by the Survey and Behavioral Research Ethics Committee at The Chinese University of Hong Kong (approval reference number: SBRE-18-078). It is registered at The Centre for Clinical Research and Biostatistics Clinical Trial Registry (trial registration number: CUHK_CCRB00638).

**Recruitment**

The study was conducted from January to March 2019. A single-blinded randomized controlled trial was used for this study. According to previous studies that aimed at changing attitudes to outgroup members using IVR, a medium effect size was observed [24]. Meta-analysis showed that video contact and in vivo contact had medium to large effect sizes respectively on changing stigmatizing attitude [19]. With IVR having stronger perceptive stimulation than video contact, but less intense and interactive than in vivo contact, a medium effect size was hypothesized. Assuming a medium effect size ($\eta_p^2=0.06$) with 80% power and a probability of a type I error of 0.05, a total sample size of 141 was needed. Participants were recruited through the mass mail system of The Chinese University of Hong Kong. The purpose of this study and assignment of conditions were concealed until the debriefing session at the end of the entire study. The email and informed consent form only stated that the experiment would be related to IVR. Since the content of the interventions were in Chinese, participants who were 18 years or older and fluent in Chinese were eligible for this study. After completing the pre-experiment questionnaire online, participants who failed to answer attention check questions correctly (eg, “Please choose extremely disagree.”) were excluded to ensure that participants were answering the questions diligently. Participants who failed to provide correct contact information or any available experiment time slots were also excluded. Afterward, each participant was randomly assigned into one of the three conditions: IVR animation (immersive animation), the first-person audio narration of the same story (text), and IVR space control (control). Simple randomization was used with computerized random numbers. Upon signing the consent form online with checkboxes, participants were administered their assigned condition and completed an online postexperiment questionnaire immediately in the experiment room and 1 week after the experiment at home. A total of HK $50$ (US $6.44$) were given to each participant as a remuneration of time after the accomplishment of the experiment. Responses from participants who completed the postexperiment and follow-up questionnaires were analyzed.
Experimental Conditions
All experimental conditions were around 10 minutes long. To avoid any placebo effect and to keep other factors constant, all three conditions were conducted with a researcher-assisted virtual reality headset, Oculus Go (Facebook), which could provide 360° head-tracking IVR with corresponding audio and sound effects. With the exception of the researcher assisting with the operation of the IVR headset at the commencement of the experiment, all presentation of experimental content was automatic with minimal technical support from the researcher to minimize researcher bias. All participants received their assigned condition in a dark room while seated on a swivel chair.

In the immersive animation condition, participants were immersed in an animated story as the female protagonist, Yan, who had mixed anxiety and depressive disorder. In the IVR, Yan’s body would be in the position of the participants’ bodies. Participants would be seeing things from Yan’s perspective (Figure 1). The story started with Yan working at the office. The scene then changed to Yan sitting on a sofa alone at home, where stigma from colleagues and pressure from work and family were illustrated. Afterward, Yan talked to her uncle who was visiting. The uncle was an antagonist who stigmatized and imposed more pressure onto Yan. Yan’s field of view would sink while the uncle talked, and everything else would seem larger and higher to create a sense of inferiority. There were also pop-up messages on the side to illustrate the problematic issues in the uncle’s speech during the conversation (Figure 2). Examples included trivializing experience, attributing all responsibilities to the person, and advice-giving without consideration of appropriateness.

Figure 1. Screenshot of participants seeing the female protagonist’s, Yan’s, body in the immersive animation condition.
In the text condition, participants read the text and listened with audio narration to the same story as the immersive animation condition. Participants still wore the virtual reality headset to avoid any placebo effect. However, they read the story in a textual and 2D format on a white background with black text (Figure 3). To investigate the separate effects of visual inputs in the IVR condition, the first-person voice-over and sound effects in the IVR remained unchanged here and accompanied the text in accordance to the story development. This condition was a conventional medium that provided a rigorous comparison to the immersive animation condition. It kept the story components identical except for the visual inputs and immersive experience in the IVR. This condition was compared with the immersive animation condition in both the main effects of stigma reduction and mediation analyses. It allowed examination of possible mechanisms of how IVR might affect public stigma differently than nonimmersive means through proposed mediators.

In the control condition, participants watched a 360° exoplanet virtual reality video with corresponding audio and sound effects. The exoplanet video was titled “Take a Virtual Reality tour of six REAL exoplanets” on YouTube with its copyright owned by the University of Exeter, 2018 (Figure 4). The video was created by the University of Exeter Astrophysics group in partnership with We the Curious and Engine House VFX. This video was used in the study by permission of the University of Exeter.
Measures

The Main Effect on Public Stigma
To measure changes in public stigma, the 21-item Public Stigma and Acceptance Scale [45] was used at pre-experiment, postexperiment, and 1-week follow-up. It measures public stigma and acceptance toward mental illness on a 6-point Likert scale from 1 (strongly disagree) to 6 (strongly agree). It consists of two subscales, 12 items measuring public stigma (eg, “People with mental illness are a burden to the society.”) and 9 items measuring personal advocacy toward accepting people with mental illness (eg, “I take the initiative to reach out to people with mental illness.”). The higher the mean scores of the public stigma subscale and the lower the mean scores of the personal advocacy subscale, the greater the stigma and the lower the acceptance toward mental illness. For the total mean scores, items in the personal advocacy subscale were reverse coded so that higher total mean scores indicated greater stigmatizing attitudes. In this study, total mean scores of all items were used to measure public stigma. Possible total mean scores ranged from 1 to 6. The Cronbach α of the public stigma and personal advocacy subscales were .92 and .87, respectively. The overall Cronbach α was .93 for the entire scale in this study.

Mediators

Sense of Embodiment
To account for possible mediation effects, sense of embodiment and story transportation were measured post experiment in the immersive animation and text conditions. Since the topic of interest was on what might influence change in public stigma and how IVR’s effect differed from the conventional audio narration, scales on mediation were not administered in the control condition.

Although previous studies have measured sense of embodiment [24,46,47], the items were mostly context-specific to the virtual environments and avatars in those studies. Therefore, with no standardized scale available, a 7-item Sense of Embodiment Scale was developed to fit this experiment context based on previous virtual reality studies [24,46,47] and rubber hand illusion literature [48]. Seven items were developed based on components that were commonly shared among the previous literature, such as ownership (eg, “I felt like I was looking at my own body when I looked at Yan’s.”) and agency (eg, “If I had wanted, I felt like I could have controlled Yan’s body.”). Items were rated on a 7-point Likert scale from 1 (strongly disagree) to 7 (strongly agree; see Textbox 1 for complete scale items). The higher mean score indicated a greater sense of embodiment. The Sense of Embodiment Scale had a Cronbach α of .85 in this study.
Story Transportation

The Transportation Scale [36] measures how well an individual is absorbed into a story. Some wordings of the 15-item scale were modified to fit the current context (e.g., changing “While reading the narrative I had a vivid image of Katie” to “While experiencing the story I had a vivid image of Yan.”). The scale was rated on a 7-point Likert scale from 1 (strongly disagree) to 7 (strongly agree). The higher mean score indicated greater devotion in the story. The Transportation Scale had a Cronbach α of .79 in this study.

The Public Stigma and Acceptance Scale and the Sense of Embodiment Scale were originally developed in Chinese. The Transportation Scale was translated into Chinese and back-translated into English to check on conceptual equivalence.

Data Analysis

Analyses were conducted using SPSS 24.0 for Mac (IBM Corp). First, descriptive statistics were obtained. Information related to age, gender, education, occupation, sexual orientation, religious belief, marital status, mental illness history, and previous social contact with people with mixed anxiety and depressive disorder was obtained. Chi-square tests on nominal demographic variables and one-way analysis of variance (ANOVA) on continuous variables were conducted to examine any systematic differences on demographics among the 3 groups. If there were any systematic differences among the groups, results would be adjusted, controlling for possible confounders. Second, to compare the change in public stigma, repeated measures ANOVA was used. The main effect of groups (immersive animation vs text vs control), time (pre-experiment, post-experiment, follow-up), and their interaction effect (time × group) were examined. The level of statistical significance was set at a P≤.05 threshold (two-tailed) and determined by 95% CIs. PROCESS on SPSS was used to generate all the mediation analyses. Model 4 was used to generate simple mediation analyses, and model 6 was used to generate sequential mediation analysis according to the suggestion of Hayes [49].

Results

Participants

Data from 206 participants were analyzed. Out of the 298 participants who provided informed consent and completed the pre-experiment questionnaire, 18 participants who failed to answer the attention check questions correctly, 1 participant who failed to provide adequate contact information, and 35 participants who failed to provide available experiment time slots were excluded (Figure 5). A total of 244 participants were randomized into the three conditions. A total of 35 participants who did not show up and 3 participants who applied to the same experiment twice were excluded. A total of 206 participants went through the experiment and completed questionnaires post-experiment and at a 1-week follow-up. The final sample size was 72 for the immersive animation condition, 65 for the text condition, and 69 for the control condition, with a total sample size of 206.
For demographic information, see Table 1. The mean age of participants was 21.76 (SD 5.04, range 18-64) years. Out of the 206 participants, 114 (55.3%) were females and 91 (44.2%) were males. Most participants had a Bachelor’s degree (n=166, 80.6%) and were single (n=198, 96.1%), students (n=173, 84.0%), and heterosexual (n=183, 88.8%). Most of them had no mental illness history (n=198, 96.1%) and no religious belief (n=153, 74.3%). Among the 206 participants, 92 (44.7%) had social contact with people with mixed anxiety and depressive disorder before. Chi-square tests on demographic variables and one-way ANOVA on continuous variables were conducted. No systematic differences in any demographic variables among the three conditions were found. Demographics variables were not expected to impact the results in this study.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=206)</th>
<th>Immersive animation (n=72)</th>
<th>Text (n=65)</th>
<th>Control (n=69)</th>
<th>P value difference across conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.76 (5.04)</td>
<td>21.57 (4.18)</td>
<td>21.95 (6.31)</td>
<td>21.77 (4.55)</td>
<td>.91</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Female</td>
<td>114 (55.3)</td>
<td>38 (52.8)</td>
<td>35 (53.8)</td>
<td>41 (59.4)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>91 (44.2)</td>
<td>33 (45.8)</td>
<td>30 (46.2)</td>
<td>28 (40.6)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1 (0.5)</td>
<td>1 (1.4)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>High school</td>
<td>6 (2.9)</td>
<td>1 (1.4)</td>
<td>1 (1.5)</td>
<td>4 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>166 (80.6)</td>
<td>60 (83.3)</td>
<td>54 (83.1)</td>
<td>52 (75.4)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>27 (13.1)</td>
<td>10 (13.9)</td>
<td>7 (10.8)</td>
<td>10 (14.5)</td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>2 (1.0)</td>
<td>1 (1.4)</td>
<td>0 (0.0)</td>
<td>1 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>5 (2.4)</td>
<td>0 (0.0)</td>
<td>3 (4.6)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Faculty, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>Arts</td>
<td>25 (12.1)</td>
<td>9 (12.5)</td>
<td>8 (12.3)</td>
<td>8 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td>51 (24.8)</td>
<td>17 (23.6)</td>
<td>17 (26.2)</td>
<td>17 (24.6)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>14 (6.8)</td>
<td>7 (9.7)</td>
<td>4 (6.2)</td>
<td>3 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Engineering</td>
<td>16 (7.8)</td>
<td>5 (6.9)</td>
<td>5 (7.7)</td>
<td>6 (8.7)</td>
<td></td>
</tr>
<tr>
<td>Law</td>
<td>2 (1.0)</td>
<td>0 (0.0)</td>
<td>1 (1.5)</td>
<td>1 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>25 (12.1)</td>
<td>5 (6.9)</td>
<td>11 (16.9)</td>
<td>9 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>27 (13.1)</td>
<td>12 (16.7)</td>
<td>6 (9.2)</td>
<td>9 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Social science</td>
<td>44 (21.4)</td>
<td>16 (22.2)</td>
<td>12 (18.5)</td>
<td>16 (23.2)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>2 (1.0)</td>
<td>1 (1.4)</td>
<td>1 (1.5)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Student</td>
<td>173 (84.0)</td>
<td>63 (87.5)</td>
<td>57 (87.7)</td>
<td>53 (76.8)</td>
<td></td>
</tr>
<tr>
<td>Full-time employment</td>
<td>29 (14.1)</td>
<td>8 (11.1)</td>
<td>7 (10.8)</td>
<td>14 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>4 (1.9)</td>
<td>1 (1.4)</td>
<td>1 (1.5)</td>
<td>2 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>183 (88.8)</td>
<td>66 (91.7)</td>
<td>58 (89.2)</td>
<td>59 (85.5)</td>
<td></td>
</tr>
<tr>
<td>Homosexual</td>
<td>11 (5.3)</td>
<td>3 (4.2)</td>
<td>4 (6.2)</td>
<td>4 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>7 (3.4)</td>
<td>2 (2.8)</td>
<td>2 (3.1)</td>
<td>3 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>5 (2.4)</td>
<td>1 (1.4)</td>
<td>1 (1.5)</td>
<td>3 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Religious belief, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>No religious belief</td>
<td>153 (74.3)</td>
<td>47 (65.3)</td>
<td>53 (81.5)</td>
<td>53 (76.8)</td>
<td></td>
</tr>
<tr>
<td>Christian</td>
<td>43 (20.9)</td>
<td>22 (30.6)</td>
<td>9 (13.8)</td>
<td>12 (17.4)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>10 (4.9)</td>
<td>3 (4.2)</td>
<td>3 (4.6)</td>
<td>4 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>Single</td>
<td>198 (96.1)</td>
<td>68 (94.4)</td>
<td>62 (95.4)</td>
<td>68 (98.6)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>8 (3.9)</td>
<td>4 (5.6)</td>
<td>3 (4.6)</td>
<td>1 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Mental illness history, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Yes</td>
<td>8 (3.9)</td>
<td>4 (5.6)</td>
<td>1 (1.5)</td>
<td>3 (4.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>198 (96.1)</td>
<td>68 (94.4)</td>
<td>64 (98.5)</td>
<td>66 (95.7)</td>
<td></td>
</tr>
</tbody>
</table>
Changes in Public Stigma

Repeated measures ANOVA on public stigma yielded a significant interaction (time x group) effect ($F_{4,404}=5.2; P<.001; \eta_p^2=0.05$). The effect size was small. Bonferroni-adjusted pairwise comparisons showed that the immersive animation (mean 2.73, SD 0.64), text (mean 2.78, SD 0.68), and control (mean 2.84, SD 0.64) conditions did not differ in public stigma pre-experiment ($P>.99$). Post experiment, the immersive animation group (mean 2.45, SD 0.63) had significantly lower public stigma than the control group (mean 2.80, SD 0.63; $P=.03$). The text group (mean 2.47, SD 0.62) also had significantly lower public stigma than the control group ($P=.007$). A similar pattern of results was also observed at the 1-week follow-up. The immersive animation group (mean 2.52, SD 0.61) had significantly lower public stigma than the control group (mean 2.82, SD 0.61; $P=.02$). The text group (mean 2.53, SD 0.68) also had significantly lower public stigma than the control group at follow-up ($P=.03$). However, the immersive animation and text groups did not differ from each other significantly at postexperiment and at the 1-week follow-up ($P>.99$; see Table 2 for descriptive statistics and Table 3 for detailed pairwise comparison).

Table 2. Public stigma scores across conditions at different time points.

<table>
<thead>
<tr>
<th>Time points</th>
<th>Immersive animation (n=72), mean (SD)</th>
<th>Text (n=65), mean (SD)</th>
<th>Control (n=69), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-experiment</td>
<td>2.73 (0.64)</td>
<td>2.78 (0.68)</td>
<td>2.84 (0.64)</td>
</tr>
<tr>
<td>Postexperiment</td>
<td>2.45 (0.63)</td>
<td>2.47 (0.62)</td>
<td>2.80 (0.63)</td>
</tr>
<tr>
<td>Follow-up</td>
<td>2.52 (0.66)</td>
<td>2.53 (0.68)</td>
<td>2.82 (0.61)</td>
</tr>
</tbody>
</table>

Table 3. Detailed Bonferroni-adjusted pairwise comparison of public stigma between conditions at different time points.

<table>
<thead>
<tr>
<th>Time points</th>
<th>Condition</th>
<th>Condition for comparison</th>
<th>Mean difference (SE)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-experiment</td>
<td>Immersive animation</td>
<td>Text</td>
<td>-0.05 (0.11)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Pre-experiment</td>
<td>Immersive animation</td>
<td>Control</td>
<td>-0.11 (0.11)</td>
<td>.99</td>
</tr>
<tr>
<td>Pre-experiment</td>
<td>Text</td>
<td>Control</td>
<td>-0.06 (0.11)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Postexperiment</td>
<td>Immersive animation</td>
<td>Text</td>
<td>-0.02 (0.11)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Postexperiment</td>
<td>Immersive animation</td>
<td>Control</td>
<td>-0.36 (0.11)</td>
<td>.003</td>
</tr>
<tr>
<td>Postexperiment</td>
<td>Text</td>
<td>Control</td>
<td>-0.33 (0.11)</td>
<td>.007</td>
</tr>
<tr>
<td>Follow-up</td>
<td>Immersive animation</td>
<td>Text</td>
<td>-0.01 (0.11)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Follow-up</td>
<td>Immersive animation</td>
<td>Control</td>
<td>-0.30 (0.11)</td>
<td>.02</td>
</tr>
<tr>
<td>Follow-up</td>
<td>Text</td>
<td>Control</td>
<td>-0.29 (0.11)</td>
<td>.03</td>
</tr>
</tbody>
</table>

In the immersive animation group, a significant time effect was found ($F_{2,200}=20.0; P<.001; \eta_p^2=0.165$). The effect size was large. The immersive animation group had significantly lower public stigma at postexperiment (mean 2.45, SD 0.63) and follow-up (mean 2.52, SD 0.66) than pre-experiment (mean 2.73, SD 0.64; both with $P<.001$). Public stigma did not significantly differ between postexperiment and follow-up ($P=.19$), implying that the effect at postexperiment was sustained at follow-up for the immersive animation group. In the text group, a significant time effect was also found ($F_{2,202}=21.3; P<.001; \eta_p^2=0.174$). The effect size was large. The text group followed a similar pattern of time effect as the immersive animation group. The text group had significantly lower public stigma at postexperiment (mean 2.47, SD 0.62) and follow-up (mean 2.53, SD 0.68) than pre-experiment (mean 2.78, SD 0.68; both with $P<.001$). No significant difference between postexperiment and follow-up was found for the text group ($P=.51$). In the control group, no significant time effect was found ($F_{2,202}=0.37; P=.69; \eta_p^2=0.004$), and the mean score was 2.84 (SD 0.64) at pre-experiment. 2.80 (SD 0.63) at postexperiment, and 2.82 (SD 0.61) at follow-up.
Mediation Analyses

The mean scores of sense of embodiment, story transportation, and follow-up public stigma are reported in Table 4. Pearson correlations of variables included in the mediation analyses, including condition (immersive animation vs text), sense of embodiment, story transportation, and follow-up public stigma are also reported in Table 4.

Table 4. Correlations and descriptive statistics of variables included in the mediation analyses.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Condition (immersive animation vs text)</th>
<th>Sense of embodiment</th>
<th>Story transportation</th>
<th>Follow-up public stigma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Condition (immersive animation vs text)</td>
<td>Sense of embodiment</td>
<td>Story transportation</td>
<td>Follow-up public stigma</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall, n</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
</tr>
<tr>
<td>Overall, mean (SD)</td>
<td>4.25 (1.10)</td>
<td>5.00 (0.66)</td>
<td>2.52 (0.67)</td>
<td></td>
</tr>
<tr>
<td>Immersive animation condition, mean (SD)</td>
<td>4.75 (0.95)</td>
<td>5.11 (0.59)</td>
<td>2.52 (0.66)</td>
<td></td>
</tr>
<tr>
<td>Text condition, mean (SD)</td>
<td>3.69 (0.99)</td>
<td>4.89 (0.71)</td>
<td>2.53 (0.68)</td>
<td></td>
</tr>
</tbody>
</table>

Consistent with the correlation results (Table 4), the simple mediation analysis showed that sense of embodiment was significantly associated with condition (β=1.07; t135=6.45; P<.001; Figure 6). However, sense of embodiment was not significantly associated with public stigma (β=−.07; t135=−1.19; P=.23). Therefore, the indirect effect was not significant (95% CI −0.22 to 0.46). The direct effect from condition to public stigma was also not significant (95% CI −0.18 to 0.33).

For story transportation, the result was also consistent with the correlation analysis (Table 4). The simple mediation analysis showed that the condition was not significantly associated with story transportation (β=0.22; t135=1.97; P=.051; Figure 7). However, story transportation was significantly and negatively associated with public stigma (β=−.37; t135=−4.44; P<.001). The indirect effect of condition to story transportation to public stigma was not significant (95% CI −0.18 to 0.00). The direct effect from condition to public stigma was also not significant (95% CI −0.14 to 0.29).
Sense of embodiment and story transportation were then put into the same sequential mediation analysis to investigate their relationship on follow-up public stigma. From the sequential mediation analysis (Figure 8), the relationship of conditions and follow-up public stigma was significantly and sequentially mediated by sense of embodiment and story transportation as hypothesized. In this sequential mediation model, the condition was significantly associated with sense of embodiment ($\beta=1.07; t_{134}=6.45; P<.001$) but not directly with story transportation ($\beta=-.14; t_{134}=-1.26; P=.21$). Sense of embodiment was significantly associated with story transportation ($\beta=.34; t_{134}=6.68; P<.001$) but was not significantly associated with public stigma ($\beta=.07; t_{134}=1.09; P=.28$). For story transportation, it was significantly and negatively associated with public stigma ($\beta=-.42; t_{134}=-4.40; P<.001$). The indirect effect of condition to sense of embodiment then to story transportation and finally to follow-up public stigma was significant (Figure 8). The standardized indirect effect was $-0.15$. The bootstrapped unstandardized indirect effect was also $-0.15$ (95% CI $-0.38$ to $-0.11$). However, the direct effect from condition to follow-up public stigma was not significant (95% CI $-0.23$ to $0.26$).
Discussion

Overview Effect of Immersive Animation on Public Stigma

This study compared the effect of IVR and text with audio narration in reducing public stigma. Both IVR and text with audio narration successfully reduced public stigma, and the effect was sustained at the 1-week follow-up. In contrast, the control space video did not elicit any change in public stigma as expected. It could be inferred that the simulation of daily interactions and stigma experienced by a person with mental illness could effectively reduce public stigma. The result also supported the hypothesis that IVR could successfully reduce public stigma.

The results were consistent with previous studies that used IVR to reduce negative stereotypes toward outgroup members, including other racial groups [24] and older adults [26]. In the mental health setting, it was also consistent with virtual reality literature that focused on interacting with people with mental illness and dismissing negative beliefs [30]. However, the results in this study were not consistent with previous IVR and studies that simulated symptoms of people with schizophrenia. The simulations of hallucinations had led to increases in social distance and negative attitudes toward people with schizophrenia [22,29]. The different results from this study might be due to the different emphasis of immersive content.

This study had purposely included little simulations of symptoms in the IVR. It aimed to construct the everyday living experience of the story protagonist as a person, instead of just a combination of symptoms. Although, unlike IVR studies on racial groups or older adults, there was not a change in appearance according to an outgroup member in this study, the first-person field of view and immersion as the story protagonist with mixed anxiety and depressive disorder might already have allowed participants to take on the outgroup identity and perspective as a person with mental illness [24]. On the contrary, in previous literature on stigma change toward people with schizophrenia, the simulation of a hallucination might have emphasized the existence of positive symptoms, instead of allowing participants to understand and feel other aspects of the living experience. Positive symptoms that could be perceived as uncontrollable and dangerous by the public might deter participants from engaging with people with schizophrenia [50]. Therefore, simulating positive symptoms might increase social distance and discrimination instead.

On the other hand, different from the hypothesis, IVR did not outperform text with audio narration in reducing public stigma significantly. In the few stigma studies that compared virtual reality with a rigorous comparison group, it was shown that only virtual reality with interactive components such as allowing participants to move closer to other virtual characters had significantly reduced greater stigma than the written vignettes of people with mental illness [51]. Immersive experience without active interaction did not outperform the written vignettes in stigma reduction [22]. Therefore, the visual immersive experience of IVR might not be strong enough to induce a significant difference than text with audio narration in stigma reduction. Interactive features in IVR, such as making choices or controlling objects in the virtual environment [52], or even having body or arm tracking for synchronized movements with avatars, might induce a stronger effect in stigma reduction than text. These features of IVR should be tested in the future.

Another possible explanation of the similar performance of the IVR and text conditions might be due to the type of graphics used. This IVR used animated cartoons. In the text condition, although without pictorial inputs, voice-over and detailed descriptions of the story, including the virtual environment, characters, and actions, were included. It might help with imagining the story in participants’ minds. Those imaginations might perform similarly with animated cartoons in engaging the participants. Thus, having similar effects on stigma reduction. With more realistic animation, IVR might allow participants to resonate better and be more involved in the story [52]. Therefore, IVR with more realistic graphics should be investigated in the future.
Sense of Embodiment, Story Transportation, and Public Stigma

Moving on to the mediation analyses, although the condition was not directly associated with story transportation, story transportation was found to be a preceding variable directly associated with a reduction in public stigma. As mentioned previously, story transportation emphasized the cognitive and affective immersion in a story [34,36], which might elicit various cognitive and affective effects on belief change [40-43]. It might also reduce elaborative activities that resist stigma change [42,43] and elicit broad affective responses that allow participants to be more conducive to reduce their public stigma [42]. Therefore, stigma change might benefit from the broad cognitive and affective influences by story transportation.

On the other hand, although the condition was associated with sense of embodiment, sense of embodiment was not directly associated with stigma change. However, with the sequential mediation model, sense of embodiment was significantly and positively associated with story transportation, which was then linked to the reduction of public stigma. This showed that the physical sensation of being inside an avatar’s body might not be sufficient for reducing public stigma. However, sense of embodiment might allow participants to feel as if they were the story protagonist and be transported in the story. Afterward, participants might have different cognitive and affective reactions from story transportation, which facilitated reduced public stigma.

The results from mediation analyses also gave more clues as to why IVR and text conditions performed similarly. The only difference between the two conditions was the absence of IVR’s visual inputs and 3D immersive experience in the text condition. However, from the mediation analyses, the intense absorption of thoughts and emotions to the story was more important and closely linked with reducing public stigma than merely the physical sensation in another body. The complexity of stigma change called for more holistic simulation of experiences that allow participants to be more absorbed in the stories, lives, and feelings of a person with mental illness. Thus, the differences in visual inputs or physical experience in this IVR setting might not be sufficient to induce stronger story transportation and stigma reduction than the text condition.

Limitations and Future Directions

Although this study investigated a novel medium, IVR and its effects on public stigma, several limitations were acknowledged. First, some scales in this study, such as the Sense of Embodiment Scale, were originally developed in this study due to the lack of available scales. Further validation of the newly developed scales is needed. Second, the participants in this study were mainly college students. It might pose a challenge to the generalization of results to the general population. Therefore, replication of the study on a more diverse sample is needed to understand the effects of IVR on the public. Third, moderate to long-term effects of stigma change were unknown. Although there was a 1-week follow-up in this study, the follow-up would still be considered as measuring a rather short-term effect of the interventions [5]. Longer follow-up, such as 1 month, is needed to examine how stigma change may be sustained over time.

Fourth, actual behavioral consequences were not measured. Research showed that there could be a difference between intention and actual behavior [53-55]. Future IVR studies could consider measuring participants’ gaze orientation and interpersonal distance toward a person with mental illness in the virtual environment [56]. This would require participants to walk around the experiment room with full-body tracking [56]. Fifth, compared to text, IVR could be quite novel to most people. Interventions in this study all lasted 10 minutes. Participants might struggle to get accustomed to IVR within a short period. Future studies can give participants an embodiment phase or a practice session to freely familiarize with and explore their virtual bodies and the virtual environment [24,26]. Sixth, in the text condition, there were no pictorial or animated inputs. Filmed contact or videos are of greater visual similarity with IVR than text. In vivo contact even allows participants to have real life perception and interaction with people. They may allow more rigorous comparison with IVR. However, due to the lack of available presenters and funding, in vivo contact, filmed contact, and video were not available in this study. Future studies can consider including them as comparison groups.

Notwithstanding these limitations, this study was one of the few attempts to investigate the effects of IVR on public stigma by comparing it with two rigorously designed comparison groups that attempted to rule out the separate effects of IVR and text with audio narration.

Conclusion

This study provided novel findings and a rigorous comparison in understanding the effects of IVR as a medium of public stigma reduction. The findings showed that IVR and text with audio narration both performed similarly well in reducing public stigma. Sense of embodiment and story transportation were found to be sequentially associated with public stigma reduction. This study gave a more nuanced understanding to the complexity of reducing public stigma and components in building an effective medium of stigma reduction in the future.
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Abstract

Background: Simulation-based technologies are emerging to enhance medical education in the digital era. However, there is limited data for the use of virtual reality simulation in pediatric medical education. We developed Virtual Doc as a highly immersive virtual reality simulation to teach pediatric cardiopulmonary resuscitation skills to medical students.

Objective: The primary objectives of this study were to evaluate participant satisfaction and perceived educational efficacy of Virtual Doc. The secondary aim of this study was to assess the game play features of Virtual Doc.

Methods: We conducted a prospective closed beta-testing study at the University of New South Wales (Sydney, Australia) in 2018. All medical students from the 6-year undergraduate program were eligible to participate and were recruited through voluntary convenience sampling. Participants attended a 1-hour testing session and attempted at least one full resuscitation case using the virtual reality simulator. Following this, participants were asked to complete an anonymous postsession questionnaire. Responses were analyzed using descriptive statistics.

Results: A total of 26 participants were recruited, consented to participate in this study, and attended a 1-hour in-person closed beta-testing session, and 88% (23/26) of participants completed the anonymous questionnaire and were included in this study. Regarding participant satisfaction, Virtual Doc was enjoyed by 91% (21/23) of participants, with 74% (17/23) intending to recommend the simulation to a colleague and 66% (15/23) intending to recommend the simulation to a friend. In assessment of the perceived educational value of Virtual Doc, 70% (16/23) of participants agreed they had an improved understanding of cardiopulmonary resuscitation, and 78% (18/23) agreed that Virtual Doc will help prepare for and deal with real-life clinical scenarios. Furthermore, 91% (21/23) of participants agreed with the development of additional Virtual Doc cases as beneficial for learning. An evaluation of the game play features as our secondary objective revealed that 70% (16/23) of participants agreed with ease in understanding how to use Virtual Doc, and 74% (17/23) found the game play elements useful in understanding cardiopulmonary resuscitation. One-third (7/23, 30%) found it easy to work with the interactive elements. In addition, 74% (17/23) were interested in interacting with other students within the simulation.

Conclusions: Our study demonstrates a positive response regarding trainee satisfaction and perceived educational efficacy of Virtual Doc. The simulation was widely accepted by the majority of users and may have the potential to improve educational learning objectives.

(J Med Internet Res 2021;23(7):e22920) doi:10.2196/22920
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Introduction
Simulation-based education plays a significant role in developing vital clinical assessment and management skills, especially in emergency scenarios such as a sudden cardiac arrest (SCA). SCA is an uncommon yet life-threatening condition within the pediatric population [1,2] that includes the potential catastrophic consequences of mortality and poor neurological morbidity. An estimated 16,000 [3,4] children in the United States experience out-of-hospital SCAs and 5800 [4] experience in-hospital SCAs every year. Overall, survival rates are better for in-hospital arrests compared with out-of-hospital arrests [5], which is unsurprising considering that the most significant predictor of survival is early initiation of adequate cardiopulmonary resuscitation (CPR) [6]. However, junior doctors often have limited real-world learning experience managing an acutely ill and vulnerable child [7], especially in emergent scenarios, where active participation is often reserved for more experienced practitioners. In addition, many pediatric health care professionals feel inadequately prepared to manage a critically ill child, increasing the risk of medical errors [8]. Therefore, simulation training forms the cornerstone of resuscitation education, providing an opportunity for trainees to prepare for real-world clinical practice without risking patient safety [9-11]. However, in-person simulation training sessions are expensive and resource-intensive [12], and, therefore, the efficacy of alternative modalities should be explored.

The revolutionary development of highly immersive digitized learning resources such as virtual reality simulators harness the advantages of simulation while offering a cost-effective and widely accessible educational platform. Several studies have provided evidence for the use of virtual reality simulators for procedural skills training in the surgical field, with improved intraoperative performance [13] and accuracy [14] and a reduction in operating times [13] and errors [15-18]. One study investigated the use of virtual reality for CPR education compared with traditional mannequins and found virtual reality could be a valid and acceptable training method [19]. Furthermore, in a study by Wong et al [20], clinical CPR instructors outlined the limits of traditional education and noted the potential beneficial features of virtual reality as an additional learning tool. The experiential nature of virtual reality may also be conducive to developing procedural skills such as CPR, as repetitive hands-on practice permits the development of muscle memory [21], leading to technical skill competence. CPR involves the activation of declarative memory to recall the sequential steps and procedural memory to perform the active steps such as chest compressions [22], both of which may be developed and reinforced through the use of virtual reality.

To the best of our knowledge, there are no highly immersive virtual reality simulators for pediatric CPR training. As such, we developed Virtual Doc, a highly immersive and experiential 3D multimedia sensory virtual environment designed to teach pediatric CPR skills to medical students and junior doctors. We performed a prospective closed beta-testing study on undergraduate medical students with the primary aim to evaluate participant satisfaction and perceived educational efficacy of Virtual Doc. The secondary aim of this study was to assess the gameplay features of our simulation. We hypothesized that Virtual Doc would be an enjoyable and highly educational learning experience. We also hypothesized that the gameplay features would be beneficial in the facilitation of a realistic hands-on clinical learning experience.

Methods
Study Design
We conducted a prospective, uncontrolled, interventional closed beta-testing study in 2018 to assess the usability, acceptability, and perceived educational effectiveness of Virtual Doc as a method for teaching pediatric CPR to medical students. All participants provided implied consent by expressing interest in the study, attending a 1-hour closed beta-testing session, and completing an anonymous postsession questionnaire (Multimedia Appendix 1). The study was approved by the University of New South Wales Human Research Ethics Committee (HC180484).

Participants
Participants were eligible to partake in this study if they were currently enrolled in the 6-year undergraduate medical program at the University of New South Wales, Sydney, Australia. All medical students from the 6-year program were eligible and invited to participate in this study through an information email sent out by the University of New South Wales Medical Society administration. Students were instructed to contact the study investigators with their expression of interest. They were subsequently allocated to a 1-hour session in which they would engage with Virtual Doc and complete the postsession questionnaire. Participants were excluded from the analysis if they did not complete the questionnaire.

Virtual Doc
Virtual Doc is a virtual reality simulation developed for Oculus VR (Facebook Technologies LLC; Figure 1). The Virtual Doc app was developed using Unity3D software (Unity Technologies), and models were developed using open-source Blender modeling software. The simulation was conducted using the hardware of the Oculus Rift system linked to Alienware laptops (Alienware Corp). Virtual Doc is a first-person active learning experience through immersion within a multimedia sensory environment. Users wear a headset and use 2 hand controllers and are able to use these controllers, which are equipped with haptic technologies, to interact with the virtual environment. This simulation enables users to perform a series of actions including picking up objects, pushing buttons, and turning dials. They are also fully immersed with audiovisual aids such as auscultation of the heart and lungs.
The scenario in this study involved an SCA in a young child that required appropriate and timely management. The required cardiac arrest management was in keeping with the Advanced Pediatric Life Support Australia guidelines [23]. Students were provided with a brief written clinical history on the main screen in the virtual environment and were then instructed to begin CPR. To complete the case, participants were required to assess the surroundings, check for a response, signal for senior help by pressing a call button, and then begin resuscitation by assessing the airway, breathing, and circulation; bagging and masking the patient (Figure 2); performing adequate chest compressions; and defibrillating the patient. As this scenario featured a shockable rhythm, this patient was defibrillated as part of the SCA management algorithm; however, this step may not be required for all pediatric SCA presentations. Shortly after the participant signaled for help, a senior physician arrived in the virtual environment to resume chest compressions while the user prepared for defibrillation. For successful completion of the case, all steps must have been completed correctly within 10 minutes.

Outcome Measures
Validating the use of highly immersive and experiential virtual reality simulators as a form of active learning can be achieved by assessing various outcomes through the Kirkpatrick model of evaluation [24]. This 4-tiered hierarchy includes a scaffolding evaluation of reaction (level 1), learning (level 2), behavior (level 3), and results (level 4) [24]. As the levels progress,
is an increase in conclusively defining the efficacy of the educational activity [25].

The primary outcomes of this study were participant satisfaction (Kirkpatrick level 1) and the perceived educational value of Virtual Doc (Kirkpatrick level 2). Participant satisfaction was assessed through 1 Likert-style question and 2 trichotomous questions regarding enjoyment of the game and whether the participant would recommend the game to a colleague or friend. The perceived educational efficacy was assessed through 3 Likert-style questions including whether participants improved their understanding of the simulation objectives, whether engaging with Virtual Doc prepares students for a similar real-life clinical scenario, and whether different clinical cases would be beneficial for learning.

The secondary outcome was an evaluation of the gameplay features. Here, subjects were asked to respond to 3 Likert-style questions and 1 dichotomous question regarding the ease of understanding how to engage with the simulation, the level of ease to work with the interactive elements, whether the interactive elements were useful for learning, and whether the user would like to interact with other students in the virtual world.

Testing Session

All interested participants were allocated to a 1-hour in-person session. Attendees were invited to attempt at least one full clinical scenario using the virtual reality simulator. They were offered an unlimited number of attempts within the 1-hour session. After engaging with Virtual Doc, participants were invited to complete an anonymous questionnaire that evaluated the primary and secondary outcomes.

Data Collection and Statistical Analysis

Each postsession questionnaire was assigned a unique identification number and was completed anonymously by participants. The responses were collated and outcome measures were analyzed using descriptive statistics. The 7-point Likert scale responses were streamlined to 3 categories of agree (included all responses indicating strongly agree, agree, and mildly agree), neutral, and disagree (included all responses indicating mildly disagree, disagree, and strongly disagree) for the data analysis. Trichotomous questions requiring a response of yes, not sure, or no and dichotomous questions requiring a response of yes or no were analyzed as such. The data were analyzed using the statistical software R (version 1.1.423, R Foundation for Statistical Computing) [26].

Results

A total of 26 participants were recruited and attended 1-hour in-person closed beta-testing sessions. A total of 88% (23/26) of participants completed the anonymous questionnaire and were included in the analysis, and 12% (3/26) attended the testing session but declined to complete the questionnaire and were therefore excluded from the analysis. They were not required to provide a reason for declining to participate.

Study Population

All 23 of the included participants completed the demographic characteristics section of the questionnaire. Overall, the median age of participants was 22.0 (interquartile range 21.5-23.0) years, and 70% (16/23) of participants were female. In 2018, 61% (14/23) of participants were in year 4, 13% (3/23) were in year 5, and 26% (6/23) were in year 6. A total of 87% (20/23) of participants were local students, while 13% (3/23) were international students.

Outcome Measures

Participants responded to 10 Likert-style, trichotomous, or dichotomous questions regarding their experience with Virtual Doc. The results of these questions are summarized by question type in the horizontal stacked bar graphs in Figures 3-5.
Participant Satisfaction
Respondents completed 1 Likert-style question and 2 trichotomous questions to evaluate satisfaction with Virtual Doc as an assessment of Kirkpatrick level 1. Virtual Doc was enjoyed by 91% (21/23) of participants. Furthermore, 74% (17/23) would recommend this simulation to a colleague, and 66% (15/23) would recommend this simulation to a friend.

Perceived Educational Value
Participants completed 3 Likert-style questions to assess the perceived educational efficacy of Virtual Doc, evaluating Kirkpatrick level 2, and 70% (16/23) of participants agreed they had an improved understanding of CPR following the use of Virtual Doc. In addition, 78% (18/23) agreed that Virtual Doc will help them prepare for and deal with real-life clinical scenarios. Furthermore, 91% (21/23) agreed there was a learning benefit to developing different cases within Virtual Doc, and 9% (2/23) were neutral.
Gameplay Features

Respondents completed 3 Likert-style questions and 1 dichotomous question evaluating the gameplay features of Virtual Doc. In terms of usability and gameplay, 70% (16/23) of participants agreed they had ease in understanding how to use Virtual Doc, and 74% (17/23) found the gameplay elements useful for understanding CPR. Furthermore, 30% (7/23) of participants found it easy to work with the interactive elements, which provides a template for future software improvements. In addition, 74% (17/23) would like the option to interact with other students within the game.

Discussion

Principal Findings

To the best of our knowledge, a prospective study on the use of a virtual reality simulator to teach pediatric CPR to medical students has yet to be conducted. In accordance with the Kirkpatrick model [24], the results of our study demonstrated high trainee satisfaction (Kirkpatrick level 1) and a perceived improvement in learning (Kirkpatrick level 2). In evaluating our secondary outcome of assessing the response to the virtual reality gameplay features, the majority of participants agreed with the ease in understanding how to use the simulation and the usefulness of gameplay features in improving their understanding of CPR and expressed a desire for interacting with others in the virtual environment. Although some participants found it difficult to work with the interactive elements, this closed beta test provided an opportunity to identify elements for future improvements, including the refinement of the interactive elements and future considerations such as a multiplayer design which may further enhance the learning experience and element of realism given the significant role of teamwork in resuscitation. Current data on trainee satisfaction, educational efficacy, and gameplay elements of virtual reality simulators for pediatric medical education is limited, and the encouraging results of this study will address the gap in the literature and could have an integral role in transforming the culture of future medical education.

Immersive technologies provide users with an engaging and enjoyable learning platform to train skills to proficiency without risking patient safety. Our study illustrated high participant satisfaction as Virtual Doc was enjoyed by almost all participants. This result parallels a study by Kron et al [27] in which an evaluation of medical student attitudes toward technology-based education was conducted and revealed that almost all students liked the idea of using technology to enhance their educational experience and thought that education should make better use of new media technologies. Beyond satisfaction, a previous study reported that experiential simulations offer a high level of interactivity and engagement, which may increase user motivation to learn [28]. Providing a highly engaging environment, such as that of Virtual Doc, is important for trainees as increased interest and satisfaction with the learning modality may result in an increased level of motivation to learn; one study showed that highly motivated students are more effective learners [29]. The importance of satisfaction and effective learning is reinforced by a study evaluating the effectiveness of virtual reality versus traditional or other forms of digital learning in educating health care professionals, in which a higher level of interactivity was more effective for the development of postintervention knowledge and skills [30]. The level of satisfaction with a learning experience also affects the probability of a user recommending such an experience to their peers [31]. The results of our study are congruent with this notion, as indicated by most students enjoying the simulation and agreeing with the intention of recommendation.

In this study, Virtual Doc was perceived as educationally efficacious by the majority of the participants, as indicated by a positive response toward improved understanding, preparation for real-world clinical scenarios, and support for designing additional cases. An important component of effective education in the adult learner involves the psychological concept of flow. This term is defined as a state in which a learner is “fully engaged, focused, and committed to the success of the activity” [32], and this can be achieved through active engagement in an experiential learning process. The use of highly immersive and interactive virtual reality simulators can improve flow, which may lead to superior learning outcomes and performance as echoed by the majority of participants reporting an improved understanding of CPR. Additionally, engaging sensory modalities including vision, haptics, and audition also promotes active learning, which can improve memory retention [33]. Virtual Doc includes sensory features through auscultation of heart and lung sounds and palpation of the peripheral pulses, which the user will hopefully be able to translate into the real-world clinical setting when assessing or managing a similar patient presentation.

Being immersed in the virtual yet realistic hospital environment of Virtual Doc provides users with a lifelike clinical experience. This digital-based environment is an innovative tool with realistic features supporting the recommendations of adult learning theories such as Knowles’ theory [34,35]. The responses in this study regarding the Virtual Doc environment and its ability to prepare students for real-life clinical scenarios showcases a facility in which the elements of adult learning theories can be included. Active experimentation within a realistic and immersive learning environment allows users to make clinical decisions and experience the consequences of their actions in real time, mimicking a real-world clinical environment. This element of realism is important in encouraging intrinsic motivation to support the needs of an adult learner.

Additionally, the Kolb cycle of learning encourages repetition, reflection, and correction to improve learning outcomes [36]. Virtual Doc supports this cyclical relationship as learners have the opportunity to engage in repetitive practice until they achieve educational mastery in a safe and controlled environment, which is an important benefit of simulation as this is severely limited in real-world emergency patient encounters, especially in the pediatric population [5]. The flexible design of virtual reality may enable health care professionals to have more convenient and frequent opportunities to practice and refine skills.

Several studies have demonstrated that junior doctors feel inadequately prepared and lack confidence in their early training
years [37-41]. This is further supplemented by less favorable outcomes for neonatal resuscitation being described in the summer when senior staff physicians are less likely to be present and the overall volume of staff members is reduced [42]. Lacking confidence and inadequate preparation may translate into unsafe practice and poor patient outcomes and is an especially important consideration when managing emergency scenarios such as an SCA. Virtual reality simulators such as Virtual Doc may provide an avenue to bridge the gap between trainee and doctor through immersive gameplay by enabling users to master foundational principles and basic management algorithms and apply this knowledge to challenging simulated cases. In our study, the majority of respondents expressed that this simulation game would aid in developing clinical skills and preparing the user for dealing with real-life clinical scenarios. In addition, almost all participants expressed benefit in the development of different cases, indicating a positive response toward the clinical educational value of the simulation.

The gameplay elements involved in virtual reality add entertainment to the learning process, thereby motivating learners to engage in study. The triad of immersion, interaction, and imagination, as described by Burdea and Coiffet [43], are important factors of virtual reality technology. Coupled with andragogical principles, a highly interactive game design improves intrinsic motivation and creates a more enjoyable and engaging learning experience with a consequential potential to illustrate superior examination scores [44]. In our study, the vast majority of respondents agreed that the interactive gameplay elements were useful in understanding how to perform CPR and found the process of the virtual reality simulation easy to understand. This was further supplemented by almost all participants enjoying the experience in the assessment of participant satisfaction. However, some respondents did not experience ease in using the interactive elements within the virtual environment. As this was a closed beta test, the software was able to deliver its intentional value to the participants, but there were some minor issues reported with ease in fully integrating into the environment such as accurately picking up a stethoscope or pushing the assistance button. This feedback is being considered as we progress toward the final product and acts as identified areas for future developments.

Finally, nontechnical skills such as teamwork and leadership are paramount in successful resuscitation. The collegiality of the responding team directly impacts predictors of postarrest survival as a coordinated course of action is associated with improved patient outcomes [45]. Technology-based games such as Virtual Doc have the potential to facilitate an atmosphere of teamwork, and in the digital era, medical students have agreed with introducing multiplayer simulations if they were fun and developed clinical skills [27]. Likewise, our study demonstrated that the majority of participants were interested in interacting with other players. A multiplayer design within the virtual environment could afford an opportunity to rotate through different resuscitation team roles, supporting an active and immersive learning experience, with the potential to equip learners with the crucial teamwork skills required for the effective management of a pediatric SCA.

Limitations
Our study was limited by the small sample size and monocentric design, which limits its generalizability and external validity. However, participants from all years of study were eligible to participate, providing a degree of generalizability. This trial is also limited by voluntary convenience sampling, leading to a potential selection bias. Furthermore, this study used a single intervention with no active comparator, and therefore, the participants were not randomized and were unblinded to the intervention, which may formulate a measurement bias. However, the questionnaires were anonymized, providing a layer of security for participants to provide uncoerced feedback. Moreover, the final version of Virtual Doc will differ from the prototype used in this study as this was closed beta-testing and we are improving the software to address the feedback provided by the participants in this study. In addition, the prototype design of Virtual Doc in this closed beta test did not assess user hand technique or the quality of chest compressions. This limitation will guide future software improvements to ensure users are equipped with real-time visual and haptic feedback regarding the technique and quality of chest compressions.

Future Research
Given the encouraging results of this study, future research should include an investigator-blinded randomized controlled trial to objectively evaluate the educational efficacy of Virtual Doc against traditional simulation-based education or other digitized modalities such as serious games or e-learning modules. Furthermore, an evaluation of translation of knowledge into clinical practice (Kirkpatrick level 3) and the impact of learned knowledge on changes within the organizational practice to improve patient outcomes (Kirkpatrick level 4) should be performed, with emphasis on a reduction in medical errors and improved patient survival rates and overall health outcomes. This study does not assess the higher levels of the Kirkpatrick model, and this limitation should be the focus of future research to contribute to the quality of data for the efficacy of Virtual Doc.

Conclusion
In summary, our study demonstrates a positive response regarding the satisfaction and educational efficacy of Virtual Doc. Our findings reveal that this virtual reality simulation was widely accepted by the majority of users and has the potential to improve educational learning objectives. As such, our results provide a promising contribution to the educational revolution and may encourage the use of this emerging and versatile technology in the transformation of the 21st century medical curricula.
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Abstract

Background: Virtual reality (VR) is increasingly being used for the assessment and treatment of impairments arising from acquired brain injuries (ABIs) due to perceived benefits over traditional methods. However, no tailored options exist for the design and implementation of VR for ABI rehabilitation and, more specifically, traumatic brain injury (TBI) rehabilitation. In addition, the evidence base lacks systematic reviews of immersive VR use for TBI rehabilitation. Recommendations for this population are important because of the many complex and diverse impairments that individuals can experience.

Objective: This study aims to conduct a two-part systematic review to identify and synthesize existing recommendations for designing and implementing therapeutic VR for ABI rehabilitation, including TBI, and to identify current evidence for using immersive VR for TBI assessment and treatment and to map the degree to which this literature includes recommendations for VR design and implementation.

Methods: This review was guided by PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses). A comprehensive search of 11 databases and gray literature was conducted in August 2019 and repeated in June 2020. Studies were included if they met relevant search terms, were peer-reviewed, were written in English, and were published between 2009 and 2020. Studies were reviewed to determine the level of evidence and methodological quality. For the first part, qualitative data were synthesized and categorized via meta-synthesis. For the second part, findings were analyzed and synthesized descriptively owing to the heterogeneity of data extracted from the included studies.

Results: In the first part, a total of 14 papers met the inclusion criteria. Recommendations for VR design and implementation were not specific to TBI but rather to stroke or ABI rehabilitation more broadly. The synthesis and analysis of data resulted in three key phases and nine categories of recommendations for designing and implementing VR for ABI rehabilitation. In the second part, 5 studies met the inclusion criteria. A total of 2 studies reported on VR for assessment and three for treatment. Studies were varied in terms of therapeutic targets, VR tasks, and outcome measures. VR was used to assess or treat impairments in cognition, balance, and anxiety, with positive outcomes. However, the levels of evidence, methodological quality, and inclusion of recommendations for VR design and implementation were poor.

Conclusions: There is limited research on the use of immersive VR for TBI rehabilitation. Few studies have been conducted, and there is limited inclusion of recommendations for therapeutic VR design and implementation. Future research in ABI rehabilitation should consider a stepwise approach to VR development, from early co-design studies with end users to larger controlled trials. A list of recommendations is offered to provide guidance and a more consistent model to advance clinical research in this area.
Introduction

Background

The use of virtual reality (VR) in health care has expanded in recent years and continues to be investigated due to the increasing availability and advancement of technology [1,2]. VR is being used in clinical research for the assessment and therapeutic intervention of impairments associated with acquired brain injuries (ABIs), which is an umbrella term for brain injuries that are sustained after birth [3,4]. A considerable evidence base exists for using VR for ABI rehabilitation, with a particular focus on stroke [5-14]. Traumatic brain injury (TBI) is another ABI that is increasingly being investigated with VR technologies; however, the evidence base is smaller and not as rigorous as that for other ABIs. TBI leads to alterations in brain function and pathology caused by a blow or other external force on the head [15]. As a major cause of disability and mortality, ABIs are increasingly being considered as a public health burden and place significant economic strain on society [16]. People who sustain an ABI can experience physical, cognitive, and communication impairments that are often long lasting and significantly impact their everyday functioning [3,17-20].

VR refers to “a computer-generated digital environment that can be experienced and interacted with as if that environment were real” [21]. VR systems are typically classified as immersive, semi-immersive, or non-immersive [22,23], with immersion referring to the level of user perception with regard to being in a virtual environment (VE) rather than the real world [24]. Immersive VR systems supply VEs with a changing field of view via head-mounted displays (HMDs) [22,23,25]. Movement within immersive VEs is achieved via hardware such as head trackers, hand controllers, and body motion sensors [22,23]. Semi-immersive VR refers to systems that use projection-based systems (eg, driving simulators and use of shutter glasses), whereas nonimmersive VR systems include basic desktop displays and videogames [22,23,25]. To improve the delivery of assessment, treatment, and clinical outcomes for people with ABI, the use of VR should be further explored because of its potential to address limitations and produce benefits over conventional assessment and treatment methods [26-29].

Recommendations for VR Design and Implementation in ABI Rehabilitation

The existing literature provides guidance for safety and ethical considerations in clinical VR research [30-33], although there is a general lack of focus on design and development processes for using VR in ABI rehabilitation [34,35]. Some prior studies have proposed useful recommendations for implementing VR in health care and rehabilitation research; however, they are often specific to a particular VR system or do not focus on ABI [36-38]. Given the potentially limited applicability of these recommendations for designing and implementing VR in ABI rehabilitation, developing a set of recommendations would be beneficial for guiding research in this field.

Part 1 of this review had originally planned to include recommendations for using VR in TBI rehabilitation exclusively; however, no studies were identified. Examining the use of VR with other ABIs may provide guidance for this population. Recommendations specific to ABI are necessary, as individuals may experience motor, visual, or vestibular impairments that could impact their ability to use VR [39,40]. There are studies that propose recommendations for using VR in ABI rehabilitation [35,41]; however, there are no known systematic reviews on this topic. Developing recommendations based on existing studies and frameworks would be valuable for determining critical technological factors to guide the design and implementation of immersive VR in ABI rehabilitation.

VR for ABI Rehabilitation

ABI rehabilitation aims to improve function or provide compensatory strategies to reduce impairments and increase participation in activities and quality of life [42-45]. Goals and opportunities to practice real-life, meaningful tasks should be provided to maximize function and enable participation outside of clinical settings [43,46]. Examples include practicing cognitive, physical, or communication therapy goals in everyday activities [47,48] or relevant community settings (eg, home, cafes, and work) [49,50]. Early and intensive therapy is also recommended [51-53]. This focus on generalization and intensity can support neuroplastic changes, which in turn can assist with functional recovery following ABIs [51,54]. Furthermore, treatment programs should be goal oriented [53] and tailored to individual needs [55]; however, this can be challenging due to the complexity and diversity of ABIs [19,44]. Other limitations of the current assessment and treatment approaches in ABI rehabilitation include difficulties providing sufficient intensive therapy to allow for neuroplastic change or provision of services to patients residing in rural areas [44,56]. Advances in technology have provided opportunities for researchers to investigate the use of VR as a novel rehabilitation tool to overcome some of these barriers [29,56].

The benefits of VR for ABI rehabilitation include enhanced ecological validity, the ability to maintain experimental control over assessment and treatment standardization [28,57-59], and the option to cater to individual skills and goals by controlling task complexity [59,60]. VR can also provide relatively naturalistic VEs [28,61] for repeated practice of functional tasks such as activities of daily living [28,58,62], which may assist with generalizing targeted skills [63]. VR can also enhance patient motivation [61,64], which is necessary for neurorehabilitation, as repeated practice is required to achieve adequate treatment outcomes. Furthermore, VR may reduce
barriers to accessing rehabilitation services, such as affordability and geographical isolation [56].

The development of VR for ABI rehabilitation should incorporate co-design design principles [65], which is lacking in the current literature, especially for TBI. Co-design engages intended users (e.g., patients and therapists) in the design and development of products, including VR [21]. People with ABI can experience complex and debilitating impairments. By determining their specific needs and capabilities, VR systems can be developed to meet patient and therapist needs, improve success in clinical practice, and maximize therapeutic outcomes [21,40,66,67].

With regard to using VR in TBI rehabilitation specifically, there are no known systematic reviews that examine the evidence base for using immersive VR to assess and treat any impairment sustained from TBIs. Experimental and review studies have mainly investigated VR for assessing or treating cognitive or motor impairments [34,56,57,68-72]. This current evidence base provides some support for using VR for TBI rehabilitation; however, the quality of the evidence is relatively low [34], and many studies include nonimmersive and semi-immersive systems [45,73-77] rather than focusing on immersive VR technology with HMDs. Issues identified in experimental studies include heterogeneity (e.g., severity of TBI, VR system used, and outcome measures) with small sample sizes and a lack of randomized controlled trials (RCTs), resulting in the inability to perform meta-analysis [68,71]. Existing reviews provide important information; however, many reviews are not systematic in design or lack quality appraisal of included studies [34,45,56,57,70], focus on VR for only cognitive or motor impairments [68-72], or do not review both assessment and treatment studies [56,57,68,69,72,78]. As literature to date has not focused on using immersive VR across the clinical spectrum of TBI rehabilitation, this review aims to identify and evaluate the use of immersive VR for the assessment and treatment of any impairment sustained within this group.

Objectives

This systematic review contains two parts and aims to:

1. Identify and synthesize existing recommendations and frameworks for designing and implementing therapeutic VR for ABI rehabilitation. By doing so, we aim to identify key technological and co-design factors to propose recommendations for the systematic development of VR apps in this field.

2. Determine the current published evidence base for using immersive VR for TBI assessment and treatment. The identified studies will be compared against the synthesized recommendations from part 1 to determine strengths and potential gaps in the literature with reference to recommendations for VR design and implementation to propose ways to improve future research and practice.

Methods

Protocol and Registration

This review has been registered with the International Prospective Register of Systematic Reviews (CRD42020152884) and was guided by the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) Statement [79].

Search Strategy

A systematic search was conducted in August 2019. A total of 11 databases were accessed: CINAHL, Cochrane Central, Embase, Institute of Electrical and Electronics Engineers Xplore, MEDLINE, ProQuest Central, PsycBITE, PsychINFO, Scopus, speechBITE, and Web of Science. Search strategies were adapted for individual database requirements. Gray literature was also searched to ensure that all relevant studies were identified (i.e., peer-reviewed conference proceedings and clinical guidelines). Additional studies were sourced by hand searching the reference lists of the included papers and repeating database searches in June 2020.

Two systematic searches were conducted to address the research aims in this review. For part 1, the general search strategy was virtual reality AND assessment OR intervention OR research AND recommendations AND neurorehabilitation OR brain injury. For part 2, the general search terms were virtual reality AND traumatic brain injury AND assessment OR intervention. The following limits were placed on the searches and studies for inclusion: (1) peer-reviewed, (2) full-text availability, (3) written in English, and (4) published between 2009 and 2020. Literature from the past 10 years was included to reflect current research, as the use of VR in health care and rehabilitation is changing rapidly. A detailed search strategy is provided in Multimedia Appendix 1, and the inclusion and exclusion criteria are provided in Textbox 1.
Textbox 1. Inclusion and exclusion criteria for included studies.

<table>
<thead>
<tr>
<th>Inclusion and Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part 1</strong></td>
</tr>
<tr>
<td>• Provided clear guidelines, consensus statements, recommendations, considerations, or pathways for using virtual reality with adults aged ( \geq 18 ) years with an acquired brain injury, or the study referred to acquired brain injury populations.</td>
</tr>
<tr>
<td>• All study designs were considered.</td>
</tr>
<tr>
<td>• Included data or review of existing scientific evidence as a basis for recommendations.</td>
</tr>
<tr>
<td>• All virtual reality types were considered (recommendations for development and implementation are likely to be applicable for all therapeutic virtual reality designs despite potential variability in virtual reality systems and levels of immersion [66]).</td>
</tr>
<tr>
<td>• Papers that provided recommendations for a specific virtual reality system were excluded (ie, recommendations could not be applied to using virtual reality for acquired brain injury rehabilitation more broadly).</td>
</tr>
<tr>
<td><strong>Part 2</strong></td>
</tr>
<tr>
<td>• Included adults aged ( \geq 18 ) years with a diagnosis of traumatic brain injury (studies were required to have ( \geq 50% ) participants with a traumatic brain injury).</td>
</tr>
<tr>
<td>• Evaluated use of immersive virtual reality for assessing or treating any impairment sustained from a traumatic brain injury (immersive virtual reality was considered due to rapid advancements in technology [80]).</td>
</tr>
<tr>
<td>• Intervention studies included pre-post outcomes.</td>
</tr>
<tr>
<td>• Original research design (eg, randomized controlled trial, case series, and case study).</td>
</tr>
<tr>
<td>• Review papers and studies with semi-immersive or nonimmersive virtual reality systems were excluded.</td>
</tr>
</tbody>
</table>

**Screening Process**

The following process was conducted separately for each systematic search. Search results were exported to a reference manager (EndNote X9, Clarivate), where any duplicate references were excluded. Nonduplicate references were exported to a systematic review management program (Covidence) [81] to review titles and abstracts against search terms and eligibility criteria. An independent reviewer completed the reliability screening for 25.04% (426/1701) of randomly selected nonduplicate references from both searches. All disagreements were resolved via discussion. For part 1, the interrater point-by-point agreement was 97.6% (243/249), Cohen \( \kappa \) was 0.733, and 95% CI was 0.598-0.948, indicating substantial agreement [82]. For part 2, the interrater point-by-point agreement was 91.5% (162/177), Cohen \( \kappa \) was 0.605, and 95% CI was 0.426-0.785, indicating substantial agreement [82]. Full texts of eligible papers were retrieved and assessed for inclusion following this process.

**Data Extraction**

The following data were extracted and entered into a Microsoft Excel [83] spreadsheet by the first author. Part 1 included bibliographic data, study design and level of evidence, population, focus of the paper, and VR recommendations. Part 2 included bibliographic data, study design and level of evidence, participant characteristics, VR system and equipment, VR task, dosage and time in VR, outcome measures, results, adverse effects, inclusion and exclusion criteria, and evaluation against recommendations synthesized from studies in part 1.

**Data Synthesis and Analysis**

For part 1, data were synthesized via a qualitative meta-synthesis: (1) extracting recommendations from the included studies, (2) coding individual recommendations, (3) grouping recommendations based on similarities, and (4) synthesis of grouped recommendations to produce a single comprehensive list [84]. For part 2, meta-analysis was not performed due to the heterogeneity of the included studies. Therefore, the results are presented descriptively and in summary tables.

**Quality Assessment**

Where possible, studies were classified according to the Oxford Centre of Evidence-Based Medicine Levels of Evidence [85]. This hierarchy classifies evidence according to research methodology from the highest (level 1, systematic reviews) to the lowest (level 5, mechanism-based reasoning) levels of evidence. Methodological quality was assessed using appraisal tools relevant to study design [86]: A Measurement Tool to Assess Systematic Reviews for systematic reviews [87]; Joanna Briggs Institute (JBI) checklists for case series [88], case studies [88], qualitative studies [89], and papers of text and opinion (eg, consensus, expert opinion, and perspectives) [90]; and the Mixed Methods Appraisal Tool for mixed methods studies [91]. The PRISMA extension reporting guideline was used for scoping reviews [92], as no suitable appraisal tools were found. The first author and an independent rater conducted the quality assessment. Any disagreements were resolved through consensus with the fourth author. Studies were not excluded based on appraisal tool scores. The scores were used to guide the interpretation of the results.
**Results**

**Part 1**

Part 1 of this review aimed to develop recommendations for the design and implementation of therapeutic VR for ABI rehabilitation based on a synthesis of the existing literature.

**Study Selection**

Database, gray literature, and hand searches returned 1320 potential studies. Following the removal of duplicates, 995 studies were reviewed for keywords and eligibility criteria. After reading the full texts, 14 studies met the criteria for this review (Figure 1).

**Study Design and Level of Evidence**

A variety of study designs were included: 1 systematic review [10], 4 literature reviews [93-96], 5 text and opinion papers [39-41,66,67], 2 mixed methods studies [97,98], 1 scoping review [35], and 1 qualitative study [99]. A total of 5 of these studies were published as conference proceedings [39,93,96,98,99]. Further information regarding the details of the included studies is presented in Table 1.
<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Study design</th>
<th>Population or participant details</th>
<th>VR definition (VR equipment and environment)</th>
<th>Aims of the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birckhead et al [66]</td>
<td>United States</td>
<td>Expert opinion consensus</td>
<td>Clinical health care and rehabilitation (makes references to stroke)</td>
<td>Immersive VR, defined VR as using an “HMD(^b) with a close proximity screen”</td>
<td>To develop a methodological, best practice framework to guide development and implementation of high-quality therapeutic VR in health care</td>
</tr>
<tr>
<td>Bryant et al [99]</td>
<td>Australia</td>
<td>Qualitative(^c)</td>
<td>Rehabilitation, including ABI(^d) (communication disability)</td>
<td>Immersive VR</td>
<td>To explore views of health care and VR professionals on VR-based rehabilitation</td>
</tr>
<tr>
<td>Deutsch and Westcott McCay [93]</td>
<td>United States</td>
<td>Literature review(^c)</td>
<td>Neurological rehabilitation</td>
<td>Mentions nonimmersive, semi-immersive, and immersive VR systems</td>
<td>To review literature on VR in neurorehabilitation and offer suggestions for bridging gaps between research and practice when adopting VR</td>
</tr>
<tr>
<td>Glegg and Lev-ac [39]</td>
<td>Canada</td>
<td>Perspective or discussion(^c)</td>
<td>Rehabilitation (based on neurorehabilitation)</td>
<td>Mentions nonimmersive, semi-immersive, and immersive VR systems</td>
<td>To provide recommendations for the development, research, and clinical implementation of VR based on known barriers and facilitators</td>
</tr>
<tr>
<td>Glegg and Lev-ac [35]</td>
<td>Canada</td>
<td>Scoping review</td>
<td>Rehabilitation (including ABI)</td>
<td>Included studies used a range of nonimmersive, semi-immersive, and immersive VR systems</td>
<td>To determine factors that contribute to facilitators and barriers to implementing VR in rehabilitation and to develop recommendations to address barriers</td>
</tr>
<tr>
<td>Kellmeyer [40]</td>
<td>Germany</td>
<td>Perspective or discussion</td>
<td>Neurology and psychiatry</td>
<td>Immersive VR</td>
<td>To discuss implications of using highly immersive VR systems within neurology and psychiatry, including ethical issues and adverse effects</td>
</tr>
<tr>
<td>Laver et al [10]</td>
<td>Australia</td>
<td>Systematic review (1(^e))</td>
<td>Stroke</td>
<td>Included studies used a range of nonimmersive, semi-immersive, and immersive VR systems</td>
<td>To determine efficacy of VR for stroke rehabilitation</td>
</tr>
<tr>
<td>Lee et al [97]</td>
<td>Korea</td>
<td>Mixed methods</td>
<td>Acute stroke; 8 participants (4 male and 4 female; mean age 63 years)</td>
<td>Semi-immersive VR system (Microsoft Kinect; whack-a-mole game for upper limb movement)</td>
<td>To explore patients’ perceived difficulty and enjoyment during VR rehabilitation and the factors affecting experiences and to suggest implementation strategies for VR-based rehabilitation for acute stroke</td>
</tr>
<tr>
<td>Levin et al [94]</td>
<td>Canada</td>
<td>Literature review</td>
<td>ABI (upper limb impairments)</td>
<td>Defines VR with examples of nonimmersive, semi-immersive, and immersive systems</td>
<td>To review motor control and learning principles and to discuss how they can be included in the design of VR training environments</td>
</tr>
<tr>
<td>Lewis and Rosie [95]</td>
<td>New Zealand</td>
<td>Literature review</td>
<td>Chronic neurological conditions (associated movement disorders)</td>
<td>Included studies used a range of nonimmersive, semi-immersive, and immersive VR systems</td>
<td>To review studies that examine users’ responses to VR interventions and develop suggestions for how future VR systems can address user needs and expectations</td>
</tr>
<tr>
<td>Proffitt and Lange [41]</td>
<td>United States</td>
<td>Perspective or discussion</td>
<td>Stroke</td>
<td>VR systems that allow for immersion without assistance (ie, robotic devices)</td>
<td>To outline steps for developing VR interventions for stroke rehabilitation</td>
</tr>
</tbody>
</table>
**Aims of the study**

To review examples of end user involvement in VR research to provide recommendations for user-engaged design and implementation for VR in clinical practice.

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Study design</th>
<th>Population or participant details</th>
<th>VR definition (VR equipment and environment)</th>
<th>Aims of the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proffitt et al [67]</td>
<td>United States</td>
<td>Review of case studies</td>
<td>Rehabilitation (including stroke and TBI(^{b}))</td>
<td>Included studies used a range of nonimmersive and semi-immersive VR systems</td>
<td>To review examples of end user involvement in VR research to provide recommendations for user-engaged design and implementation for VR in clinical practice</td>
</tr>
<tr>
<td>Ramírez-Fernández et al [96]</td>
<td>Mexico</td>
<td>Literature review(^{c})</td>
<td>Stroke (upper limb impairments)</td>
<td>Not specified; all VR environments</td>
<td>To develop a taxonomy of VR design factors for upper limb rehabilitation of stroke patients</td>
</tr>
<tr>
<td>Vaezipour et al [98]</td>
<td>Australia</td>
<td>Mixed methods(^{c})</td>
<td>Speech pathologists trialed a VR system designed for neurological conditions including ABI (communication impairments)</td>
<td>Immersive VR system (HTC VIVE Pro; simulated kitchen activity)</td>
<td>To explore speech pathologists’ perspectives about immersive VR for rehabilitation of neurogenic communication disorders and to determine advantages and barriers to VR use</td>
</tr>
</tbody>
</table>

\(^{a}\)VR: virtual reality.  
\(^{b}\)HMD: head-mounted display.  
\(^{c}\)Conference proceeding.  
\(^{d}\)ABI: acquired brain injury.  
\(^{e}\)Oxford levels of evidence (not applied to mixed methods or qualitative papers).  
\(^{f}\)TBI: traumatic brain injury.

**Populations and Participants**

Studies included a range of participants or populations: ABIs (8/14, 57%) [39,40,67,93-95,98,99], stroke only (4/14, 29%) [10,41,96,97], or a variety of medical conditions with reference to ABIs (2/14, 14%) [35,66].

**VR Details**

Various VR systems and levels of immersion were considered or described in the included studies: a combination of nonimmersive, semi-immersive, and immersive systems (7/14, 50%) [10,35,39,67,93-95]; immersive systems (4/14, 29%) [40,66,98,99]; semi-immersive systems (1/14, 7%) [97]; any VR environment (1/14, 7%) [96]; and VR systems that provided immersion without robotic devices (1/14, 7%) [41].

**Qualitative Data Synthesis and Analysis**

**Overview**

Three key phases of therapeutic VR development in health care were recommended according to the methodological framework developed by Birckhead et al [66]: (1) content development via end user involvement and iterative testing processes; (2) testing for feasibility, acceptability, tolerability, and efficacy; and (3) conducting RCTs for VR versus control interventions. Similar processes were described by Proffitt and Lange [41] and Laver et al [10], who recommended that initial VR studies for stroke rehabilitation should determine safety, validity, and usability with intended users before conducting larger trials and comparative studies [10,41].

Further synthesis and analysis of recommendations from the 14 included studies identified nine categories of recommendations related to participant, design, and technology factors for VR development and implementation in ABI rehabilitation: (1) end user involvement; (2) participant factors; (3) adverse effects and safety; (4) researcher involvement; (5) barriers and facilitators; (6) rehabilitation principles; (7) technological design and development; (8) supporting implementation; and (9) research study design, reporting, and analysis. Many of these categories are interlinked and can be considered across the suggested phases of design and implementation for therapeutic VR (Figure 2). A summary of the nine categories of recommendations is presented in Textbox 2, and a complete downloadable version is provided in Multimedia Appendix 2 [10,35,39-41,66,67,93-99].
Figure 2. Phases and categories of recommendations for virtual reality design and implementation.

1. Co-design
   - End user involvement
   - Researcher involvement
   - Barriers and facilitators
   - Rehabilitation principles
   - Technological design and development

2. Feasibility studies
   - Participant factors
   - Adverse effects and safety

3. Controlled trials
   - Research study design, reporting, and analysis
   - Supporting implementation
Textbox 2. Summarized recommendations for design and implementation of virtual reality for acquired brain injury rehabilitation.

<table>
<thead>
<tr>
<th>Category and Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>End User Involvement</strong></td>
</tr>
<tr>
<td>• Involve end users when designing virtual reality apps [39,40,66,67,95,98].</td>
</tr>
<tr>
<td><strong>Participant Factors</strong></td>
</tr>
<tr>
<td>• Consider participant factors when designing prototypes (eg, age, gender, ethnicity, health conditions, social position, cognition, and physical limitations) [40,66,95-98].</td>
</tr>
<tr>
<td>• Determine the impact of virtual reality on motivation and how to sustain engagement [10,66,98].</td>
</tr>
<tr>
<td>• Observe users to learn about their behavior [66].</td>
</tr>
<tr>
<td><strong>Adverse Effects and Safety</strong></td>
</tr>
<tr>
<td>• Measure and report physical and emotional adverse effects [40,66].</td>
</tr>
<tr>
<td>• Examine safety of virtual reality devices and tasks to determine suitability and contraindications [39,67,98].</td>
</tr>
<tr>
<td><strong>Researcher Involvement</strong></td>
</tr>
<tr>
<td>• Develop ideas and evaluate virtual reality prototypes as a team [66].</td>
</tr>
<tr>
<td><strong>Determining Barriers and Facilitators to Virtual Reality</strong></td>
</tr>
<tr>
<td>• Identify potential barriers and facilitators to designing and implementing virtual reality with key stakeholders [35,39,66,67] and offer solutions or implementation strategies [35].</td>
</tr>
<tr>
<td><strong>Rehabilitation Principles</strong></td>
</tr>
<tr>
<td>• Maintain therapeutic principles in virtual reality tasks (eg, principles of motor learning) [94,95].</td>
</tr>
<tr>
<td>• Tasks should be progressively challenging and customizable [94-98].</td>
</tr>
<tr>
<td>• When providing feedback, consider real-time knowledge of performance [94-96] and multimodal feedback (eg, visual, auditory, and haptic) [94,96,97].</td>
</tr>
<tr>
<td><strong>Technological Design and Development</strong></td>
</tr>
<tr>
<td>• Use hardware and software that is unrestrictive and allows for movement and possible postural constraints [95].</td>
</tr>
<tr>
<td>• Work in collaboration with virtual reality experts, game developers, and engineers [35,39,40].</td>
</tr>
<tr>
<td><strong>Supporting Implementation</strong></td>
</tr>
<tr>
<td>• Support therapists with virtual reality [35,39,67,93,99] and provide continued training [35,39,93].</td>
</tr>
<tr>
<td>• Provide information, training, and support for patients using virtual reality [95,96,98,99].</td>
</tr>
<tr>
<td><strong>Research Study Design, Reporting, and Analysis</strong></td>
</tr>
<tr>
<td>• Conduct larger, adequately powered trials [10].</td>
</tr>
<tr>
<td>• For randomized controlled trials, use appropriate randomization, conceal allocation, use CONSORT (Consolidated Standards of Reporting Trials) guidelines [66], and justify and describe control conditions [10,66,93].</td>
</tr>
<tr>
<td>• When reporting virtual reality research, consider using reporting guidelines (eg, Template for Intervention Description and Replication) [66], describe intervention details [66,67] and efforts to conceal allocation clearly [66], register trials on a publicly accessible registry, and publish all research regardless of outcomes [66].</td>
</tr>
<tr>
<td>• When selecting outcome measures, consider clinical relevance and validity [66,67], patient-reported outcomes [66,67], and pre- and postintervention measures [66,94]; measure long-term effects of virtual reality interventions [10,66]; compare against nonrandomized control groups [66]; and evaluate virtual reality in natural environments [93].</td>
</tr>
</tbody>
</table>

**End User Involvement**

Involving end users in co-design for therapeutic VR was recommended in 6 studies [39,40,66,67,95,98]. Suggested end users include therapists and patients who ultimately benefit from the VR systems. Co-design encourages those involved in the design process to gather user feedback to improve the iterations of VR tasks under development. It was recommended that this feedback includes, for example, patient willingness to try VR, what worked or did not work, or which VR systems therapists wish to acquire. Gathering user feedback, both positive and negative, is an important part of co-design because VR prototypes should be iteratively tested by end users and
continually refined to better meet patient and therapist needs [66,67].

**Participant Factors**

A range of participant factors should be considered when developing therapeutic VR for ABI rehabilitation [10,40,66,95,96,98]. This is because individuals with neurological impairments may experience physical and cognitive conditions that could impact their understanding and use of VR. In addition, more meaningful and effective VR programs can be developed when specific user needs are considered [40,66,95,97]. Observing patient behavior in a clinical context or conducting surveys and interviews may provide insights into these factors to be considered [66]. Ways to enhance and sustain patient motivation should also be addressed [10,66,98].

**Adverse Effects and Safety**

Participants may experience a range of potential adverse physical and emotional effects when using VR. Some of the potential adverse effects of using VR include headaches, vertigo, nausea, dizziness, fear, and anxiety [66]. A total of 5 of the included studies [39,41,66,98] recommended that these adverse effects should be measured and reported during the development of VR tasks for neurological populations. Measuring adverse effects is necessary to establish a research base for the safety of VR devices and programs and to determine any contraindications for use with people who have an ABI [39-41,98].

**Determining Barriers and Facilitators**

Potential barriers and facilitators of VR use and implementation should be identified via site-specific assessments or interviews during VR development [35,39,66,67]. These barriers and facilitators should be from the perspective of patients and health care providers. Solutions to address the identified barriers should be provided to support successful VR design and implementation [35]. This is particularly important during the design and feasibility testing of therapeutic VR [66].

**Researcher Involvement in Design**

Birckhead et al [66] provided recommendations for researcher involvement and collaboration in the initial design processes. Research teams should develop several ideas for VR tasks and then determine the most feasible and suitable ideas for prototype testing. It is argued that team collaboration is essential for developing therapeutic VR and can often lead to more innovative and improved designs [66].

**Rehabilitation Principles**

A total of 5 studies [94-98] provided recommendations for incorporating rehabilitation principles (eg, principles of motor learning and control [94,100]) when designing VR tasks for ABI rehabilitation. Motor patterns used during VR tasks should provide patients with rehabilitation benefits [95], and tasks should be able to be modified to accommodate impairment severities and stages of recovery [94-98]. Recommendations were also made to provide feedback. Some studies suggested that feedback on performance should be given in real time to engage and motivate patients [94-96]. Levin et al [94] recommended that knowledge of both performance and results should be provided in a way that does not interrupt task progression. Multimodal feedback (eg, visual, auditory, and haptic) should also be considered to potentially improve engagement [94,96]. Additional recommendations included designing tasks that have purposeful goals and providing the opportunity for multiple repetitions of rehabilitation targets [94].

**Technological Design and Development**

A total of 4 of the included studies [35,39,40,95] discussed technological factors to be considered when designing therapeutic VR. Researchers and therapists are recommended to work with game developers and engineers, as they have technological and design expertise to build tasks that meet patients’ and therapists’ needs [35,39,40]. Hardware (eg, HMDs and hand-held devices) and software for VR tasks should also be carefully considered to prevent potential limitations or failures of the VR technology [95]. Examples include designing or selecting systems that allow for adequate movement, providing a sufficient field of view, and reducing the complexity of hardware.

**Supporting Implementation**

Recommendations for supporting the implementation of VR in practice for therapists and patients were provided in 8 of the included studies [35,39,67,93,95,96,98,99]. Recommendations for therapists included providing tailored clinical training packages, providing education about using VR to achieve rehabilitation outcomes, and identifying ways to assist with troubleshooting and implementation [35,39,67,93,99]. Education and training could also be provided to students in relevant professions [39,93]. In terms of supporting patients, therapists should provide adequate information about the purpose of VR and clear instructions for use [98,99] and monitor patient performance regardless of practice settings (eg, rehabilitation units, home-based therapy), as it is necessary for rehabilitation tasks to be performed correctly to achieve sufficient treatment outcomes [95,96].

**Study Design, Reporting, and Analysis**

Among the included studies, 4 [10,41,66,93] proposed recommendations for the design, analysis, and reporting of clinical VR research. Recommendations were related, but not limited, to ensuring rigorous randomization processes in clinical trials, use of reporting guidelines, and detailing specific components of the VR tasks (eg, equipment, therapy dose, and intensity). Recommendations were provided for selecting and using outcome measures to determine the effectiveness of VR interventions [10,41,66,93]. Researchers are encouraged to use outcome measures that are clinically relevant, validated, and standardized, and researchers should also consider using patient-reported measures [66] or target participation outcomes [93]. With regard to the timing of outcome measures, Birckhead et al [66] recommended that measures should be taken at least pre- and postintervention, whereas Laver et al [10] suggested that outcome measures should be taken at least 3 months postintervention to determine long-term effects.
Methodological Quality

The methodological quality of the included studies varied (Multimedia Appendix 3 [10,35,39-41,66,67,87-92,97-99, 101-103]). Cross-comparison of study quality could not be made, as quality assessment could not be conducted with a single appraisal tool and no suitable appraisal tools were found for all study types. Studies with relatively high methodological quality included one systematic review [10], papers of text and opinion [39-41,66,67], one qualitative focus group study [99], one scoping review [35], and one mixed methods study [97]. The second mixed methods study [98] met four out of five criteria for quantitative methodology but had limitations in reporting qualitative and mixed methods components. However, this study was presented as a conference proceeding, so all details may not have been included.

TBI Guidelines

Published guidelines for the management of TBI were included as gray literature in the search for this review. None of the reviewed guidelines [47,48,50,53,104-110] provided clear recommendations for the development or implementation of VR for TBI rehabilitation. Despite this, three guidelines suggested that VR is a priority area for research for the assessment and management of TBI [53,104,105], highlighting the potential of VR for TBI rehabilitation and the importance of conducting research in this area.

Part 2

Part 2 of this review aimed to identify current evidence for using immersive VR for assessment and treatment in TBI rehabilitation. These studies were also examined to determine the extent to which they incorporate recommendations for developing and implementing therapeutic VR based on the findings from part 1 of this review.

Study Selection

Database, gray literature, and hand searches returned 1536 potential studies. A total of 830 duplicate studies were removed. Following the screening of titles and abstracts, 77 nonduplicates were identified for full-text screening. Of these studies, 5 met the inclusion criteria. This process is illustrated in Figure 3.

Figure 3. PRISMA flow diagram for studies included in part 2. VR: virtual reality.

Study Design and Level of Evidence

Included studies investigated the use of VR for assessment (2/5, 40%) [111,112] or treatment (3/5, 60%) [101-103] of impairments following TBI (Table 2). The overall rating of the level of evidence [85] was low. Assessment studies provided level 4 evidence [111,112]. Treatment study designs included 1 case series (level 4) [101] and 2 single case studies [102,103].
Table 2. Study characteristics and participant details of the studies included in part 2.

<table>
<thead>
<tr>
<th>Author</th>
<th>Country</th>
<th>Study design</th>
<th>Participant numbers (TBI severity)</th>
<th>Age (years)</th>
<th>Gender</th>
<th>Time post TBI</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banville and Nolin [111]</td>
<td>Canada</td>
<td>Quasi-experimental assessment (4b)</td>
<td>TBI=31 (7 moderate and 24 severe) and matched healthy controls=31</td>
<td>TBI: mean 27 (SD 11) and controls: mean 27 (SD 11)</td>
<td>TBI: 23 males and 8 females; controls: 23 males and 8 females</td>
<td>Mean 3.78 (SD 2.5) years</td>
<td>Outpatient</td>
</tr>
<tr>
<td>Cikajlo et al [101]</td>
<td>Slovenia</td>
<td>Case series (4b)</td>
<td>TBI=3, brain tumor=1, and nonbrain injury=4</td>
<td>TBI or brain tumor: range 24-48 and nonbrain injury: range 27-40</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Outpatient</td>
</tr>
<tr>
<td>Gamito et al [102]</td>
<td>Portugal</td>
<td>Case study</td>
<td>TBI=1 (severe)</td>
<td>Male</td>
<td>3 months</td>
<td>Inpatient rehabilitation ward</td>
<td></td>
</tr>
<tr>
<td>Ma et al [103]</td>
<td>United States</td>
<td>Case studyc</td>
<td>TBI=1 (moderate-severe)</td>
<td>Male</td>
<td>Physical therapy clinic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robitaille et al [112]</td>
<td>Canada</td>
<td>Proof of concept (4b)</td>
<td>TBI=6 (mild) and healthy controls=6</td>
<td>TBI: mean 30.3 (SD 8.6; range 18-61) and controls: mean 30.3 (SD 5.3)</td>
<td>Median 0.46 years; range 2 weeks to 7 years</td>
<td>Not reported</td>
<td></td>
</tr>
</tbody>
</table>

aTBI: traumatic brain injury.
bOxford levels of evidence.
cConference proceeding.

Participant Characteristics
A total of 42 participants with TBI were included in this study (Table 2). The number of participants ranged from 1 to 31 (mean 8, SD 13). Time post injury ranged from 2 weeks to 7 years. Although not always reported, the majority of participants were males (25/42, 60%) aged between 18 and 61 years. Most of the included participants sustained a severe TBI (25/42, 60%) [102,111], followed by moderate TBI (7/42, 17%) [111], mild TBI (6/42, 14%) [112], and moderate-severe TBI (1/42, 2%) [103]. TBI severity was not reported for 3 participants [101]. Where reported, VR was used in inpatient [102] and outpatient settings [101,103,111].

Target of VR Assessment or Treatment
Impairments targeted in VR assessment included executive functions [112] and prospective memory [111]. VR treatments targeted attention and working memory [102], balance and functional mobility [103], and stress and anxiety [101].

VR Details
Keeping with the definition of immersive VR systems, all studies used HMDs to create immersive VEs [101-103,111,112], and one study included body motion tracking [112]. Virtual cities were used as the basis for memory and attention tasks [102,111]. Other VR tasks included a mindfulness-based stress reduction program [101], a military patrol task to assess executive functions [112], and standing balance practice in VR as an adjunct to traditional physical therapy [103]. Assessment studies did not report the time spent in VR. Where reported, therapy session duration ranged from 5 to 25 minutes; total dosage ranged from 50 minutes to 3 hours; and participants received 5, 8, or 10 therapy sessions. One study provided breaks during VR sessions [103]. Further information related to the VR details of the included studies is presented in Table 3.
<table>
<thead>
<tr>
<th>Study</th>
<th>Target</th>
<th>Dosage or time in VR and VR hardware</th>
<th>Task details</th>
<th>Outcome measures</th>
<th>Results</th>
<th>Adverse effects and potential issues</th>
<th>Eligibility criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banville and Nolin [111]</td>
<td>Prospective memory and executive functions</td>
<td>Time in VR not reported; HMD (eMagin Z800) with head tracker</td>
<td>Non-VR task: prospective memory assessment based on Rivermead Behavioral Memory Test; VR task: virtual prospective memory tasks completed in a virtual city (included visiting apartments and selecting an apartment to live in)</td>
<td>Non-VR: correct actions, time to complete, and whether prompting was required; VR: prospective memory score, precision score, time to complete, success in task, and IPQ</td>
<td>Participants could be classified as having a TBI by performance on each task. TBI participants were significantly less precise with prospective memory VR tasks ($P=.02$) and took more time to perform VR tasks ($P=.008$) than controls</td>
<td>SSQ$^c$ completed; no reported cyber-sickness; SSQ scores did not differ between groups</td>
<td>Inclusion criteria: confirmed TBI</td>
</tr>
<tr>
<td>Cikajlo et al [101]</td>
<td>Stress and anxiety</td>
<td>8 sessions (25 minutes per session, once weekly); Samsung Galaxy X7 mobile phone mounted to HMD (Samsung Gear VR)</td>
<td>Mindfulness stress reduction program conducted by an instructor (eg, self-medication and group discussions in various VEs such as a mountain view or a room with a fireplace)</td>
<td>MAAS, $^g$ SWLS, $^h$ MMSE$^c$ (TBI only), session and task ratings, and head motion</td>
<td>Slight improvement in MAAS and SWLS scores (TBI group&gt;non-TBI group); one participant increased MMSE (not reported for others); task ratings: simple to use and interesting; varying head motions</td>
<td>Potential for overheating of mobile phones (sessions were, therefore, limited to 30 minutes)</td>
<td>Inclusion criteria: mild or no cognitive impairment and able to understand instructions; exclusion criteria: high dioptrers, astigmatism, and wore glasses</td>
</tr>
<tr>
<td>Gamito et al [102]</td>
<td>Working memory and attention</td>
<td>10 sessions (5 minutes each session); HMD (eMagin Z800)</td>
<td>Activities included performing ADL$^d$ in the VE (eg, breakfast, navigating to and from a supermarket, and buying items)</td>
<td>PASAT$^k$ and completion time of each task</td>
<td>Significant increase in correct responses between initial and final PASAT scores ($P&lt;.05$)</td>
<td>Not reported</td>
<td></td>
</tr>
<tr>
<td>Ma et al [103]</td>
<td>Balance and functional mobility</td>
<td>5 sessions (12 trials, with a 1-to 2-minute break in between); breaks were decided by the participant. Samsung Galaxy X7 mobile phone mounted to HMD (Samsung Gear VR)</td>
<td>Standing balance exercises in a VE with traffic lights, street crossing and traffic island, night and day versions, moving cars, and static buildings</td>
<td>DGI$^l$ mini-BEST$^m$, DHI$^n$, ABC$^o$, GROC$^p$ and patient-specific functional scale (self-scoring street crossing and multitasking abilities)</td>
<td>Improvements in DGI, mini-BEST, DHI, GROC, and patient-specific functional scale</td>
<td>Not reported</td>
<td></td>
</tr>
</tbody>
</table>

Notes: $^a$ Non-VR: correct actions, time to complete, and whether prompting was required; $^b$ VR: prospective memory score, precision score, time to complete, success in task, and IPQ; $^c$ SSQ: Sickness Severity Questionnaire; $^d$ ADL: Activities of Daily Living; $^e$ Rivermead Behavioral Memory Test; $^f$ VE: Virtual Environment; $^g$ MAAS: Measure of Awareness of Social Inference and Self; $^h$ SWLS: Satisfaction With Life Scale; $^i$ MMSE: Mini-Mental State Examination; $^j$ PASAT: Paced Auditory Serial Addition Task; $^k$ PASAT: Paced Auditory Serial Addition Task; $^l$ DGI: Dynamic Gait Index; $^m$ mini-BEST: mini-Balance Evaluation Systems Test; $^n$ DHI: Disability of the Arm, Shoulder and Hand; $^o$ ABC: Assessment of Balance Confidence; $^p$ GROC: Geriatric Rough of Cognition.
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Study | Target | Dosage or time in VR and VR hardware | Task details | Outcome measures | Results | Adverse effects and potential issues | Eligibility criteria
---|---|---|---|---|---|---|---
Robitaille et al [112] | Executive functions | Time in VR not reported; HMD (piSight 166-43) with head tracking and body tracking (MoCap) | Exploration of a simulated military patrol scene in a village with different conditions and obstacles to navigate (eg, fences, wires, beams, and avatars) | PQ, SUS, errors, walking speed and fluidity, and obstacle clearance | TBI group walked faster and had slightly greater obstacle clearances. Significant difference in walking fluidity between groups for two hostile blocks ($P=0.046$). Moderate to high presence scores on SUS and PQ | SSQ completed: 1 participant with TBI and 1 control participant reported slight headaches | Inclusion criteria (TBI): mild TBI; inclusion criteria (controls): no known TBI or other neurological or musculoskeletal issues

Comparisons

One assessment study investigated participant performance on a VR and non-VR assessment of prospective memory [111], with participants performing similarly on both tasks. Both assessment studies [111,112] included healthy control groups, with findings able to distinguish between participants with and without TBI. One intervention study [101] included unmatched participants without TBI and did not report major differences in outcomes between the groups.

Eligibility Criteria and Adverse Effects

One intervention study [101] excluded participants due to visual impairments that may have impacted their tolerance of the HMD. The Simulator Sickness Questionnaire [113] was used in 2 studies [111,112] to monitor potential adverse effects of VR, with only 1 participant with TBI reporting a slight headache [112]. A total of 2 studies did not consider or report adverse effects [102,103].

Outcome Measures and Results

Various outcome measures were used, and all studies included more than one measure. VR task-specific outcome measures were used in 4 studies [101,102,111,112]. A total of 4 studies used outcome measures traditionally used for non-VR tasks [101-103,111]. Depending on the outcome, intervention studies took measures pre-, mid-, and postintervention [101,102] or pre-post intervention with a 1-month follow-up [103].

The results from the assessment studies suggested that VR assessment tasks have the potential for use as novel diagnostic tools [111,112]. These studies included healthy controls and could classify participants as having a TBI or not by their performance on VR assessment tasks. The findings demonstrated a significant difference between groups for walking fluidity during a navigation task [112] and for time and precision to complete a procedural memory task in VR [111].

Statistically significant outcomes were reported in one case study [102], where VR intervention for attention and memory deficits led to a significant increase in pre-post assessment scores on the Paced Auditory Serial Addition Task. The remaining treatment studies presented descriptive data on the outcomes of participants with TBI [101,103]. Ma et al [103] demonstrated that VR treatment combined with standard physical therapy led to improvements in gait and balance. Cikajlo et al [101] reported slight improvements in pre-post psychometric outcomes for stress and anxiety following the implementation of a

---

aVR: virtual reality.
bHMD: head-mounted display.
cIPQ: Igroup Presence Questionnaire.
dTBI: traumatic brain injury.
eSSQ: Simulator Sickness Questionnaire.
fVE: virtual environment.
gMAAS: Mindfulness Attention Awareness Scale.
hSWLS: Satisfaction With Life Scale.
iMMSE: Mini-Mental State Examination.
jADL: activities of daily living.
kPASAT: Paced Auditory Serial Addition Task.
lDGI: Dynamic Gait Index.
nDHI: Dizziness Handicap Index.
oABC: Activities Balance Confidence Scale.
pGROC: Global Rating of Change.
qPQ: Presence Questionnaire.
rSUS: Slater-Usoh-Steed Questionnaire.
group-based VR mindfulness intervention that participants rated as interesting and simple to use.

**Methodological Quality**

The quality assessments of the included treatment studies are presented in Multimedia Appendix 3. We assessed 2 case studies using the JBI checklist for case reports [88] and these studies were found to have low [102] to moderate [103] methodological quality. The studies included adequate information about interventions but did not provide comprehensive participant or assessment details or refer to measuring the potential adverse effects of VR. One study [101] was appraised using the JBI checklist for case series [88] and had a low methodological quality. Information about condition measurement and treatment outcomes was provided, but important details about the participants and recruitment methods were absent.

**Recommendations for VR: Evidence in TBI Studies**

VR assessment and treatment studies for TBI rehabilitation were examined regarding the three suggested phases of VR development [66] and the nine categories of recommendations for VR design and implementation proposed in part 1 of this review (Table 4). With regard to phases of VR design, there was one feasibility study [101] and one proof-of-concept study [112] but no controlled trials or co-design studies with detailed descriptions of end user involvement in VR development. A total of 3 studies [101,111,112] have considered the potential adverse effects of VR. Rehabilitation principles were included in studies that provided varied or progressively challenging tasks [102,103]. All treatment studies collected at least one outcome measure pre- and postintervention and included clinically relevant outcome measures. At least one patient-reported outcome measure was included in 4 studies [101,103,111,112], and one study included a user survey for task feedback [101]. Details were generally provided about the active ingredients of the VR equipment and tasks (eg, dose, repetitions, and time in VR).

Recommendations that were not included in the assessment and treatment studies were as follows: involving researchers when developing VR tasks, considering barriers and facilitators to VR use, technological design and development, and supporting VR in practice. However, many of these recommendations are applicable to specific phases of VR development and implementation, so they may not have been relevant for all studies. Furthermore, recommendations may have been addressed but not specifically reported on.

**Table 4.** Inclusion of recommendations for virtual reality design and implementation in traumatic brain injury studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: co-design</td>
<td>✓✓</td>
<td>✓✓✓</td>
<td>✓✓✓</td>
<td>✓✓✓</td>
<td>✓✓✓✓✓</td>
</tr>
<tr>
<td>Phase 2: feasibility</td>
<td>✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Phase 3: controlled trials</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommendation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>End user involvement</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adverse effects and safety</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Researcher involvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Determining barriers and facilitators to VR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rehabilitation principles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technological design and development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supporting implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research study design, reporting, and analysis</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> VR: virtual reality.

<sup>b</sup> Recommendation present.

**Discussion**

**Principal Findings**

**Overview**

The findings of this systematic review highlight that research in the field of VR and ABI rehabilitation, particularly for TBI, is still emerging. To our knowledge, this is the first study to synthesize existing recommendations for developing VR for ABI rehabilitation and to systematically review the current evidence base for using immersive VR for TBI rehabilitation. Recommendations for future research have been provided based on the results of this review.
Part 1

Part 1 of this review aimed to identify and synthesize the recommendations for designing and implementing therapeutic VR for ABI rehabilitation, with a focus on using existing frameworks to determine key technological and co-design factors. The findings appear to be consistent across VR technologies and health care settings and contain important considerations for using VR with people who have an ABI.

Three phases for VR development and implementation of therapeutic VR in health care were developed by Birkhead et al [66] and formed a framework against which this review was completed. A total of nine categories of recommendations were subsequently developed from all 14 studies included in part 1 of this review. Most recommendations that were addressed in the limited literature reported in this study were related to the design of VR tasks, including consideration of participant factors, involving key end users and researchers, determining barriers and facilitators of VR use, technological considerations, and including rehabilitation principles in VR tasks. The recommendations can be applied throughout VR development and implementation (Figure 2).

A phased approach to VR design should be considered [10,41,66], with early focus on engaging key end users [35,39,40,45,66,93,98,114] in co-design and feasibility studies before conducting larger controlled trials [10,41,66,115]. This approach is not widely used in research investigating VR for health care purposes [115-117] or for adults with TBI, yet user involvement in VR development is emerging in pediatric TBI [118] and ABI rehabilitation [98,99]. Involving end users in designing digital health interventions is recommended [66,114] and is essential for producing successful VR apps [40,66,67], particularly for people with TBI [119]. Additional recommendations for research design, reporting and analysis, and supporting implementation for VR were synthesized to further guide and strengthen research in this area. Such recommendations include the use of reporting guidelines such as the Template for Intervention Description and Replication [120] and the CONSORT (Consolidated Standards of Reporting Trials) [121] and supporting end users with VR adoption via education and training.

The included studies drew on research examining various VR systems and levels of immersion. This reflects the literature from the past decade and highlights the limited use of fully immersive VR for neurological rehabilitation. However, recommendations for VR research are similar across VR platforms, particularly for design and feasibility studies [66], and may be adapted for various clinical settings and disciplines [67]. No specific recommendations were made regarding preferred VR hardware or software. Future research and clinical VR apps should focus on more immersive systems [40] because of the rapid advancement and availability of VR technology as well as tasks that can be used across different devices to facilitate transition and use from rehabilitation facilities to home environments (eg, wireless systems and mobile phone compatibility) [39,122,123]. The tolerance and safety of new VR systems will need to be established for people with ABI [39-41,66,98].

Part 2

The second part of this review aimed to determine the current evidence base for using immersive VR for TBI rehabilitation and to review the extent to which these studies addressed the recommendations developed in part 1 of this review. A total of 5 studies that investigated the use of immersive VR for TBI assessment and treatment were identified and included.

The findings demonstrate a small body of evidence for using immersive VR in TBI rehabilitation. Studies have used immersive VR to assess cognitive impairment following mild, moderate, and severe TBI [111,112]. VR treatments targeted memory and attention [102] and balance [103] in single cases of participants with moderate-severe TBI and anxiety in a case series of 3 people with TBI (severity not disclosed) [101]. The range of time post injury, age of participants, clinical settings, dosage and frequency, and VR tasks suggest that immersive VR has potential for use with people with TBI across the continuum of care [68]; however, further studies are required to support this evidence because of the limited number of included studies and small sample sizes.

Three different HMDs were used in the 5 studies, including the smartphone-compatible Samsung Gear, which highlights the accessibility and affordability of immersive VR technology [80,115,123]. There were no commonalities in terms of VR software and tasks, with each study implementing VR tasks specific to the targeted impairments and outcomes. There would be potential challenges in developing a VR platform to suit the various impairments and severities of brain injury [95], so the proposed recommendations developed in part 1 of this review may improve the consistency of VR development for TBI rehabilitation where heterogeneity may not be accounted for.

There were limited adverse effects of VR use reported in 3 of the 5 included studies [101,111,112]. The potential adverse effects of VR use must be monitored and reported due to the limited research in this area and to determine the safety and feasibility of immersive VR for people with TBI [39-41,66]. Involving VR experts and interdisciplinary teams should be considered when designing new VR tasks to mitigate potential safety issues [32].

The included studies reported positive findings, but few specific conclusions can be drawn regarding assessment and treatment effectiveness due to a limited number of studies with small sample sizes, a lack of control conditions, assessment reference standards, face-to-face comparisons, and heterogeneity of data that prevented pooling of data and meta-analysis. Some studies had relatively low methodological quality and provided minimal details about participants and recruitment methods, making it challenging to generalize findings and determine the suitability of VR platforms and tasks for people with TBI.

The current evidence base for using immersive VR for TBI rehabilitation incorporates some of the recommendations proposed in part 1 of this review (Table 4), yet there is a need for future studies to increase end user engagement in co-design and feasibility testing before conducting controlled trials [10,41,66]. Specifically, future research should engage end users [39,40,66,67,95] and clinical experts alongside the design and implementation (Figure 2).
technology industries to inform VR development [35,39,95], identify potential barriers and facilitators to using VR [35,39,66,67], and focus on stepwise progression of VR research [10,41,66,114]. By doing so, VR tasks for TBI, and ABI rehabilitation more broadly, can better meet patients’ and therapists’ needs [35,39,40,66,67].

Study Limitations

Although a systematic literature search was undertaken, some existing studies may have been excluded, as inclusion criteria limited papers to English only, and gray literature did not include conference abstracts or theses. In addition, inconsistencies with VR definitions and classifications [124-127] may have led to exclusion based on the definitions of VR immersion levels. Caution should be taken when interpreting results, as the overall levels of evidence presented were relatively low. Furthermore, the inclusion of various study designs led to the inability to use a single critical appraisal tool, and some of the included studies presented poor methodological quality.

There were limited high-level evidence studies that provided recommendations for developing and implementing VR in ABI rehabilitation (ie, part 1). Although this may decrease the perceived value of findings, it likely reflects the fact that VR technology and practice in this field are still emerging [35] and may be moving faster than the evidence base [66,93]. Despite this, most recommendations were synthesized from a VR expert consensus paper [66], which provided a framework for therapeutic VR methodology. Furthermore, findings across the included studies were similar and provide a basis for ongoing research for developing and implementing VR for ABI rehabilitation, including for people with TBI.

The current evidence base for using immersive VR for TBI assessment and treatment (ie, part 2) consisted mainly of lower-quality methods of case studies and case series. These study designs may be suitable for early co-design and feasibility studies for VR development, yet this was not always reflected in the included studies. On the basis of the methodological quality and levels of evidence, future studies should provide important details about participants, recruitment methods, and interventions; consider and report on adverse effects; and include reference standards and control conditions. These findings reflect the general lack of high-quality evidence, as highlighted in previous reviews of nonimmersive, semi-immersive, and immersive VR for TBI rehabilitation [34,56,68,70,71], and the findings may be difficult to generalize due to heterogeneity. The use of the proposed recommendations may improve the consistency of design and implementation of VR in TBI rehabilitation and provide a model to advance clinical research in this area.

Recommendations for Future Research

Future research should consider the proposed recommendations when designing and implementing VR tasks for ABI rehabilitation, especially for people with TBIs. As identified in this review, stepwise VR development (Figure 2) [10,41,66] is lacking in current TBI literature. There needs to be an increased focus on co-design processes to investigate the opinions and needs of key end users, including people with ABI and their therapists [10,35,39,40,66,67,114]. Iterative testing and feasibility studies will also be necessary to establish the safety and viability of new immersive VR tasks before implementing larger-scale studies and RCTs [10,41,66], particularly given that people with ABIs may face challenges when using and interacting with VR systems [39,40] and there are limited studies that use immersive VR for TBI rehabilitation [101-103,111,112].

Although this review offers a starting point for guiding future research in VR for TBI rehabilitation, the recommendations provided were formed from papers that included a wider range of ABIs. Work should be undertaken to develop guidelines specific to TBI to ensure more rigorous development and evaluation of therapeutic VR for this population. Expanding the evidence base for using VR with people with TBI has been encouraged and highlighted as a priority area in published guidelines for TBI management [53,104,105]. Furthermore, immersive VR to date has been used to treat people with TBI who have cognitive disorders, balance issues, or anxiety. Future research should develop and investigate the use of VR for other significant impairments that people with TBI may experience, such as cognitive-communication disorders.

Conclusions

This systematic review highlights that the use of immersive VR in ABI rehabilitation, especially TBI, is still in its infancy. There are no existing guidelines for designing and implementing VR tasks specific to TBI, reflecting the need for more rigorous research in this area. Existing evidence demonstrates the potential to use immersive VR for TBI assessment and treatment. However, this comprises a small number of lower-quality studies with a large degree of heterogeneity, small sample sizes, and limited generalizability of the findings.

This review produced recommendations for developing and implementing VR for ABI rehabilitation (Textbox 2 and Multimedia Appendix 2): engaging end users; considering participant, researcher, and technological factors; addressing facilitators and barriers; incorporating rehabilitation principles; and supporting implementation in clinical practice. These recommendations can be incorporated into the three phases of therapeutic VR development (Figure 2). Researchers in ABI rehabilitation are presented with an opportunity to capitalize on the current digital health movement, particularly when the required technology and resources for immersive VR are becoming increasingly available and affordable. VR has the potential to provide innovative assessment and treatment methods, and future work in this field should use these recommendations to improve consistency, quality, and outcomes for the effective design of therapeutic VR.
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Abstract

Background: Although autism is often characterized in literature by the presence of repetitive behavior, in structured decision tasks, individuals with autism spectrum disorder (ASD) have been found to examine more options in a given time period than controls.

Objective: We aimed to examine whether this investigative tendency emerges in information searches conducted via the internet.

Methods: In total, 1746 search engine users stated that they had ASD in 2019. This group’s naturally occurring responses following 1491 unique general queries and 78 image queries were compared to those of all other users of the search engine. The main dependent measure was scrolled distance, which denoted the extent to which additional results were scanned beyond the initial results presented on-screen. Additionally, we examined the number of clicks on search results as an indicator of the degree of search outcome exploitation and assessed whether there was a trade-off between increased search range and the time invested in viewing initial search results.

Results: After issuing general queries, individuals with self-stated ASD scanned more results than controls. The scrolled distance in the results page of general queries was 45% larger for the group of individuals with ASD ($P<.001$; $d=0.45$). The group of individuals with ASD also made the first scroll faster than the controls ($P<.001$; $d=0.51$). The differences in scrolled distance were larger for popular queries. No group differences in scrolled distance emerged for image queries, suggesting that visual load impeded the investigative behavior of individuals with ASD. No differences emerged in the number of clicks on search results.

Conclusions: Individuals who self-stated that they had ASD scrutinized more general search results and fewer image search results than the controls. Thus, our results at least partially support the notion that individuals with ASD exhibit investigative behaviors and suggest that textual searches are an important context for expressing such tendencies.

(J Med Internet Res 2021;23(7):e23829) doi:10.2196/23829
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Introduction

Characterizing the internet browsing style of specific populations is important for understanding how individuals behave during naturally occurring circumstances and can ultimately be used for tailoring interfaces and content to people’s diverse styles and capabilities [1,2]. This paper focuses on the internet search strategies of individuals with autism spectrum disorder (ASD)—a heterogeneous condition characterized by restricted interests and behaviors and by deficits in social communication.
Laboratory studies have discovered that high-functioning individuals with ASD tend to make selections from assorted options in a relatively short period of time [3-7]. For example, Johnson et al [3] examined the performance of adolescents and young adults with ASD in the Iowa gambling task [8]—a 4-choice, repeated, decision-making task. Individuals with ASD and typically developing controls had similar rates of selection with respect to the four options, but those with ASD switched options more frequently than controls. Similarly, in a simulated foraging task, Pellicano et al [5] found that children with ASD used more varied search paths across trials than those of control children. Herein, we analyze data from a large-scale data set and examine whether the heightened propensity for investigation in individuals with ASD emerges when they search for information on the web.

The internet has been described as a “newly autism-compatible environment” [9] due to fact that it is highly suitable for pursuing restricted interests [10] and because it allows individuals to control the mode of social communication [11]. Potentially, when searching for information in this environment, individuals with ASD may express their investigative tendencies by thoroughly examining search results. Alternatively, people with ASD tend to be more distracted by novel stimuli than typically developing persons [12,13]. They also tend to avoid situations involving multiple decisions [14,15]. If the novel stimulus and choice overload associated with ASD are sufficiently strong, they may restrict the examination of search results.

To discern whether individuals with self-stated ASD (s-sASD) examine internet search results more thoroughly than individuals without ASD, we analyzed their naturally occurring interactions with an internet search engine. Our research strategy was different from that of most autism studies, which typically use small samples of psychiatrically diagnosed participants [10,16,17]. We obtained historical browsing records for a very large group of users who stated that they had ASD in one of their search queries. We then used the same data set to filter identical queries made by users who did not refer to themselves as having ASD. Therefore, for a given query, we could compare the two groups’ responses to the same query results and thus control for the content of the query (as well as any implied personality and cognitive style differences) and the specific search results. For robustness, we examined browsing records for two major domains—general web searches (study 1) and image searches (study 2).

Our main dependent variable was the scanned range of search results, that is, the extent to which individuals chose to present themselves with more results in addition to those shown on the initial results screen. In addition, we examined the number of clicks on search results (links to other pages) as an estimate of the exploitation of search outcomes. Finally, we tested whether there was a trade-off between increased search range and the time invested in viewing initial search results.

Methods

Study Design

This study was preapproved by the Technion Research Ethics Committee (approval number: 2020003). The data set used in this study is proprietary to Microsoft Corporation and was kept anonymous for privacy reasons. This data set was approved for research, which was to be conducted by the second author in his capacity as a Microsoft Research Senior Principal Researcher. By using a data set of all English-language queries made by people in the United States on the Bing search engine in 2019, we extracted each user’s anonymized ID and their query text. Queries were filtered to identify users who described themselves as autistic in one of their queries. This was determined by the usage of one of the following phrases in query text: I have autism, I’m autistic, I’m on the autism, I am on the autism, and my autism. Queries that suggested that a user was unsure (eg, do I have autism) were excluded from the analysis. In addition, we excluded queries in which there was information suggesting that the reference to autism did not characterize the user (eg, I have autism hat). A complete list of exclusion terms appears in Multimedia Appendix 1. We referred to the group of users that we identified in this manner as individuals with s-sASD in 2019. The number of users in this group was 1746. The control group included all other users who were not identified as individuals with s-sASD and made queries on Bing in the United States in 2019.

Study 1: General Web Search

In study 1, we targeted all general web searches in Bing made by individuals with s-sASD in November 2019. Additionally, we examined identical searches that were made by the control group during the same time period. Our main dependent variable was the total distance scrolled (in pixels) in the search results screen, which denoted the extent to which additional results were scanned after the initially presented, on-screen results were scanned. For validation purposes, we also compared the number of scroll events. Scroll events are discrete increases in search range that have unspecified lengths and are produced by the user (using a keyboard or mouse). Additionally, we studied the number of clicked links in the search results. Furthermore, we compared the two groups’ response times, that is, the amount of time until the first scroll event (ie, before the search range was increased) and, for control purposes, the time to the first mouse movement. We included unique queries that were searched at least 10 times. Additionally, we only included queries that were followed by mouse movements, which denoted a user’s response. The total number of queries was 1491, and this represented over 300 million searches; 37,810 were conducted by individuals with s-sASD, and the rest were conducted by the control group.

Study 2: Image Search

In this study, we targeted all image searches in Bing made by individuals with s-sASD in November 2019 and all matching image searches made by the control group. Initially, in study 2a, we used the same search breadth variables as those in study 1—the total distance scrolled (in pixels), number of scroll events, and number of image clicks. As the criterion of
conducting 10 or more searches for a unique query produced a small amount of queries, we included unique image queries that were searched at least 5 times by both the study and control populations. Additionally, as previously stated, we only included queries that were followed by mouse movements. The total number of matching queries was only 38, which represented 364,386 searches (258 made by individuals with s-sASD). The relatively small number of matching image queries was likely due to the exclusion of devices such as tablets and cellphones, which do not have a mouse. In order to broaden the sample, in study 2b, we used an alternative dependent variable—the number of thumbnail images displayed to the user. This is similar to the total distance scrolled; however, it also includes the initial number of images that are available before scrolling. In this substudy, we also included searches with no mouse movements. The total number of image queries in study 2b was 78 (approximately 1.6 million searches, of which 698 were conducted by individuals with s-sASD).

Analysis

Search indices were averaged across each unique query. Each unique query therefore had a pair of data points—one data point set from the group of individuals with s-sASD and one from the control group. Query topic categories were identified by a proprietary classifier. Age and gender data were also available for a subset of users who were registered with Bing. Our main analysis involved a comparison of the differences between groups in terms of search indices across queries (using two-tailed paired t tests). This analysis was independent of the number of times that each query was issued. The analysis was therefore not confounded by the query topic because it examined responses that were contingent on a given query. In addition, to account for the effect of the popularity of searches, we also compared the average number of individual searches by multiplying the search parameters of each query by its relative volume (ie, the number of times that the query was issued divided by the average number of times a query was issued in a given group). If the difference between groups per query was not the same as the difference between individual searches, this implied that the volume of searches affected the gap between the two groups. In other words, this implied that the difference between groups was moderated by query popularity. The two differences were compared by using a repeated measures analysis of variance, in which the groups and units of analysis (queries vs searches) were paired factors.

Results

Search Queries

To further validate our self-statement method, we examined all Bing searches conducted by individuals with s-sASD in 2019 that included the words *autism* or *autistic*. On average, there were 14.17 such searches (SE 1.14). For comparison, we also examined those in the control group who made at least 1 search with the words *autism* or *autistic*. Their average number of relevant searches was only 2.52 (SE 0.003), and the difference in the average number of relevant searches between the two groups was highly significant (rank sum $P<.001$).

The top query topics of the individuals with s-sASD and the control group in November 2019 are shown in Table 1. Individuals with s-sASD were more likely to query about books and consumer electronics than controls and were more interested in images of automobiles and video games. In contrast, the control population made more queries related to travel and flights. We further examined whether the popularity of different queries was similar between the two groups (individuals with s-sASD and controls). The correlation between the volume of general queries included in this study for the two groups was 0.53 ($P<.001$), and for image searches, the correlation was 0.02 ($P=.86$). This implied that the relative search popularity of general queries was highly similar between groups, but this was not true for image-related queries.
Table 1. The top 3 query topics that were distinctly popular in either the group of individuals with s-sASD or the control group during November 2019. Odds ratios (ORs) and 95% CIs are presented.

<table>
<thead>
<tr>
<th>Topics</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Television shows</td>
<td>8.83 (8.49-9.18)</td>
</tr>
<tr>
<td>Books</td>
<td>6.16 (5.73-6.63)</td>
</tr>
<tr>
<td>Consumer electronics</td>
<td>4.36 (3.95-4.80)</td>
</tr>
<tr>
<td>Video games</td>
<td>4.20 (3.09-5.72)</td>
</tr>
<tr>
<td>Things to do</td>
<td>2.73 (2.42-3.08)</td>
</tr>
<tr>
<td>Automobiles</td>
<td>2.70 (2.46-2.95)</td>
</tr>
<tr>
<td>Flights</td>
<td>4.82 (4.11-5.66)</td>
</tr>
<tr>
<td>Travel guide</td>
<td>4.70 (4.19-5.27)</td>
</tr>
<tr>
<td>Things to do</td>
<td>4.47 (4.04-4.94)</td>
</tr>
<tr>
<td>Travel guide</td>
<td>7.08 (5.52-9.10)</td>
</tr>
<tr>
<td>Restaurants</td>
<td>2.96 (2.50-3.52)</td>
</tr>
<tr>
<td>Television shows</td>
<td>1.69 (1.53-1.86)</td>
</tr>
</tbody>
</table>

Study 1: General Search

Table 2 shows the mean values of search parameters for the two groups, and Figure 1 presents the distribution of search parameters. Our main analysis of average values across different queries indicated that the scrolled distance was about 1.45 times higher among individuals with s-sASD ($t_{1490}=8.63; P<.001; d=0.45$), and the number of scroll events was about 1.12 times higher ($t_{1490}=3.29; P=.001; d=0.17$). In contrast, differences in the number of clicked links were smaller and not statistically significant ($t_{1490}=1.91; P=.06; d=0.10$).

Table 2. Study 1 results: the mean values of general search parameters for individuals with self-stated autism spectrum disorder (s-sASD) and the control groups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values per query$^a$, mean (SE)</th>
<th>Average per individual search$^b$, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individuals with s-sASD</td>
<td>Controls (matched)</td>
</tr>
<tr>
<td>Search breadth variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scrolled distance (pixels)</td>
<td>745.38 (30.62)</td>
<td>513.44 (12.66)</td>
</tr>
<tr>
<td>Number of scroll events</td>
<td>1.33 (0.05)</td>
<td>1.18 (0.03)</td>
</tr>
<tr>
<td>Number of clicked links</td>
<td>0.94 (0.04)</td>
<td>0.86 (0.03)</td>
</tr>
<tr>
<td>Search time variables (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time to first scroll</td>
<td>35.99 (0.59)</td>
<td>40.81 (0.30)</td>
</tr>
<tr>
<td>Time to first mouse movement</td>
<td>3.28 (0.12)</td>
<td>3.91 (0.05)</td>
</tr>
</tbody>
</table>

$^a$The average values for each query give the same weight to each query.

$^b$The average values for each individual search were weighted by the relative volume of searches for each unique query.
The search breadth indices of the two groups were even more distinct when we compared individual searches (Table 2). The difference between the two groups’ individual searches was significantly larger than the differences of each query in terms of scrolled distance ($F_{1,1490}=98.36; P<.001$) and the number of scroll events ($F_{1,1490}=154.71; P<.001$). However, this was not true for the number of clicked links ($F_{1,1490}=0.36; P=.54$). The scrolled distance of individual searches conducted by individuals with s-sASD was 6.14 times higher than that of the control group’s searches ($t_{1490}=13.91; P<.001; d=0.72$), and the number of scroll events was about 4.28 times higher ($t_{1490}=12.51; P<.001; d=0.71$). This indicated that the queries’ popularity moderated the differences in search breadth between groups, and the difference was higher for popular queries. To illustrate this effect, in Figure 2, we depict the differences in search indices among the top 50% of queries of both groups, those only in the control group, those only in the group of individuals with s-sASD, and those in neither group. As can be seen in Figure 2, a large difference between groups in terms of scrolled distance emerged in queries that were popular in both groups.
whereas a smaller difference emerged for queries that were relatively unpopular. Similarly, the difference between groups in terms of the number of scroll events mostly emerged for queries that were popular among individuals with s-sASD.

**Figure 2.** The effect of relative search volume on differences between groups in study 1. Queries were divided into the top 50% of queries in both groups, those in the control group, those in the group of individuals with s-sASD, and those in neither group. The error bars denote 95% CIs. s-sASD: self-stated autism spectrum disorder.

**Table 2** also presents the average response times of the two groups. Individuals with s-sASD were considerably faster at making the first scroll event ($t_{1490}=9.93; P<.001; d=0.51$) and moving the mouse after conducting searches ($t_{1490}=4.97; P<.001; d=0.26$), suggesting that there was some trade-off between search breadth and the time invested in scanning the initial search results.

The differences between groups seemed consistent with the notion that ASD is associated with increased investigative behaviors. However, an alternative interpretation is that these differences were due to a demographic disparity between groups. Populations with ASD typically have a gender ratio of about 4:1 (males to females) [18]. Thus, it was important to determine if our results were moderated by gender. Since gender information was available only for a small subsample of users (less than 0.5% of the total users), we focused on participants in the control group and examined the effects that gender (0=female; 1=male) and age had on search indices by using linear regressions. A total of 5179 queries (approximately 7.0 million searches) were available for this analysis. The findings are summarized in Table 3. As can be seen in Table 3, gender had a rather small effect on the breadth of searches. Males' scrolled distance was higher than that of females by about 19 pixels, which equals 3.6% (pixels: 18.91/513.44) of the average scrolled distance of the control group. In contrast, the effect of s-sASD amounted to 45.2% (pixels: 231.94/513.44 pixels) of the average scrolled distance of the control group (pixels: 231.94/513.44). Thus, it appeared that the difference between genders was considerably smaller than the effect of self-stated autism.

Finally, because we matched the control group’s queries to those of individuals with s-sASD, the studied queries represented 48.7% of the searches conducted by those with s-sASD and 15.2% of the searches conducted by the control group. In order to ensure that the subsample of searches conducted by the control group was not biased, we extracted all unique queries that were searched more than 10 times in the control group, except those that were included in our original sample (a total of 23,071 unique queries). We focused on indices for individual searches, since these queries were different from those included in this study. As can be seen in Table 2, the search breadth indices of all remaining queries in the control group were somewhat higher than those included in this study; however, they were still far below those recorded for the individuals with s-sASD.
Table 3. Study 1 results: an examination of the effects of age and gender in the control group. The adjusted r² denotes the fit of the regression model (proportion of explained variance).

<table>
<thead>
<tr>
<th>Predicted variables</th>
<th>Age, unstandardized coefficient (SE)</th>
<th>Gender, unstandardized coefficient (SE)</th>
<th>Adjusted r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scrolled distance</td>
<td>0.07 (0.02)</td>
<td>18.91 (0.71)</td>
<td>0.004a</td>
</tr>
<tr>
<td>Scroll events</td>
<td>0.0008 (0.0001)</td>
<td>0.05 (0.002)</td>
<td>0.02a</td>
</tr>
</tbody>
</table>

*Significant at the P<.001 level.

Study 2: Image Search

Table 4 shows the mean values of image search parameters for the two groups, and the distribution of search parameters is presented in Figure 3. Different from study 1, in study 2a, we found that the scrolled distances were about equal between the two groups (t<sub>37</sub>=0.43; P=.67; d=0.14). This was also true for the number of scroll events (t<sub>37</sub>=0.32; P=.75; d=0.10). Additionally, on average, the group of individuals with s-sASD clicked on images considerably less than the control group (t<sub>37</sub>=2.81; P=.008; d=0.91).

As in study 1, the tendency of participants with s-sASD to exhibit greater search breadth was more distinct when considering all individuals’ searches rather than their average per query. This interaction was significant in terms of scrolled distance (F<sub>1,37</sub>=9.05; P<.005) and the number of scroll events (F<sub>1,37</sub>=5.58; P=.02). However, this was not true for the number of images clicked (F<sub>1,37</sub>=4.05; P=.052). As indicated in Table 4, the mean scrolled distance in individual searches conducted by the individuals with s-sASD was higher than that of the control group (t<sub>37</sub>=2.39; P=.02; d=0.78), as was the mean number of scroll events (t<sub>37</sub>=2.36; P=.02; d=0.77). This was due to the fact that, as in study 1, for highly popular queries, individuals with s-sASD scanned more images than controls, and the number of individual searches for these queries was an order of magnitude higher than the median.

Similar findings emerged in study 2b, which included a somewhat larger number of queries (Table 4 and Multimedia Appendix 1). There was no significant difference in the number of images presented to the two groups per query (F<sub>1,77</sub>=0.12; P=.90; d=−0.03). Additionally, in this large sample, the average number of image clicks in the group of individuals with s-sASD was smaller than that in the control group (F<sub>1,77</sub>=4.43; P<.001; d=−1.00). The null effect of the number of images was similar when examining the average values for each query and average values for individual searches (F<sub>1,77</sub>=2.81; P=.10).

We also examined whether the null effect in study 2b was due to queries mainly producing images of faces. We divided the image queries into those including individual persons’ names (eg, “Bjork smiling”: n=21; other queries: n=57) and compared the number of images presented in each category. The results indicated that for people-related searches, the control group was presented with, on average, 101.8 (SE 8.4) images, whereas 88.5 (SE 8.3) images were presented to the group of individuals with s-sASD. In contrast, for nonpeople-related searches, the control group was presented with 89.2 (SE 4.9) images, whereas 95.4 (SE 10.8) images were presented to the group of individuals with s-sASD. However, this crossover interaction trend was not significant in the repeated measures analysis (F<sub>1,76</sub>=1.35; P=.25).

Table 4. Study 2 results: the mean values of image search parameters for individuals with self-stated autism spectrum disorder (s-sASD) and the controls.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values per query&lt;sup&gt;a&lt;/sup&gt;, mean (SE)</th>
<th>Values per individual search&lt;sup&gt;b&lt;/sup&gt;, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individuals with s-sASD</td>
<td>Controls</td>
</tr>
<tr>
<td>Scrolled distance</td>
<td>2555.5 (419.5)</td>
<td>2680.5 (384.1)</td>
</tr>
<tr>
<td>Scroll events</td>
<td>3.75 (0.75)</td>
<td>3.56 (0.59)</td>
</tr>
<tr>
<td>Clicked images</td>
<td>0.90 (0.12)</td>
<td>1.08 (0.10)</td>
</tr>
<tr>
<td>Images displayed</td>
<td>93.51 (8.16)</td>
<td>92.60 (4.24)</td>
</tr>
<tr>
<td>Clicked imaged</td>
<td>0.42 (0.06)</td>
<td>0.73 (0.07)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The average values for each query give the same weight to each query.

<sup>b</sup>The average values for each individual search were weighted by the relative volume of searches for each unique query.
Discussion

The first major finding we observed was that there was a large difference between how the individuals with s-sASD investigated search results for general searches and image searches. In general searches, participants with s-sASD scanned more results than controls by scrolling down on the screen of results. For example, for general queries, the scrolled distance of participants with s-sASD was 1.45 times larger than that of the control group (745.38 pixels vs 513.44 pixels). In image searches, no such trend emerged. The increased search range in general searches made by individuals with s-sASD supports the validity of laboratory studies showing that high-functioning individuals with ASD are prone to inspective behaviors [5,19]. However, the fact that this phenomenon was not found in such individuals conducting image searches suggests that there is an

Figure 3. Data for study 2a stratified by group. The mean scrolled distance, number of scroll events, and number of clicked images for each query are presented. s-sASD: self-stated autism spectrum disorder.
important (and unexplored) moderator for the propensity to investigate autism.

The differences between image search results and general searches may have been due to the fact that image searches involve greater visual load than typical general searches. In individuals with ASD, the capacity for selective attention was found to be more impaired by high visual load when compared to that capacity in typically developing persons [20]. Additionally, image search results usually include more visual depictions of social interactions and faces, which individuals with ASD may find difficult to process [21-23]. Our findings showed that differences between groups were not significantly affected by whether the query was about an individual person, but additional individual-level analyses are necessary to further validate this finding.

The second major finding of this study was that the investigative tendency of individuals with s-sASD was more pronounced in individuals' average search parameters (across all of the queries they made) than in parameters averaged at the query level. This interaction was driven by an increase in the gap in highly popular queries between groups. For example, in study 1, with regard to the 20 most frequently searched queries in each group, the scrolled distance of individuals with s-sASD was 2.16 times higher than the mean scrolled distance of the control group. In contrast, with regard to the 20 least frequently performed queries, the scrolled distance for individuals with s-sASD was only about 1.26 times higher. Similar patterns emerged in study 2. The fact that differences between groups emerged mainly for queries that were highly popular among individuals with s-sASD is consistent with the principal tendency of such individuals to make large efforts for relatively specific areas of interest [24,25].

An important limitation of this study is the fact that individuals with s-sASD were not diagnosed with autism. Indeed, the only information about their identity stemmed from the statements that they made while searching for information on the web. Nevertheless, our validation analysis showed that these individuals were also actively making queries regarding autism-related websites. Furthermore, the favorite queries of individuals with s-sASD (Table 1) suggested that these individuals were more interested in technical topics than in social topics. Additionally, we controlled for the possibility that differences between groups might occur due to factors such as age and gender by examining the effect of these factors in the control group. Another limitation of this study is that it presumably represents a subsample of individuals with ASD who are capable of writing and are computer literate. Little is known about the search styles of low-functioning individuals with autism [26].

In our opinion, our findings make two contributions to the study of autism. First, they shed light on how individuals with self-reported ASD engage in naturally occurring internet searches. The answer appears to differ when the search mainly produces text and when it produces images, and these differences are affected by the queries’ relative popularity. Therefore, an interesting open question is whether the web search styles of individuals with autism, which involves the fast scanning of many search results, can be adapted by individuals with autism and those without autism.

Second, our findings provide a new method for assessing autism via the “digital footprints” of one’s search statements. Therefore, we transitioned from the use of single or multiple keywords [27,28] to the use of self-referenced descriptors. Although we have relied on data that are not publicly available to achieve this goal, similar data can be extracted through crowdsourcing [29].
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Abstract

Background: The coronavirus pandemic (COVID-19) has also emerged as an infodemic, thereby worsening the harm of the pandemic. This situation has highlighted the need for a deeply rooted understanding of the health information–seeking behaviors (HISBs) of people.

Objective: The aim of this paper was to review and provide insight regarding methodologies and the construct of content in HISB surveys by answering the following research question: what are the characteristics of the measurement tools for assessing HISBs in nationally representative surveys around the world?

Methods: The Preferred Reporting Items for Systematic Reviews and Meta-Analyses was used as the framework for this study. A data search was performed through 5 international and 2 Korean databases covering the years between 2008 and 2020. Initially, studies performed among nationally representative samples were included to discover HISB survey instruments. The methodologies of the studies using HISB surveys were analyzed. For content analysis, 2 researchers reached a consensus through discussion by scrutinizing the contents of each survey questionnaire.

Results: A total of 13 survey tools from 8 countries were identified after a review of 2333 records from the search results. Five survey tools (Health Information National Trends Survey, Health Tracking Survey, Annenberg National Health Communication Survey, National Health Interview Survey, and Health Tracking Household Survey) from the United States, 2 instruments from Germany, and 1 tool from each of the countries of the European Union, France, Israel, Poland, South Korea, and Taiwan were identified. Telephone or web-based surveys were commonly used targeting the adult population (≥15 years of age). From the content analysis, the domains of the survey items were categorized as follows: information (information about health and patient medical records), channel (offline and online), and health (overall health, lifestyle, and cancer). All categories encompassed behavioral and attitude dimensions. A theoretical framework, that is, an information-channel-health structure for HISBs was proposed.

Conclusions: The results of our study can contribute to the development and implementation of the survey tools for HISB with integrated questionnaire items. This will help in understanding HISB trends in national health care.

(J Med Internet Res 2021;23(7):e27539) doi:10.2196/27539
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Introduction

Background
The recent global pandemic of COVID-19, determined to be a public health emergency of international concern, has changed many aspects of people’s daily lives [1]. When people wake up, they check health-related news, their signs and symptoms, methods of prevention, and restrictions on the use of a vaccine. While mass media have been releasing a myriad of information, individuals have also been reproducing and downloading news and information from internet webpages such as websites or blogs [2,3]. The tsunami of information has resulted in the production of several fake news that lack scientific evidence and convey misconceptions and misinformation about health [4]. In reality, misguided belief based on misinformation has caused the deaths of many people [5] and worsened COVID-19 infections [6,7]. In this way, the rise of incorrect information has led to abuse, or in other words, an infodemic [4,8]. The foremost solution to mitigate this issue would be to understand the information-seeking behaviors of individuals. It would be beneficial if governments or national institutes measure their behaviors to apply health and information policies appropriately [9].

Health information-seeking behavior (HISB) is a comprehensive term that describes an individual’s behavior of seeking information, including the intentional collection and unintentional receipt of information [10,11]. Some studies have shown HISBs by using certain measurement tools such as Health Information National Trends Survey (HINTS), Health Tracking Survey, and the Annenberg National Health Communication Survey (ANHCS). The limitations of these studies are that most surveys mainly target American subjects or web-based/digital HISB [12-18]. These limitations can be overcome by the design of a comprehensive survey instrument. Survey instruments are developed to collect information for certain research phenomena [19] or for finding the right questions by answering the right questions. It would be efficient and effective to obtain a holistic view by integrating the properties of worldwide national survey tools in a systematic approach and by scrutinizing the constructs and methodologies, including what aspects of HISBs are considered important or are missed out. Although there are preliminary studies using systematic reviews of HISB instruments, these topics are limited to the context of the United States and eHealth, thereby making it difficult to look into cross-national HISB [17,20]. Therefore, this study aims to review how HISBs are measured by identifying and comparing measurement tools based on nationwide surveys.

Objectives
The aim of this paper was to provide insights on the methodologies and the construct of content for HISB survey instruments based on nationally representative surveys.

Methods

Research Question
The SPIDER (sample, phenomenon of interest, design, evaluation, and research type) format was used to formulate the research question for this review [21,22]: what are the characteristics of measurement tools (evaluation) for assessing HISBs (phenomenon of interest) in nationally representative surveys around the world (sample and design)?

Protocol and Registration
This study was conducted in accordance with Preferred Reporting Items for Systematic Reviews and Meta-Analyses [23]. The protocol of this review paper is registered in PROSPERO (CRD42019122767).

Eligibility Criteria
To answer the research question, inclusion and exclusion criteria were established. Survey tools were included if they were full versions of the tools for HISBs and if they targeted nationally representative samples. However, tools were excluded when the full versions of the instruments were not accessible, not HISB-focused, nor used for a nationally representative sample.

Information Sources
As we seek in this study to discover the national survey tools for HISB, articles, reports, and related websites were searched for clues to detect those instruments. The data search was performed in 2 phases. The phase 1 search covering 2008 to 2017 was conducted between October 09, 2017 and November 13, 2017 through 7 databases: 5 international databases, namely, PubMed, CINAHL Complete (Ebsco), HaPI, PsycTESTS, and PsycINFO (Ebsco), and 2 Korean databases (RISS [Research Information Sharing Service] and DBpia). Phase 2 was performed between February 19, 2021 and March 25, 2021 to obtain recent literature covering 2017 to 2020 with the same search strategy (Figure 1, Multimedia Appendix 1).
Search Strategy

Pilot searches were performed by the authors, and the final search strategy with the consultation of a librarian was utilized with MeSH terms (ie, information-seeking behavior) and free-text searching as well as the Boolean operators “OR” and “AND” (Multimedia Appendix 1). There was no limit on languages, but publication years were restricted between 2008 and 2020: January 1, 2008 to November 13, 2017 for phase 1 and January 1, 2017 to December 31, 2020 for phase 2.

Study Selection and Data Collection Process

Two authors (HC and GJ) initially reviewed the titles and abstracts of the papers and eliminated irrelevant documents. Then, HC and GJ scrutinized full-texts and filtered them according to the inclusion/exclusion criteria. As the purpose of
the study was to seek nationally representative surveys of HISB, related websites were also accessed, such as that of The World Health Organization, which has the primary role of directing and coordinating international health, and Global Health Data Exchange [24], which is the most comprehensive catalog of surveys, censuses, vital statistics, and other health-related data in the world. In addition, to obtain the survey questionnaires, websites such as those of the National Cancer Institute, Centers for Disease Control and Prevention, European Commission, and Santé Publique France were searched. Academic papers, reports, and webpages identified through the previous steps were reviewed to discover HISB survey tools. To attain sufficient data (ie, full version of the item(s) of the survey, methodology, etc), we emailed 8 corresponding authors of the papers: 2 of the corresponding authors sent full version of the survey instruments, which were not related to the HISB; 1 author refused to provide a full version of the survey instrument; and 5 authors did not respond. To capture grey literature, footnote tracing was performed along with a review of the related websites described above. All documents identified through this process were managed with EndNote X20.0 software (Clarivate Analytics). During the whole process, consensus was reached through discussion if there was disagreement between the authors.

Data Items
We sought the characteristics of the selected instruments, including the name of the instrument, administrative institution, and funding sources, country, language, frequency of the survey, survey duration, sampling method, mode of survey administration, target population, total number of the population, and purpose of the measurement. In addition, the content of the survey instruments was scrutinized.

Risk of Bias in Individual Studies
The aim of this study was to identify the measures used to analyze HISB in national surveys. Therefore, this review paper focuses on questionnaires in the national surveys on HISB and the risk of bias assessment is not applicable.

Synthesis of Results
As this review is intended as content analysis, the authors thoroughly read the contents of the questionnaires of the selected HISB instruments. Themes emerged during this process as we used coding sheets with Excel and Word. The findings were provided through the process of reaching a consensus between the 2 authors on the coding sheets. Finally, the synthesized results were depicted in table and figure formats.

Results
Study Selection
A total of 2333 papers were identified through 2 phases of the search process. From phase 1 of the search, 1476 papers were identified in the following academic databases: PubMed (n=529), CINAHL (n=202), HaPI (n=14), PsycTESTS (n=90), PsycINFO (n=246), RISS (n=288), and DBpia (n=107). Duplicates (n=151) were removed and 929 papers were eliminated. A total of 396 full-texts were reviewed and 157 documents were used for detecting 10 survey tools: (1) HINTS [25], (2) Health Tracking Survey [26], (3) ANHCS [27] (n=5), (4) National Health Interview Survey (NHIS) [28], (5) Health Tracking Household Survey (HTHS) [29], (6) Flash Eurobarometer [30], (7) Baromètre Santé [31], (8) Gesundheitsmonitor [32], (9) Israeli survey [33], and (10) eHealth Consumer Trend Survey [34].

Phase 2 was performed to update the recent survey tools by using the same search strategy. As a result, 857 records were identified: PubMed (n=337), CINAHL (n=168), HaPI (n=2), PsycTESTS (n=20), PsycINFO (n=92), RISS (n=132), DBpia (n=105), and Google (n=1). Duplicates (n=105) were excluded, and 398 records were also removed after screening. The full texts of 354 papers were reviewed, and 70 records were used for detecting 7 survey tools. There were 4 duplicates of survey tools from phase 1. Therefore, 3 more survey tools, that is, Stiftung Gesundheitswissen (HINTS Germany) [35], survey of cancer and health-related information–seeking behavior (CHISB) for Koreans [36], and Taiwan Communication Survey [37] were also included for synthesis.

A total of 227 papers were related to the selected HISB instruments (Multimedia Appendix 2). About 96% of them (219/227) were related to 1 of the 5 US surveys: HINTS [25] (n=188), the Health Tracking Survey [26] (n=9), ANHCS [27] (n=7), NHIS [28] (n=11), and HTHS [29] (n=4). The remaining 8 studies identified 8 survey tools used in other parts of the world, that is, European Union (Flash Eurobarometer) [30] (n=1), France (Baromètre santé) [31] (n=1), Germany (Gesundheitsmonitor [32] (n=1) and HINTS Germany) [35] (n=1), Israeli survey [33] (n=1), Poland (eHealth Consumer Trend Survey) [34] (n=1), South Korea (survey of CHISB) [36] (n=1), and Taiwan (Taiwan Communication Survey) [37] (n=1). Therefore, 13 survey instruments (Table 1, Multimedia Appendix 3) were included in this review [38-77].
<table>
<thead>
<tr>
<th>Country</th>
<th>Instrument</th>
<th>Survey version</th>
<th>Purpose of the measurement</th>
<th>Frequency</th>
<th>Target population</th>
<th>Total population in the survey (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>Health Information National Trends Survey (HINTS) [38-41]</td>
<td>2019, HINTS 5, Cycle 3</td>
<td>To investigate respondents’ access to and use of health information, including information technology to manage health and health information</td>
<td>Every few years (1-2 year cycle)</td>
<td>Civilian noninstitutionalized adults aged 18 years or older</td>
<td>5247</td>
</tr>
<tr>
<td>USA</td>
<td>Health Tracking Survey [42-50]</td>
<td>2012</td>
<td>To assess pursuit of health taking place within a widening network of both online and offline sources</td>
<td>Irregular</td>
<td>Adults aged 18 years or older</td>
<td>3014</td>
</tr>
<tr>
<td>USA</td>
<td>Annenberg National Health Communication Survey [18,51-56]</td>
<td>2012</td>
<td>To capture national trends related to health behavior and behavioral intentions to media exposure, health knowledge and beliefs, and policy preferences and beliefs</td>
<td>One-cycle survey</td>
<td>Adults aged 18 years or older</td>
<td>3692</td>
</tr>
<tr>
<td>USA</td>
<td>National Health Interview Survey [57-67]</td>
<td>2020</td>
<td>To monitor the health of the population through the collection and analysis of the data</td>
<td>Annual</td>
<td>Household</td>
<td>33,138a</td>
</tr>
<tr>
<td>USA</td>
<td>Health Tracking Household Survey [68-71]</td>
<td>2010</td>
<td>To inform health care decision makers about changes in the health care system and the influence</td>
<td>Irregular (2-5 year period)</td>
<td>Household</td>
<td>16,671 individuals (n=9165 Family Insurance Units)</td>
</tr>
<tr>
<td>Europe</td>
<td>Flash Eurobarometer 404 (European citizen’s digital health literacy) [72]</td>
<td>2014</td>
<td>To support increasing use of digital health care to help manage citizen’s own health</td>
<td>One-cycle survey</td>
<td>EU residents aged 15 years and older</td>
<td>26,566 (28 EU countries)</td>
</tr>
<tr>
<td>France</td>
<td>French Health Barometer (Baromètre santé) [73]</td>
<td>2017</td>
<td>To gain a better understanding of French health knowledge, attitudes, beliefs, and behaviors</td>
<td>Annual</td>
<td>Adults aged 18-75 years</td>
<td>15,635b</td>
</tr>
<tr>
<td>Germany</td>
<td>Gesundheitsmonitor [74]</td>
<td>2015</td>
<td>To assess health-related knowledge, attitudes, and behaviors</td>
<td>Annual</td>
<td>Adults aged 18-79 years</td>
<td>1598</td>
</tr>
<tr>
<td>Germany</td>
<td>HINTS Germany [75]</td>
<td>2019</td>
<td>To close the gap in important health-related information actions and systematical health records</td>
<td>Every few years (1-2 year cycle)</td>
<td>Adults aged 18-79 years</td>
<td>2902</td>
</tr>
<tr>
<td>Israel</td>
<td>Not titled survey [33]</td>
<td>2014</td>
<td>To measure eHealth literacy for others, including perceived outcome of internet use</td>
<td>One-cycle survey</td>
<td>Adult aged 21 years and older</td>
<td>819</td>
</tr>
<tr>
<td>Poland</td>
<td>eHealth Consumer Trend Survey 2012c [76]</td>
<td>2012</td>
<td>To show the trends in the perceptions and preferences of Polish citizens regarding internet use and factors affecting their usage</td>
<td>Irregular</td>
<td>Adults aged 15-80+ years</td>
<td>1000</td>
</tr>
<tr>
<td>South Korea</td>
<td>Survey of cancer and health-related information–seeking behavior for Koreans [36]</td>
<td>2018</td>
<td>To capture national phenomena of cancer and health-related health information–seeking behavior of Koreans</td>
<td>One-cycle survey</td>
<td>Adults aged 18-65+ years</td>
<td>1012</td>
</tr>
<tr>
<td>Taiwan</td>
<td>Taiwan Communication Survey [77]</td>
<td>2016</td>
<td>To explore media use behaviors among the general public, including health, risk, and disaster communication</td>
<td>Annual</td>
<td>Adults aged 18 years and older</td>
<td>2098</td>
</tr>
</tbody>
</table>

a2019 sample size was reported. Data and report for 2020 will be published in fall 2021.
bFrench Health Barometer: the survey questionnaires were changed according to the survey years. The 2017 version of the survey contains health information–seeking behavior and is included in this study.
cEHealth consumer trend survey of 2012 was modified from the eHealth Consumer Trends Survey (2007), which was conducted in Denmark, Germany, Greece, Latvia, Norway, Poland, and Portugal in the World Health Organization/European eHealth Consumer Trends project [78,79].
Key Characteristics of the Surveys

Country

HISB surveys were found in 8 countries (Table 1, Multimedia Appendix 3). The United States has 5 HISB surveys (HINTS, Health Tracking Survey, ANHCS, NHIS, and HTHS), and the other 7 countries or regions, namely, the European Union, France, Germany, Israel, Poland, South Korea, and Taiwan conduct surveys called Flash Eurobarometer, Baromètre santé, Gesundheitsmonitor, Israeli survey (not titled), the eHealth consumer trend survey, survey of CHISB for Koreans, and Taiwan Communication Survey, respectively.

Language

As the surveys focused on domestic people, official or national languages were used (Table 1, Multimedia Appendix 3). For instance, the HINTS from the United States used 2 versions of the survey: English and Spanish. The European Union also performed the survey using the mother tongue of the responders.

Instrument and Administration Institution

HISB surveys were administered by national, nonprofit, public institutions, or individual researchers (Table 1, Multimedia Appendix 3). Five instruments, that is, HINTS, Flash Eurobarometer, NHIS, Baromètre santé, and Taiwan Communication Survey, were developed and administered by national institutes, namely, the National Cancer Institute in the United States, the National Center for Health Statistics in the United States, the Directorate-General for Communications Networks of the European Commission, the National Institute for Prevention and Health Education in France, and the Ministry of Science Technology in Taiwan, respectively. Four instruments were obtained from nonprofit institutions: the Pew Research Center (HINTS), the Center for Studying Health System Change (ceased operation in 2013) (HTHS), Bertelsmann Stiftung (Gesundheitsmonitor), and Gesundheitswissen and Hanover Center for Health Communication at the Institute for Journalism and Communication Research (HINTS Germany). A survey (ANHCS) was conducted by 2 public institutions, namely, the Annenberg Schools for Communication at the University of Pennsylvania and the University of Southern California. Individual researchers developed 3 survey tools: the Israeli survey, the eHealth Consumer Trend Survey (Poland), and the survey of CHISB for Koreans (South Korea), with the Israeli and South Korean studies funded by national institutes.

Frequency of the Survey

The frequency of the surveys was found to be annual, every few years, one time, or irregular (Table 1, Multimedia Appendix 3). The annual or every few years surveys were HINTS (United States), NHIS (United States), Baromètre santé (France), Gesundheitsmonitor (Germany), HINTS Germany (Germany), and Taiwan Communication Survey (Taiwan). The others, namely, the Health Tracking Survey (United States), ANHCS (United States), HTHS (United States), Flash Eurobarometer 404, the Israeli survey, survey of CHISB for Koreans (South Korea), and eHealth Consumer Trend Survey (Poland) have been conducted once or irregularly.

Sampling and Mode of Administration

The most common approach has been randomization, in particular, sampling with random digit dialing and then administration through a computer-assisted telephone interview (Table 1, Multimedia Appendix 3). In addition, for sampling, two-stage sampling (stratifying sample addresses and selecting 1 adult within each household) was often used. When web-based panels were used for random sampling, units or strata layers divided by the population group, geographical districts, size of the settlement, and the locality’s socioeconomic status were utilized to prevent clashes.

Population

The range of this study is restricted to researching tools used with adults (Table 1, Multimedia Appendix 3). The standard age of adulthood in each country varies from 15 years to 21 years. Mostly, adults are defined as people who are 18 years of age or older, but in Europe and Poland, those who are 15 years or older are considered part of the adult population. In Israel, people older than 21 years are considered adults.

Purpose

The purposes were similar among the measurements: to monitor the use of health information in accordance with the type of information technology such as online or offline (Table 1, Multimedia Appendix 3). However, the detailed outcome of the studies pursued was different. For instance, the Baromètre santé (France) aimed to discover knowledge, attitudes, and behaviors toward HISB; however, the ANHCS (United States) pursued HISB related to media exposure, health knowledge and beliefs, and policy preferences and beliefs.

Content Analysis of the Instruments

The contents of the questionnaire items for each tool were thematically reviewed and categorized by 2 researchers (HC and GJ). The themes were then merged and synthesized through consensus. Thus, 57 themes were detected and divided into 3 domains (Figure 2) and 7 subdomains: information, information about health and patient medical records; channel, offline and online; and health, overall health, lifestyle, and cancer. Two dimensions—attitude and behavior—were identified across the domains (Table 2, Multimedia Appendix 4). In this paper, attitude was defined as the emotional and cognitive tendency of a person toward a particular object, person, or thing, affecting behavior [80]. Behavior was also defined as an objectively observable activity [81].
Figure 2. Average percentage of theme occurrence in the domains.
Table 2. Content analysis of 13 representative national health information–seeking tools.

<table>
<thead>
<tr>
<th>Domain, subdomain, dimension, theme</th>
<th>Theme occurrence (%)</th>
<th>Theme occurrence average percentage (SD)</th>
<th>Subdomain average percentage (SD)</th>
<th>Domain average percentage (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information about health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived efficacy of seeking</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search experience (frequency)</td>
<td>46.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information source</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of information contents</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purpose of search (for whom)</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient medical record</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived privacy and confidentiality risk</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>15.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to use</td>
<td>15.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preference to provide access to others</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access frequency</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of information contents sought</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purpose of seeking a record</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Channel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Offline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived credibility</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction with service quality</td>
<td>46.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access frequency</td>
<td>84.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of health service</td>
<td>46.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication with health care provider</td>
<td>46.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related decision making</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Online</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived credibility</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived eHealth literacy (technology efficacy)</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfaction with web-based information</td>
<td>15.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived confidentiality risks</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to use</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domain, subdomain, dimension, theme</td>
<td>Theme occurrence (%)</td>
<td>Theme occurrence average percentage (SD)</td>
<td>Subdomain average percentage (SD)</td>
<td>Domain average percentage (SD)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>----------------------</td>
<td>------------------------------------------</td>
<td>----------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access frequency</td>
<td>92.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of information technology device</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related web and app (software use)</td>
<td>46.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based resource (governmental website, Wikipedia, etc)</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication (consult) with health care provider</td>
<td>76.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication with friends and others (social media, forum, etc)</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related decision making</td>
<td>69.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking/managing health state</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improvement of health knowledge</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
<td></td>
<td>44.2 (20.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Overall health</strong></td>
<td></td>
<td></td>
<td>53.8 (18.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived health efficacy</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerns and belief about health</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td>59.3 (16.4)</td>
<td></td>
</tr>
<tr>
<td>General health state</td>
<td>84.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diseases diagnosed</td>
<td>69.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caregiving</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social support</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Lifestyle</strong></td>
<td></td>
<td></td>
<td>32.7 (21.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception about nutrition</td>
<td>7.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception about physical activity</td>
<td>15.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception about alcohol</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception about tobacco</td>
<td>23.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td>50.0 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Nutrition</td>
<td>30.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td>61.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tobacco</td>
<td>53.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cancer</strong></td>
<td></td>
<td></td>
<td>46.2 (13.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perception about cancer</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td>50.0 (16.3)</td>
<td></td>
</tr>
<tr>
<td>Cancer check-up</td>
<td>38.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Three domains, namely, information, channel, and health (Figure 2) emerged through the content analysis (Table 2). The highest rate of theme occurrence among the domains was channel (average percentage 50.5%, SD 18.2), followed by health (average percentage 44.2%, SD 20.6) and information (average percentage 33.0%, SD 14.9).

**Information**

Information is a health-related, content-focused domain sought by the individual. There are 2 subdomains (Figure 3), namely, information about health and patient medical records. The information about the health subdomain was conceptualized by categorizing question items related to general health information through a set of options with comprehensive channels (online or offline). Patient medical records were related to a seeker’s use of medical records online or offline. There were attitude and behavioral aspects for the themes found, and the detailed and representative questionnaire items of the themes are presented in Table 3. The subdomain information about health (average percentage 44.9%, SD 14.9), which consisted of 6 themes, was more commonly used among the selected tools than patient medical records (average percentage 24.0%, SD 6.4), which consisted of 8 themes. In both subdomains, the percentages of behavior-related themes was 1.3-2.0 times higher than those related to attitude.

**Figure 3.** Average percentage of theme occurrence in the subdomains.
Table 3. Representative sample questionnaire items for health information–seeking behavior survey instruments.

<table>
<thead>
<tr>
<th>Domain, subdomain, dimension, theme</th>
<th>Questionnaire items</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Information about health</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>How much do you agree or disagree- it took a lot of effort to get the information you needed (HINTS)³</td>
</tr>
<tr>
<td>Perceived efficacy of seeking</td>
<td>How confident are you that you could get advice about health if you needed it (HINTS)</td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Seek experience</td>
<td>Have you ever looked for information about health or medical topics from any source? (HINTS)</td>
</tr>
<tr>
<td>Information source</td>
<td>Thinking about the last time you had a serious health issue, did you get information from (selection of the information source)? (HTS)³</td>
</tr>
<tr>
<td>Type of information contents</td>
<td>What type of health-related information did you look for? (Europe)</td>
</tr>
<tr>
<td>Purpose of search (whom for)</td>
<td>The most recent time you looked for information about health or medical topics, who was it for? (HINTS)</td>
</tr>
<tr>
<td><strong>Patient medical record</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived privacy and confidentiality risk</td>
<td>Have you ever kept information from your health care provider because you were concerned about the privacy or security of your medical record? (HINTS)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>How easy or difficult was it to understand the health information in your online medical record? (HINTS)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>In general, how useful is your online medical record for monitoring your health? (HINTS)</td>
</tr>
<tr>
<td>Intention to use</td>
<td>Was denken Sie heute, werden Sie sich Ihre medizinischen Daten und Unterlagen mit Hilfe der Karte zukünftig näher anschauen? (What do you think today, will you take a closer look at your medical data and documents with the help of the card in the future?) (Gesundheitsmonitor, Germany)</td>
</tr>
<tr>
<td>Preference to provide access to others</td>
<td>In order to get a quick and valid diagnosis, I am positive about giving internet access to my medical record to a doctor in another location or abroad (Poland)</td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Access frequency</td>
<td>Have you approached your family doctor, specialist, or other health professional(s) over the internet to read your health record? (Poland)</td>
</tr>
<tr>
<td>Type of information contents sought</td>
<td>귀하의 온라인 의료 기록에 다음과 같은 의료 정보가 포함되어 있습니다? (Do any of your online medical records include the following types of medical information?) (survey of CHISB³)</td>
</tr>
<tr>
<td>Purpose of seeking a record</td>
<td>In the past 12 months, have you used your web-based medical record to…(look up test results, monitor your health, etc) (HINTS).</td>
</tr>
<tr>
<td><strong>Channel</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Offline</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
</tr>
<tr>
<td>Perceived credibility</td>
<td>Do you believe health-related information from medical staff at medical centers or pharmacies? (Taiwan)</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>How difficult is it to contact a doctor or other health care providers at this place after their regular hours in case of urgent medical needs-very difficult, somewhat difficult, not too difficult, or not at all difficult? (HTHS)</td>
</tr>
<tr>
<td>Satisfaction with service quality</td>
<td>How satisfied are you with the health care you received in the past 12 months? (NHISd)</td>
</tr>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Access frequency</td>
<td>How many times have you personally been to the doctor within the last 12 months (Europe)</td>
</tr>
<tr>
<td>Type of health service</td>
<td>What kind of place do you go to most often - a clinic, doctor's office, emergency room, or some other place? (NHIS)</td>
</tr>
<tr>
<td>Domain, subdomain, dimension, theme</td>
<td>Questionnaire items</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Communication with health care provider</td>
<td>In the past 12 months, did health care provider talk with you about all of the different prescription medicines you are using, including medicines prescribed by other doctors? (HTHS)</td>
</tr>
<tr>
<td>Health related decision making</td>
<td>The following questions are about your communication with all doctors, nurses, or other health professionals you saw during the past 12 months: did they involve you in decisions about your health care as much as you wanted (HINTS)?</td>
</tr>
</tbody>
</table>

### Online

#### Attitude

<table>
<thead>
<tr>
<th>Perceived credibility</th>
<th>Selon vous, l’information de santé que vous avez obtenue la dernière fois est-elle crédible? (In your opinion, is the health information credible you obtained the last time (on the internet?) (France)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use</td>
<td>In general, how comfortable do you feel. (using computers, internet, etc) (ANHCS)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>How useful was the health information you found online? (HTHS)</td>
</tr>
<tr>
<td>Perceived eHealth literacy</td>
<td>I know how to use the internet to answer my health questions (Israel)</td>
</tr>
<tr>
<td>Satisfaction with web-based information</td>
<td>Overall, how satisfied or not are you with the health-related information you found on the internet? (Europe)</td>
</tr>
<tr>
<td>Perceived confidentiality risks</td>
<td>There are different reasons for not approaching your family doctor, specialist, or other health professional(s) via the internet. Which reasons apply to you? (I worry about confidentiality) (Poland)</td>
</tr>
<tr>
<td>Intention to use</td>
<td>Next time you want to get information on health-related questions, how likely are you to use the internet? (Europe)</td>
</tr>
</tbody>
</table>

#### Behavior

<table>
<thead>
<tr>
<th>Access frequency</th>
<th>Within the last 12 months, have you used the internet to search for health-related information? (Europe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of information technology device</td>
<td>Please indicate if you have each of the following: tablet computer like an iPad, smartphone, etc? (HINTS)</td>
</tr>
<tr>
<td>Health-related web and app (software use)</td>
<td>What kind of health apps do you currently have on your phone? (HTS)</td>
</tr>
<tr>
<td>Web-based resource (governmental website, Wikipedia, etc)</td>
<td>Have you used any of the following internet resources for health information? (government websites, news sites, etc) (ANHCS)</td>
</tr>
<tr>
<td>Communication with health care provider</td>
<td>Haben Sie diese Gesundheits-Apps auf Ihrem Tablet oder Smartphone schon einmal dazu genutzt, … um auf Gespräche mit Ihrem Arzt, Heilpraktiker, Physiotherapeuten usw. besser vorbereitet zu sein? (Have you ever used these health apps on your tablet or smartphone…to be better prepared for discussions with your doctor, alternative practitioner, physiotherapist, etc? (HINTS Germany)</td>
</tr>
<tr>
<td>Communication with friends and others (social media, forum, etc)</td>
<td>Still thinking just about the last 12 months, have you posted a health-related question online or shared your own personal health experience online in any way? (HTS)</td>
</tr>
<tr>
<td>Health-related decision making</td>
<td>Haben Sie diese Gesundheits-Apps auf Ihrem Tablet oder Smartphone schon einmal dazu genutzt, … um zu entscheiden, wie mit einer Erkrankung umgegangen werden sollte? (Has your tablet or smartphone…helped you make a decision about how to treat an illness or condition? (HINTS Germany)</td>
</tr>
<tr>
<td>Tracking/managing health state</td>
<td>Has your tablet or smartphone helped you track progress on a health-related goal such as quitting smoking, losing weight, or increasing physical activity? (HINTS)</td>
</tr>
<tr>
<td>Improvement of health knowledge</td>
<td>Improved your understanding of the symptoms, conditions, or treatments in which you were interested (Israeli survey)</td>
</tr>
</tbody>
</table>

### Health

#### Overall health

#### Attitude

<table>
<thead>
<tr>
<th>Perceived health efficacy</th>
<th>Overall, how confident are you about your ability to take good care of your health? (HINTS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concerns and belief about health</td>
<td>Agree that my good health is largely a matter of good fortune (ANHCS)</td>
</tr>
</tbody>
</table>

#### Behavior

| General health state | How would you rate your level of health in general? (Europe) |

---
<table>
<thead>
<tr>
<th>Domain, subdomain, dimension, theme</th>
<th>Questionnaire items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diseases diagnosed</td>
<td>Are you now living with any of the following health problems or conditions (diabetes, high blood pressure, etc) (HTS)</td>
</tr>
<tr>
<td>Height</td>
<td>How tall are you without shoes? (NHIS)</td>
</tr>
<tr>
<td>Weight</td>
<td>About how much do you weigh, in pounds, without shoes? (HINTS)</td>
</tr>
<tr>
<td>Mental health</td>
<td>Have you been diagnosed with any of the following medical conditions? (mental health condition) (ANHCS)</td>
</tr>
<tr>
<td>Caregiving</td>
<td>Are you a caregiver for an adult family member with any of the following medical conditions? (Alzheimer disease, cancer, etc) (ANHCS)</td>
</tr>
<tr>
<td>Social support</td>
<td>Is there anyone you can count on to provide you with emotional support when you need it, such as talking over problems or helping you make difficult decisions? (HINTS)</td>
</tr>
</tbody>
</table>

**Lifestyle**

**Attitude**

| Perception about nutrition         | How likely is it is that eating 5 or more servings of fruits and vegetables every day will (make you look better)? (ANHCS) |
| Perception about physical activity | How likely is it that doing at least moderate exercise 3 or more times a week will (reduce your feelings of stress)? (ANHCS) |
| Perception about alcohol           | How much do you agree or disagree with each of the following statements? (alcohol increases your risk of cancer) (HINTS) |
| Perception about tobacco           | In your opinion, do you think that some smokeless tobacco products such as chewing tobacco, snus, and snuff are less harmful to a person’s health than cigarettes? (HINTS) |

**Behavior**

| Nutrition                          | In the past week, on average, how many servings of fruit did you eat or drink per day? Please include 100% fruit juice, and fresh, frozen or canned fruits, (ANHCS) |
| Physical activity                  | In a typical week, how many days do you do any physical activity or exercise of at least moderate intensity, such as brisk walking, bicycling at a regular pace, and swimming at a regular pace? (HINTS) |
| Alcohol                            | In your entire life, have you had at least 12 drinks of any type of alcoholic beverage? (NHIS) |
| Tobacco                            | Have you smoked at least 100 cigarettes in your entire life? (ANHCS) |

**Cancer**

**Attitude**

| Perception about cancer            | 귀하께서는 다음 문항에 얼마나 동의하십니까? … 일상에서 접하는 모든 것이 암을 유발 하는 원인일 (How much do you agree or disagree with each of the following statements? … It seems like everything causes cancer, There’s not much you can do to lower your chances of getting cancer, etc) (survey of CHISB) |

**Behavior**

| Cancer check-up                    | When did you have your most recent prostate-specific antigen test to check for prostate cancer? (ANHCS) |
| Cancer diagnosed                   | Have you ever been told by a doctor or other health professional that you had cancer or a malignancy of any kind? (NHIS) |

---

*aHINTS: Health Information National Trends Survey.
bHTS: Health Tracking Survey.
cCHISB: cancer and health-related information–seeking behavior.
dNHIS: National Health Interview Survey.
eHTHS: Health Tracking Household Survey.

**Channel**

The channel can be defined as the means-focused domain that enables seekers to acquire and transmit health information [50]. The contents of the questionnaires pointed out that there were 2 channels for HISB: offline and online. The offline channel includes any method that collects or transmits health information through non–web-based sources such as health care providers, books, magazines, friends, seminars, or other means, and the offline subdomain consists of 7 themes (Figure 3). The online channel refers to seeking health information via the internet.
with any information technology device; the online subdomain showed the largest number of themes, that is, 7 attitude and 9 behavior themes. The subdomains offline and online revealed a similar occurrence, with average percentages at 50.5% (SD 15.9) and 50.5% (SD 19.7), respectively. In particular, the average percentage of a behavioral dimension of the online channel, namely, access frequency, was counted as 92.3% in the selected HISB tools as well as 84.6% of the access frequency theme in the offline subdomain. The occurrence of behavior dimensions was 1.4-1.5 times that of the attitude dimensions.

Health
The health domain refers to the seeker’s physical status and perceptions about health: overall health, lifestyle, and presence of cancer. Overall health refers to general health status, including physical, mental, and social health and concerns or beliefs about them. Lifestyle consists of 4 parts of a person’s behavior and attitude: nutrition, physical activity, alcohol consumption, and tobacco consumption. Cancer themes focused on check-up and diagnosis with cancer perceptions. Overall health was the most frequently found subdomain out of the 7 subdomains (average percentage 53.8%, SD 18.0). The other subdomains, namely, lifestyle and cancer, revealed an average percentage of 32.7% and 46.2% with SD 21.3 and SD 13.3, respectively (Figure 3). In particular, the average percentage of behavioral themes in overall health and general health state accounted for 84.6% in the selected HISB tools, while perceptions about nutrition and physical activity accounted for the smallest percentage at 7.7%. Similar to other domains, the occurrence of behavior dimensions on the domain was 1.3-3.3 times higher than those of attitude.

Person Characteristics
A person is the subject of HISB who seeks and utilizes information. A person’s characteristics may affect HISB. The main considered characteristics throughout the instruments were age, sex or gender, nationality, race, language, education, income, occupational status, marital status, health literacy, health insurance, the number of household members, households with internet access, and preference for online or offline channels.

Themes Addressed by the Tools
The spider web diagram shows the average percentage of the themes in the selected HISB tools. Survey of CHISB (South Korea) and HINTS (United States) accounted for 89% (51/57) and 88% (50/57), respectively, which were found to be high average percentages among the tools (Figure 4). ANHCS (United States), HINTS Germany, and Gesundheitsmonitor (Germany) also contain 63% (36/57), 61% (35/57), and 49% (28/57) of the contents of HISB, respectively. Other tools including the HTHS (United States), NHIS (United States), the Health Tracking Survey (United States), the Flash Eurobarometer (Europe), Baromètre santé (France), the eHealth Consumer Trend Survey (Poland), and Taiwan Communication Survey (Taiwan) showed similar percentages of 21%-39% (12-22 out of 57 themes). The other HISB measurement from Israel showed only 11% (6/57) of the contents. All the tools focused more, by far, on the behavioral dimension than on attitude, showing a total average percentage of 53.8% and 30.4%, respectively; moreover, each average percentage of the behavior dimension accounted for 1.2-14.5 times more than the attitude throughout the instruments.

Figure 4. Average percentage of theme occurrence in health information-seeking behavior instruments. ANHCS: Annenberg National Health Communication Survey; HINTS: Health Information National Trends Survey; HISB: health information-seeking behavior; HTHS: Health Tracking Household Survey; NHIS: National Health Interview Survey; CHISB: cancer and health-related information-seeking behavior; TCS: Taiwan Communication Survey.
Sample Questionnaire Items

From the content analysis, representative sample questionnaire items from the 13 survey instruments were selected. Table 3 presents each questionnaire according to the domains, subdomains, and themes with attitude and behavior dimensions.

Proposed Theoretical Construct for Assessing HISB

Through the content analysis, a theoretical framework emerged. This study proposed the information-channel-health structure for assessing HISB (Figure 5). The theoretical structure shows reciprocal interaction between information and health through channels within the attitude and behavior dimensions. The information-channel-health concepts include the following: information, with information about health and patient medical records; channels, as online and offline; and health, with overall health state, lifestyle, and cancer. With the reciprocal structure of information-channel-health underlying 2 dimensions (attitude and behavior), the HISB phenomenon could be well illustrated with a comprehensive and holistic view.

Figure 5. A proposed theoretical construct for health information–seeking behavior.

Discussion

Principal Results

In this study, we investigated the main characteristics of the methodologies and the contents of the HISB survey tools used for over more than a decade (2008-2020) to answer the following research question: what are the characteristics of the measurement tools for assessing HISBs in nationally representative surveys around the world? The aim of this paper is to provide insights on the methodologies and the construct of content for HISB survey instruments from nationally representative studies. Through the systematic search, 13 survey tools were found in 2333 records related to HISB surveys. The features of this study’s results are comprehensive and not limited to specific countries and specific topics or issue-based research. Other HISB-related review studies reported specific data such as age, college enrollment, adulthood, needs, and disease, including adolescent disease [82-84]. However, in this study, the results of the analysis were based on a tool for surveying healthy adults, who account for the highest proportion of the population density. Such a tool can lead to changes in the national policy.

The United States was found to have the most influential survey; 5 out of 13 tools developed in various countries were included in this study, a total of 188 research papers used data from HINTS, and HINTS identified 88% (50/57 themes) of the constructs, according to the findings. These strong features might be related to the purpose of HINTS to investigate respondents’ access to and use of health information, including information technology to manage health and health information. The composition of most of the questionnaire tools was continuously updated according to the change of the cycle. However, in the current survey of HINTS 5 Cycle 4, researchers changed its scope to focus on cancer compared to prior HINTS surveys, which focused on health and medical topics. Therefore, HINTS 5 Cycle 3 was included for the contents analysis part of this study. In particular, owing to the influence of COVID-19, the questionnaire in France was changed twice in 2020 only to reduce the time of survey completion.

The contents of each country’s survey tools contain the construct of HISBs. They can be categorized as information (information about health and patient medical records), channel (online and offline), and health (overall health state, lifestyle, and cancer), with dimensions of behavior and attitude. The questions are organized with more of the behavior dimension (average percentage of 53.8%) than attitude (average percentage of 30.4%) (Table 2). The analysis of the survey questionnaire contents conceptualized the HISB phenomenon, showing 3
domains, namely, information, channel, and health, with 2 dimensions, namely, behavior (objective outcome) and attitude (subjective tendency), emerging from the information-channel-health structure (Figure 5). In recent years, research has been conducted in parallel with existing reviews and meta-analysis to bring a theoretical framework to make some corrections [20] or to compare only specific variables to analyze the relationships [85] deductively. This study is meaningful as it derives a theoretical framework inductively after analyzing the contents by reviewing all the items of survey questionnaires. The findings of this study revealed that nationally representative surveys of HISB did not report theoretical frameworks when constructing the questionnaires. Therefore, it is believed that the outcomes of this study can be helpful in developing HISB-related tools or in establishing a theoretical framework prior to a large-scale investigation. This study included comprehensive (online and offline) HISBs. Recently, the terms eHealth and mobile health have become popular as many people use the internet and mobile access to manage their health. Therefore, preliminary review studies have focused on web-based HISBs or eHealth [17]. This research trend has a limitation in that it fails to address offline sources or face-to-face HISBs that still account for a large portion of HISBs.

This study found that all the survey instruments were from high-income countries, that is, United States, European Union, France, Germany, Israel, Poland, South Korea, and Taiwan, of the Organization for Economic Co-operation and Development [86]. The results can be interpreted as showing that there is information inequality, which may lead to a worsening of health inequality between high-income and low- and-middle-income countries. While low- and-middle-income countries still prioritize the establishment of universal health coverage focusing on the provider, high-income countries acknowledge the health information for individuals, empowering the health care consumer. The gap might be overcome through assessment of the trend of HISB in low- and-middle-income countries to contribute to the effective and efficient health care service to be provided. The details were analyzed by reviewing individual questions for the 13 survey tools, which were deeply rooted in the countries’ differences. There are deviations in the questions according to the culture or medical system. For example, the question options vary depending on whether the countries are exposed to terrorism or have specific diseases or causes of cancer such as ultraviolet radiation exposure followed by a high incidence of skin cancer. In addition, questions about the type of health insurance and Medicare system also varied—for example, whether to visit in-store retail clinics, where to receive prescriptions, differences in the quality of and satisfaction with medical services, and accessibility to medical services.

The degree of information technology development in the country also has a great influence on the questions. The question asking whether the respondent has computers or mobile/smart devices depends on the development of information technology and the retention rate of mobile phones in each country. As an extension of this question, questions were subdivided into digital literacy, the type of fitness app, and whether web-based chat groups were used for health-related topics. With HINTS as a standard, related studies from Germany, South Korea, and China were also developed. HINTS Germany was established by HINTS (United States) and supported by the National Cancer Institute. In the case of South Korea, an individual researcher developed the survey questionnaires based on the content of HINTS and was funded by a national institute. HINTS China was excluded in this study because researchers did not conduct a nationally representative sample survey of the country. These studies would enable cross-national trend analysis and agenda for HISB.

Limitations and Recommendations for Future Research

For this study, we used databases in English and Korean, but there are some survey instruments that are neither English nor Korean. To overcome this limitation, we did not limit the languages in the search process. Moreover, it is obvious that English is the universal language of publication in the research field in the era of globalization. Therefore, we also used surveys in other languages, including 1 from France (French), Germany (German), and South Korea (Korean) in this paper. Some full versions of HISB survey instruments were not available for the review process. To attain the instrument, the researchers emailed corresponding authors for the HISB survey tools; however, these were found to be not related to HISB, or the author refused to provide a full version, or we received no response. In addition, the duration of the literature search was restricted to the period between 2008 and 2020. However, we mitigated this limitation because this study’s findings cover the fundamental essence of HISB phenomena by analyzing existing tools over a more extensive period. The theoretical framework derived from this study could be used as a guide for nationally representative HISB surveys. From the findings of this study, we see that there was a lack of theoretical basis for the survey instrument. The framework including both the behavior/attitude and online/offline dimensions would provide integrative scope for national HISB phenomena. Moreover, this framework could be compared to other HISB-related theories, thereby enabling more comprehensive insight into the HISB phenomenon. As the study scope focused on HISB instruments that seek nationally representative samples, future studies could also analyze different populations, including certain regions, ages, genders, and occupations with HISB instruments. It would be worthy to compare the differences among the populations.

Conclusion

This study analyzed and synthesized current HISB survey questionnaires for nationally representative surveys. The findings of the methodology and content analysis provide a map and prototype for developing HISB-related instruments. A theoretical framework including both behavior/attitude and online/offline dimensions may provide integrative insight into real-world HISB phenomena. In sum, the findings of this study may contribute to better understanding of comprehensive HISB trends in nationally representative surveys.
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Abstract

Background: Advances in information technology have paved the way to facilitate accessibility to population-level health data through web-based data query systems (WDQSs). Despite these advances in technology, US state agencies face many challenges related to the dissemination of their local health data. It is essential for the public to have access to high-quality data that are easy to interpret, reliable, and trusted. These challenges have been at the forefront throughout the COVID-19 pandemic.

Objective: The purpose of this study is to identify the most significant challenges faced by state agencies, from the perspective of the Behavioral Risk Factor Surveillance System (BRFSS) coordinator from each state, and to assess if the coordinators from states with a WDQS perceive these challenges differently.

Methods: We surveyed BRFSS coordinators (N=43) across all 50 US states and the District of Columbia. We surveyed the participants about contextual factors and asked them to rate system aspects and challenges they faced with their health data system on a Likert scale. We used two-sample t tests to compare the means of the ratings by participants from states with and without a WDQS.

Results: Overall, 41/43 states (95%) make health data available over the internet, while 65% (28/43) employ a WDQS. States with a WDQS reported greater challenges (P=.01) related to the cost of hardware and software (mean score 3.44/4, 95% CI 3.09-3.78) than states without a WDQS (mean score 2.63/4, 95% CI 2.25-3.00). The system aspect of standardization of vocabulary scored more favorably (P=.01) in states with a WDQS (mean score 3.32/5, 95% CI 2.94-3.69) than in states without a WDQS (mean score 2.85/5, 95% CI 2.47-3.22).

Conclusions: Securing of adequate resources and commitment to standardization are vital in the dissemination of local-level health data. Factors such as receiving data in a timely manner, privacy, and political opposition are less significant barriers than anticipated.

(J Med Internet Res 2021;23(7):e16750) doi:10.2196/16750
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Introduction

It is widely acknowledged in the public health field that progress in information technology has paved the way for exciting opportunities to disseminate local level health data more efficiently [1,2]. The growth of the internet, mobile technologies, artificial intelligence, and other technological advances have enabled health information to become more easily accessible and widely available to a broader population [2-4]. There has
been growing enthusiasm for the application of big data and its utility in public health, particularly for population-level health data [5]. Access to high quality population-level health data is essential for public health, as it informs us of disease tracking, health problems, and health surveillance at the subpopulation level [6,7]. Health informatics has enabled public health practitioners to assess public and population health information by accurately combining data from a wide range of disparate sources [7]. Despite the vast advances in technology, there are many challenges associated with availability of high-quality population-level health data [7,8]. These problems have been even further exacerbated during the COVID-19 pandemic, as there is a lack of consistency in the data and their reporting [9,10].

As each US state is responsible for its own health surveillance, decisions regarding technology implementation have varied from state to state [11]. One popular option is for state agencies to design and develop dynamic web-based data query systems (WDQSSs), which allow users to customize data queries by choosing data sets, variables, measures, and the format for presenting query results [12]. There are many benefits to WDQSSs, as state agencies are able to respond to data requests in a timely manner, provide data to a broader population, and contribute to the development of community health assessments and policy decisions [13]. Another popular option is for states to make static reports available to the public on the World Wide Web. Static reports are generally manually compiled by staff and are available in formats such as PDF, Microsoft Excel, and HTML. Static reports limit user choice to precalculated statistics and do not allow users to choose parameters for a query [14]. Given the advances in information technology, deployment of these outdated technologies, which can be difficult to use and plagued by missing or incomplete data, by US states is unfortunate [15]. In the private sector, industries such as finance have been successful in maximizing the potential of the internet, as changes in stock prices are made available within seconds to end users.

WDQSSs were first implemented in the late 1990s, as states developed systems in which queries could be specified and results returned on the World Wide Web without requiring any additional software [12]. At the time, strong efforts were being made to achieve data liberation and use of open-source information technology solutions and collaboration to promote public health [15]. Collaboration has contributed to states sharing developments, ideas, and knowledge to meet a variety of public health assessment needs [16-18]. To reduce the cost burden, there has been a push toward open-source software, which costs little or no money to procure [19]. Open-source code can be easily shared, and its key benefits include free redistribution, inclusion of source code, easy modification of the code, and lack of need for an additional license [20]. For example, in 2000, Utah’s legacy Indicator Based Information System–Public Health (IBIS-PH) was developed using open-source code, and states such as New Mexico and Kentucky adopted the system within the first few years of its development. However, over the last decade, efforts toward WDQS implementation have stalled, and progress has slowed. Public health is at risk of falling behind from a technological standpoint [21]. Despite the significant advances in technology, including faster processors, improved bandwidth, and lower cost of storage, state agencies commonly face data sharing barriers between organizations within their state [21]. The purpose of this study was to investigate the barriers faced by state agencies to the implementation of WDQSSs from the perspectives of Behavioral Risk Factor Surveillance System (BRFSS) coordinators from each state. We aimed to understand how challenges and perceptions of systems differ between states that have implemented a WDQS and states that have not. We hypothesized that the perceptions and challenges reported by the BRFSS coordinators would vary across states because of the coordinators’ significance in releasing health data and their role in technology decisions in their states [14].

Methods

Study Design and Sampling

We designed and administered a web-based questionnaire to BRFSS coordinators from all 50 states and the District of Columbia (n=51). The BRFSS, established in 1984, is a health-related telephone survey that collects state data from US residents in all 50 states regarding their health-related risk behaviors, chronic health conditions, and use of preventive services. The BRFSS coordinator in each state is responsible for gathering information about health behaviors and is responsible for the management and oversight of the BRFSS survey [22,23]. First, we queried the coordinators on how states disseminate their data. In January 2015, each prospective participant was sent an invitation letter by US Mail. We found the names and contact information of all the BRFSS coordinators on the US Centers for Disease Control and Prevention website [24]. The letter provided details of the study and indicated that participation was confidential, as the results would not be disclosed to anyone except the study staff. The letter specified that the coordinators’ participation was voluntary and that they could withdraw at any point of the survey. Each participant was sent a follow-up email containing a link to the survey with a secure user name and password within 1-2 weeks upon receipt of the letter.

We queried the participants on the basic characteristics of their data dissemination, including how their health data are disseminated, which technology is used, and which types of data are available. We asked, “Does your state present health data over the internet?” and participants answered yes or no. We also queried if their state presents data using an interactive WBQSS, which types of data are publicly available (eg, BRFSS, births, deaths), and finally, which path they took to develop their software (eq, in-house, adopted from an outside vendor). We also asked participants to rate the level of challenges they face regarding the dissemination of their data on a 4-point Likert scale (1, not at all challenging; 2, not very challenging; 3, somewhat challenging; 4, very challenging). A Likert scale is a set of statements (items) offered for a hypothetical situation under study, in which participants are asked to show their level of agreement (eg, strongly agree, somewhat agree). We presented 2 to 4 questions for three different categories: cost, staffing and support, and other challenges. We then asked the
coordinators how they would rate various system-related aspects of their health data systems. They were presented a list of items and rated each item on a 5-point Likert scale (1, poor; 2, fair; 3, good; 4, very good; 5, excellent). For the system aspects, 3 to 4 questions were presented for each category, including website performance, data quality, and accessibility and support.

Data Analysis

We obtained descriptive statistics and profile characteristics for the participants from each state. We also compared the means of the ratings of participants from states that have implemented a WDQS and from states that have not implemented a WDQS. The means were compared using two-sample *t* tests between states with and without a WDQS, with *P*<.05 used as the level of significance.

Table 1. Profile of health data characteristics at the state level (n=43).

<table>
<thead>
<tr>
<th>Characteristic and responses</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health data are made available on the internet</td>
<td>41 (95) Yes, 2 (5) No</td>
</tr>
<tr>
<td>Health data are made available using an interactive web-based query system</td>
<td>28 (65) Yes, 15 (35) No</td>
</tr>
<tr>
<td>Types of data that are publicly available</td>
<td>33 (73) BRFSS, 31 (72) Births, 30 (70) Deaths, 5 (12) Lead screening, 4 (9) Hospitalization</td>
</tr>
<tr>
<td>Software development path</td>
<td>13 (37) In-house, 8 (19) Outside vendor, 6 (14) Adopted from another state, 4 (9) Off the shelf commercial software</td>
</tr>
</tbody>
</table>

We report the mean ratings for the challenges faced and system aspects in Table 2. On a 4-point Likert scale, participants rated the cost of system development (mean score 3.33), consultants/vendors (mean score 3.05), and the cost of hardware/software (mean score 2.89) as the most challenging. The overall mean score for all challenges faced was 2.68 on the 4-point Likert scale. Participants reported the lack of political support (mean score 1.77) and issues with data privacy (mean 2.55) as less of a challenge. We analyzed the mean results of the reported challenges between states with and without a WDQS (Table 2). Participants from states without a WDQS reported the cost of hardware and software to be a greater challenge than those from states with a WDQS (mean score 3.55, 95% CI 3.09-3.78, vs mean score 2.63, 95% CI 2.25-3.00; *P*=.01). System aspects were rated higher (*P*=.01) for the standardization of vocabulary by participants from states with a WDQS (mean 3.32, 95% CI=2.94-3.69) versus those from states without a WDQS (mean=2.85, 95% CI=2.47-3.22).

Ethics Approval and Consent to Participate

Ethics approval for the study protocol was received from the Human Subjects Protection Office at the University of Connecticut Health Center.

Results

Profile characteristics at the state level can be found in Table 1. A total of 43 of the 51 coordinators completed the survey, for an overall response rate of 84%. Of the 43 participants, 42 completed the web-based survey, while 1 participant completed the survey over the telephone. Of the 43 states, 41 (95%) had some form of health data available on the web, while 28 (65%) reported having implemented a WDQS. Data available included BRFSS (33/43, 77%), births (31/43, 72%), deaths (30/43, 70%), lead screening (5/43, 12%), and hospitalizations (4/43, 9%).
Table 2. Participant ratings of challenges faced by state agencies and of system aspects (N=43).

<table>
<thead>
<tr>
<th>Grouping and item</th>
<th>Overall mean score</th>
<th>With WDQS b (n=28), mean (95% CI)</th>
<th>Without WDQS (n=15), mean (95% CI)</th>
<th>P value c</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Challenges faced (scored on a 4-point Likert scale)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of system development</td>
<td>3.33</td>
<td>3.05 (2.68-3.41)</td>
<td>3.6 (3.28-3.91)</td>
<td>.06</td>
</tr>
<tr>
<td>Cost of hardware/software</td>
<td>2.89</td>
<td>2.63 (2.25-3.00)</td>
<td>3.44 (3.09-3.78)</td>
<td>.01 d</td>
</tr>
<tr>
<td>Cost of vendors/consultants</td>
<td>3.06</td>
<td>2.93 (2.44-3.41)</td>
<td>3.25 (2.63-3.86)</td>
<td>.42</td>
</tr>
<tr>
<td><strong>Staffing and support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of internal information technology staff</td>
<td>2.97</td>
<td>2.90 (2.37-3.42)</td>
<td>3.10 (2.48-3.71)</td>
<td>.67</td>
</tr>
<tr>
<td>Help desk support</td>
<td>2.60</td>
<td>2.40 (1.80-3.02)</td>
<td>3.00 (2.25-3.74)</td>
<td>.27</td>
</tr>
<tr>
<td>Lack of trained staff who understand the data</td>
<td>2.62</td>
<td>2.42 (1.98-2.85)</td>
<td>3.00 (2.49-3.50)</td>
<td>.12</td>
</tr>
<tr>
<td>Receiving data in a timely manner</td>
<td>2.40</td>
<td>2.36 (2.07-2.76)</td>
<td>2.42 (1.98-2.85)</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Other challenges</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td>2.55</td>
<td>2.37 (2.06-2.67)</td>
<td>2.9 (2.28-3.51)</td>
<td>.11</td>
</tr>
<tr>
<td>Political opposition</td>
<td>1.77</td>
<td>1.6 (1.10-2.11)</td>
<td>2.14 (1.47-2.80)</td>
<td>.23</td>
</tr>
<tr>
<td><strong>System aspects (scored on a 5-point Likert scale)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Website usability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User-friendliness</td>
<td>3.15</td>
<td>3.15 (2.73-3.56)</td>
<td>3.00 (2.69-3.32)</td>
<td>.64</td>
</tr>
<tr>
<td>Website performance</td>
<td>3.34</td>
<td>3.54 (3.15-3.93)</td>
<td>2.92 (2.47-3.36)</td>
<td>.06</td>
</tr>
<tr>
<td>Standardization of vocabulary</td>
<td>3.14</td>
<td>3.32 (2.94-3.69)</td>
<td>2.85 (2.47-3.22)</td>
<td>.01</td>
</tr>
<tr>
<td>End user satisfaction</td>
<td>3.03</td>
<td>3.37 (2.89-3.84)</td>
<td>2.40 (2.08-2.71)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Data quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability of race, gender, and other social determinants</td>
<td>3.91</td>
<td>4.05 (3.63-4.46)</td>
<td>3.64 (3.24-4.03)</td>
<td>.11</td>
</tr>
<tr>
<td>Quality of data</td>
<td>3.90</td>
<td>4.00 (3.62-4.37)</td>
<td>3.69 (3.28-4.09)</td>
<td>.33</td>
</tr>
<tr>
<td>Breadth of data</td>
<td>3.33</td>
<td>3.42 (2.96-3.87)</td>
<td>3.15 (2.71-3.58)</td>
<td>.46</td>
</tr>
<tr>
<td>Ability to link to multiple data sources</td>
<td>2.81</td>
<td>3.28 (2.57-3.98)</td>
<td>1.75 (1.26-2.24)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Accessibility and support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accessibility to researchers</td>
<td>3.67</td>
<td>3.92 (3.56-4.27)</td>
<td>3.15 (2.66-3.63)</td>
<td>.06</td>
</tr>
<tr>
<td>Accessibility to nonresearchers</td>
<td>3.58</td>
<td>3.76 (3.39-4.12)</td>
<td>3.23 (2.69-3.76)</td>
<td>.11</td>
</tr>
<tr>
<td>Timeliness of support requests</td>
<td>3.53</td>
<td>3.68 (3.28-4.07)</td>
<td>3.27 (2.73-3.80)</td>
<td>.23</td>
</tr>
</tbody>
</table>

aThe overall mean score represents the full sample.
bWDQS: web-based data query system.
cTwo-sample t-tests were used to compare the mean scores between states with and without a WDQS.
dItalic text indicates statistical significance at P<.05.

Discussion

To our knowledge, this is the first national study to investigate barriers faced by state agencies to the dissemination of their health data using informants in key roles. The findings revealed that BRFSS coordinators rated their systems more favorably in states where a WDQS was implemented. Interestingly, despite the high cost of technology, staffing, implementation, and maintenance of technology-based systems and other factors, BRFSS coordinators from states that implemented a WDQS perceived their systems more favorably. We hypothesize that these findings are indications of a favorable assessment of the cost-benefit ratio of implementation of technology-based systems relative to low-cost health data systems. Adequate staffing and funding for state health data systems is lacking, which has impeded or slowed progress or halted data dissemination efforts in these states [25,26]. Our findings are more important than ever, given the reliance of society on trusted, reliable, and accurate public health data [27,28].

Prior research has indicated that organizations are reluctant to share their data due to organizational, technical, and political barriers [15]. In the current study, respondents reported that...
state agencies are generally willing to share their data and do not perceive political barriers as a significant challenge to data sharing. However, these findings should be taken with caution, as there may be bias because these perspectives were based exclusively on the experience of BRFSS coordinators, which may not be representative of that of other key stakeholders across states. Respondents also reported lack of interoperability between systems, as data may be transmitted in formats that are incompatible with the originating system. These findings are in line with prior work, in which it was reported that departments lack adequate staffing and resources to profile, “cleanse,” and manipulate these data so they are usable [15,29]. If data are not usable, they have limited utility and do not create significant opportunities for public health research. According to the latest Public Health Workforce Interests and Needs Survey (PH WINS), a nationally representative survey of the public health workforce, state agencies lack adequate trained staff who are able to handle and interpret these data [30,31]. Public health agencies are lacking workers in such areas as data-informed decision-making, health informatics, and data quality, which are essential in the dissemination of public health data [30-32].

Our findings should be interpreted with certain limitations in mind. First, the results may not be generalizable beyond the perspective of the BRFSS coordinator in each state. As each state may have multiple stakeholders who have a vested interest in the WDQS, the opinion of the BRFSS coordinator may not be representative of the consensus from that state. Secondly, our study may reflect bias, as BRFSS coordinators in states with a WDQS may rate their systems higher due to the additional investments states have made in this technology. Third, because the study includes a small number of participants, there is insufficient statistical power to detect small differences in ratings among states with and without a WDQS. Fourth, as BRFSS coordinators from 7/51 states (14%) did not respond to the survey, there may be systematic bias related to the missing information from these states. The reasons that the BRFSS coordinators from those states refused to participate are also unknown. Fifth, questions may be interpreted differently from one state to the next. Web-based expertise and technical maturity may also vary from one state to another, depending on their experience. Finally, although measures such as quality, timeliness, satisfaction, and access were assessed for multiple constructs, their definitions were not presented in the survey. Respondents may have interpreted these measures differently, potentially resulting in bias. For example, the definition of “quality” may be perceived differently from one state to the next. Despite these limitations, the current study is, to our knowledge, the first to compare system ratings and assessments of challenges to presenting health data to the public among states with more primitive versus more advanced data systems. Directions for future research include more comprehensive efforts to evaluate the utility of WDQSSs, as evidence of their usefulness and their potential impact on public health may help justify the additional expenditures required. Additionally, it is recommended that state agencies aim toward collaboration and investigate open-source software options. This model has been successful in the clinical setting. For example, open-source software has been adopted by several hospitals and clinics. A similar model can be applied for future WDQS development, as states should aim to collaborate and work toward building robust systems that are easy adoptable. In summary, it is important to design systems that facilitate access to local health data; these data provide information regarding health challenges at the subpopulation level, which will ultimately help guide future public health research. These problems have been at the forefront during the COVID-19 pandemic [33,34] and should be urgently addressed moving forward.
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Abstract

Background: Feedback from patients is an essential element of a patient-oriented health care system. Physician rating websites (PRWs) are a key way patients can provide feedback online. This study analyzes an entire decade of online ratings for all medical specialties on a German PRW.

Objective: The aim of this study was to examine how ratings posted on a German PRW have developed over the past decade. In particular, it aimed to explore (1) the distribution of ratings according to time-related aspects (year, month, day of the week, and hour of the day) between 2010 and 2019, (2) the number of physicians with ratings, (3) the average number of ratings per physician, (4) the average rating, (5) whether differences exist between medical specialties, and (6) the characteristics of the patients rating physicians.

Methods: All scaled-survey online ratings that were posted on the German PRW jameda between 2010 and 2019 were obtained.

Results: In total, 1,906,146 ratings were posted on jameda between 2010 and 2019 for 127,921 physicians. The number of rated physicians increased constantly from 19,305 in 2010 to 82,511 in 2018. The average number of ratings per rated physicians increased from 1.65 (SD 1.56) in 2010 to 3.19 (SD 4.69) in 2019. Overall, 75.2% (1,432,624/1,906,146) of all ratings were in the best rating category of “very good,” and 5.7% (107,912/1,906,146) of the ratings were in the lowest category of “insufficient.” However, the mean of all ratings was 1.76 (SD 1.53) on the German school grade 6-point rating scale (1 being the best) with a relatively constant distribution over time. General practitioners, internists, and gynecologists received the highest number of ratings (343,242, 266,899, and 232,914, respectively). Male patients, those of higher age, and those covered by private health insurance gave significantly ($P<0.001$) more favorable evaluations compared to their counterparts. Physicians with a lower number of ratings tended to receive ratings across the rating scale, while physicians with a higher number of ratings tended to have better ratings. Physicians with between 21 and 50 online ratings received the lowest ratings (mean 1.95, SD 0.84), while physicians with >100 ratings received the best ratings (mean 1.34, SD 0.47).

Conclusions: This study is one of the most comprehensive analyses of PRW ratings to date. More than half of all German physicians have been rated on jameda each year since 2016, and the overall average number of ratings per rated physicians nearly doubled over the decade. Nevertheless, we could also observe a decline in the number of ratings over the last 2 years. Future studies should investigate the most recent development in the number of ratings on both other German and international PRWs as well as reasons for the heterogeneity in online ratings by medical specialty.

(J Med Internet Res 2021;23(7):e24229) doi:10.2196/24229
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Introduction

Feedback from patients is an essential element of a patient-oriented health care system [1]. Patients’ views and opinions on the care they have experienced can help health care organizations and professionals identify areas that need to be improved and can also help other patients with decision making when choosing who to receive health care [2]. Health care organizations and professionals can gather patient feedback in a variety of ways, including by conducting patient surveys, audits, interviews, focus groups, and deliberative events [3]. Patients have also always been able to actively share their views and opinions about the care they received with family and friends or with health care organizations and professionals via unsolicited comments or complaints. However, patients increasingly also have the ability to share their views and opinions on the internet and social media [4-7].

Physician rating websites (PRWs) are one of the key opportunities for patients to provide feedback online [4,7]. A systematic search of PRWs in 2018 identified 143 websites from 12 countries; however, the majority of websites were commercially operated in the United States and Germany [8]. Previous research involving PRW ratings in Germany and other countries has highlighted some common themes, including incomplete lists of physicians, a low number of physicians rated, a low number of ratings per physician that are overwhelmingly positive, and unstructured and different rating systems, which has raised concerns about the representativeness, validity, and usefulness of feedback on PRWs [7,9-30]. Medical associations have also often expressed strong opposition to PRWs, concerned that they will be used for doctorbashing or defamation [31,32]. Countries have different legal frameworks with regards to data protection, and previous research suggests that restrictive legal environments (eg, Switzerland) may be having an impact on the types of ratings on PRWs [28,29]. However, the legal basis for PRWs in Germany is reasonably liberal and well established. The Federal Court of Justice of Germany confirmed in 2014 the permissibility of ratings on the basis of the right to freedom of expression and that the anonymity of raters can only be lifted in exceptional cases [33,34]. Research also indicates that PRWs in Germany are having some success in influencing patient decision making and quality improvement [17,35].

However, most studies examining PRWs ratings have typically focused on a certain year (eg, [13,18,21]), a certain medical specialty (eg, [22,23,36-40]), certain cities or regions (eg, [14,26,41]), or with a (more or less) randomly selected sample of physicians or ratings (eg, [14,21,26,36,41]). There is therefore a need for a more comprehensive examination of PRW ratings, to reveal a more generalizable view of ratings and allow trends in rating habits to be identified. As far as we are aware, only 2 studies from the United States [13] and Canada [27] have presented such findings.

This study takes a different approach from most previous studies and analyzes an entire decade of online ratings for all medical specialties on the German PRW, jameda [14,21,26,42] (Please note that the data are not publicly available but may be provided from the provider of the website for research purposes upon request.). Jameda was founded in 2007 and since 2016, has been a wholly owned subsidiary of Burda Digital GmbH. The commercial website provides users with a categorized search function to find suitable physicians, the ability to make appointments with physicians online, the possibility to have video consultations with physicians, an encyclopedia with information from experts on health topics, and an opportunity to rate physicians on a predefined grading system or leave narrative comments. In Germany, a total of 25 PRWs have been identified [8]; however, previous research has indicated that jameda is the German PRW with the highest public awareness, usage, and number of ratings given [4,14,26].

The aim of this study was to examine how ratings posted on the German PRW jameda have developed over the past decade. In particular, it aimed to explore (1) the distribution of ratings according to time-related aspects (year, month, day of the week, and hour of the day) between 2010 and 2019, (2) the number of physicians with ratings, (3) the average number of ratings per physician, (4) the average rating, (5) whether differences exist between medical specialties, and (6) the characteristics of the patients rating physicians.

Methods

Overview

All scaled-survey online ratings that were posted on jameda between 2010 and 2019 were provided by jameda. Ratings on jameda are given according to the 6-point grading system used in German schools (1=very good, 2=good, 3=satisfactory, 4=fair, 5=deficient, and 6=insufficient) [24], in relation to 5 questions: (1) satisfaction with the treatment provided by the physician, (2) the physician’s explanation about the illness and treatment, (3) the relationship of trust with the physician, (4) the time the physician spent with the patient, and (5) friendliness of the physician. Additionally, a mean score (“overall performance”) is calculated based on the results for Q1 to Q5 [24]. The data also contained the physician’s year of birth and medical specialty, as well as the rating patient’s gender, age, and health insurance status.

Statistical Analysis

Descriptive statistics included means and SDs for continuous variables as well as numbers and percentages for categorical variables. To analyze whether differences existed between 2 groups, the Mann-Whitney U test was used for continuous nonparametric variables, and the Kruskal-Wallis test was applied to determine differences between more than 2 groups. The Shapiro-Wilk test was used to examine the normality of the data distribution. Cohen d was calculated to measure the magnitude of the effect size by comparing the standardized difference between the means of 2 groups. All statistical analyses were conducted using SPSS version 22.0 (IBM Corp, Armonk, NY). Differences were considered to be significant if P<.05 and highly significant if P<.001.
Results

Distribution of Ratings and Mean Ratings

In total, 1,906,146 ratings were posted on jameda between 2010 and 2019 (see Table 1). The highest proportions of ratings were left in 2017 (293,744/1,906,146, 15.41%) and 2018 (292,721/1,906,146, 15.36%). In 2019, there was a decline in the number of ratings (232,739/1,906,146, 12.21%) in comparison with the previous years. Ratings were distributed throughout the months of the year relatively equally (minimum in December: 143,620/1,906,146, 7.53%; maximum in March: 173,865/1,906,146, 9.12%), but more variation was found by day of the week (minimum on Saturdays: 123,024/1,906,146, 6.45%; maximum on Tuesdays: 356,128/1,906,146, 18.68%) and by hour of the day (minimum during 3-4 am: 4659/1,906,146, 0.24%; maximum during 11-12 am: 152,606/1,906,146, 8.00%). Likewise, the mean ratings were relatively similar across years (minimum in 2019: mean 1.71, SD 1.52; maximum in 2013: mean 1.83, SD 1.56), months (minimum in January: mean 1.73, SD 1.49; maximum in August: mean 1.77, SD 1.54), and days (minimum on Sunday: mean 1.68, SD 1.45; maximum on Monday: mean 1.78, SD 1.54). However, more variation could be seen by hour of the day (minimum during 7-8 am: mean 1.67, SD 1.43; maximum during 2-3 am and 3-4 am: mean 2.05, SD 1.75 and mean 2.05, SD 1.72, respectively).
Table 1. Distribution of ratings (N=1,906,146) and mean ratings.

<table>
<thead>
<tr>
<th>Timeframe</th>
<th>Ratings, n (%)</th>
<th>Mean rating, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>31,908 (1.67)</td>
<td>1.73 (1.42)</td>
</tr>
<tr>
<td>2011</td>
<td>61,726 (3.23)</td>
<td>1.74 (1.44)</td>
</tr>
<tr>
<td>2012</td>
<td>98,041 (5.14)</td>
<td>1.77 (1.50)</td>
</tr>
<tr>
<td>2013</td>
<td>154,119 (8.08)</td>
<td>1.83 (1.56)</td>
</tr>
<tr>
<td>2014</td>
<td>219,319 (11.51)</td>
<td>1.81 (1.54)</td>
</tr>
<tr>
<td>2015</td>
<td>237,354 (12.45)</td>
<td>1.79 (1.54)</td>
</tr>
<tr>
<td>2016</td>
<td>284,475 (14.92)</td>
<td>1.71 (1.48)</td>
</tr>
<tr>
<td>2017</td>
<td>293,744 (15.41)</td>
<td>1.73 (1.52)</td>
</tr>
<tr>
<td>2018</td>
<td>292,721 (15.36)</td>
<td>1.78 (1.57)</td>
</tr>
<tr>
<td>2019</td>
<td>232,739 (12.21)</td>
<td>1.71 (1.52)</td>
</tr>
<tr>
<td><strong>Month</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>170,699 (9.00)</td>
<td>1.73 (1.49)</td>
</tr>
<tr>
<td>February</td>
<td>167,728 (8.80)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>March</td>
<td>173,865 (9.11)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>April</td>
<td>151,098 (7.93)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>May</td>
<td>152,995 (8.02)</td>
<td>1.76 (1.53)</td>
</tr>
<tr>
<td>June</td>
<td>147,422 (7.73)</td>
<td>1.76 (1.53)</td>
</tr>
<tr>
<td>July</td>
<td>160,596 (8.43)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>August</td>
<td>151,544 (7.95)</td>
<td>1.77 (1.54)</td>
</tr>
<tr>
<td>September</td>
<td>155,261 (8.15)</td>
<td>1.75 (1.52)</td>
</tr>
<tr>
<td>October</td>
<td>161,630 (8.48)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>November</td>
<td>169,688 (8.90)</td>
<td>1.75 (1.52)</td>
</tr>
<tr>
<td>December</td>
<td>143,620 (7.53)</td>
<td>1.73 (1.51)</td>
</tr>
<tr>
<td><strong>Day of the week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monday</td>
<td>342,025 (17.94)</td>
<td>1.78 (1.54)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>356,128 (18.68)</td>
<td>1.78 (1.54)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>329,457 (17.28)</td>
<td>1.75 (1.52)</td>
</tr>
<tr>
<td>Thursday</td>
<td>337,364 (17.70)</td>
<td>1.76 (1.53)</td>
</tr>
<tr>
<td>Friday</td>
<td>267,234 (14.02)</td>
<td>1.77 (1.54)</td>
</tr>
<tr>
<td>Saturday</td>
<td>123,024 (6.45)</td>
<td>1.74 (1.52)</td>
</tr>
<tr>
<td>Sunday</td>
<td>150,914 (7.91)</td>
<td>1.68 (1.45)</td>
</tr>
<tr>
<td><strong>Hour of the day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>23,689 (1.24)</td>
<td>1.96 (1.68)</td>
</tr>
<tr>
<td>1-2</td>
<td>11,852 (0.62)</td>
<td>2.00 (1.71)</td>
</tr>
<tr>
<td>2-3</td>
<td>6686 (0.35)</td>
<td>2.05 (1.75)</td>
</tr>
<tr>
<td>3-4</td>
<td>4659 (0.24)</td>
<td>2.05 (1.72)</td>
</tr>
<tr>
<td>4-5</td>
<td>5151 (0.27)</td>
<td>1.98 (1.70)</td>
</tr>
<tr>
<td>5-6</td>
<td>9681 (0.51)</td>
<td>1.82 (1.57)</td>
</tr>
<tr>
<td>6-7</td>
<td>22,818 (1.20)</td>
<td>1.70 (1.47)</td>
</tr>
<tr>
<td>7-8</td>
<td>51,225 (2.69)</td>
<td>1.67 (1.43)</td>
</tr>
<tr>
<td>8-9</td>
<td>90,270 (4.74)</td>
<td>1.71 (1.47)</td>
</tr>
<tr>
<td>Timeframe</td>
<td>Ratings, n (%)</td>
<td>Mean rating, mean (SD)</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>9-10</td>
<td>122,461 (6.42)</td>
<td>1.74 (1.50)</td>
</tr>
<tr>
<td>10-11</td>
<td>144,834 (7.60)</td>
<td>1.75 (1.51)</td>
</tr>
<tr>
<td>11-12</td>
<td>152,606 (8.01)</td>
<td>1.77 (1.53)</td>
</tr>
<tr>
<td>12-13</td>
<td>143,618 (7.53)</td>
<td>1.78 (1.54)</td>
</tr>
<tr>
<td>13-14</td>
<td>136,245 (7.15)</td>
<td>1.76 (1.53)</td>
</tr>
<tr>
<td>14-15</td>
<td>129,596 (6.80)</td>
<td>1.74 (1.50)</td>
</tr>
<tr>
<td>15-16</td>
<td>121,427 (6.37)</td>
<td>1.75 (1.52)</td>
</tr>
<tr>
<td>16-17</td>
<td>116,451 (6.11)</td>
<td>1.76 (1.53)</td>
</tr>
<tr>
<td>17-18</td>
<td>111,075 (5.83)</td>
<td>1.77 (1.54)</td>
</tr>
<tr>
<td>18-19</td>
<td>101,968 (5.35)</td>
<td>1.75 (1.53)</td>
</tr>
<tr>
<td>19-20</td>
<td>98,494 (5.17)</td>
<td>1.73 (1.52)</td>
</tr>
<tr>
<td>20-21</td>
<td>95,222 (5.00)</td>
<td>1.72 (1.51)</td>
</tr>
<tr>
<td>21-22</td>
<td>89,447 (4.69)</td>
<td>1.73 (1.51)</td>
</tr>
<tr>
<td>22-23</td>
<td>71,515 (3.75)</td>
<td>1.78 (1.54)</td>
</tr>
<tr>
<td>23-24</td>
<td>45,156 (2.37)</td>
<td>1.85 (1.60)</td>
</tr>
</tbody>
</table>

**Number of Rated Physicians and Ratings Per Rated Physician**

Between 2010 and 2019, a total of 127,921 physicians were rated on jameda (see Table 2). The number of rated physicians increased constantly from 19,305 in 2010 to 82,511 in 2018. In 2019, the number of rated physicians decreased to 73,071 rated physicians. The number of ratings that rated physicians received demonstrated an increasing trend. In 2010, 66.94% (12,923/19,305) of all rated physicians were rated only once, 30.88% (5961/19,305) were rated 2-5 times, 1.71% (330/19,305) were rated 6-10 times, and 0.47% (91/19,305) were rated 11-50 times. In 2019, 40.84% (29,843/73,071) of all rated physicians were rated only once, 46.89% (34,262/73,071) were rated 2-5 times, 8.21% (5998/73,071) were rated 6-10 times, 3.93% (2875/73,071) were rated 11-50 times, and 0.13% (93/73,071) were rated more than 50 times. Over the entire decade, 11.43% (14,625/127,921) of all rated physicians were rated once, and 4.23% (5413/127,921) were rated more than 50 times. Please note that the overall numbers cannot be summed up here. For example, one physician received 1 rating in 2010, 3 ratings in 2011, 5 ratings in 2013, 1 rating in 2015, 11 ratings in 2015, 23 ratings in 2017, and 19 ratings in 2019. In sum, this physician was rated 63 times and would be assigned to the category “≥51 Ratings.” Similarly, the overall average number of ratings per rated physician increased from 1.65 (SD 1.56) in 2010 to 3.19 (SD 4.69) in 2019. Comparing the number of ratings and rated physicians with the total number of physicians in the German outpatient sector [43], in 2010, 13.64% (19,305/141,461) of all physicians had been rated on jameda, 21.93% (31,335/142,855) in 2011, 29.22% (42,089/144,058) in 2012, 36.36% (53,065/145,933) in 2013, 42.71% (63,182/147,948) in 2014, 45.56% (68,392/150,106) in 2015, 50.51% (76,773/151,989) in 2016, 51.69% (79,799/154,369) in 2017, and 52.46% (82,511/157,288) in 2018 (see also Multimedia Appendix 1). Thus, more than half of all German physicians have been rated online on jameda each year in Germany since 2016.
Table 2. Overall ratings on jameda between 2010 and 2019.

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Year</th>
<th>2010 (n=19,305)</th>
<th>2011 (n=31,336)</th>
<th>2012 (n=42,089)</th>
<th>2013 (n=53,065)</th>
<th>2014 (n=63,182)</th>
<th>2015 (n=68,392)</th>
<th>2016 (n=76,773)</th>
<th>2017 (n=79,799)</th>
<th>2018 (n=82,511)</th>
<th>2019 (n=73,071)</th>
<th>Overall (n=127,921)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>(%)</td>
<td>14,625</td>
<td>29,843</td>
<td>28,971</td>
<td>26,810</td>
<td>25,859</td>
<td>24,512</td>
<td>22,229</td>
<td>21,133</td>
<td>18,256</td>
<td>12,923</td>
<td></td>
</tr>
<tr>
<td>1 rating</td>
<td></td>
<td>(11.43)</td>
<td>(40.84)</td>
<td>(35.11)</td>
<td>(33.60)</td>
<td>(33.68)</td>
<td>(33.64)</td>
<td>(35.18)</td>
<td>(41.79)</td>
<td>(58.26)</td>
<td>(66.94)</td>
<td>(24.63)</td>
</tr>
<tr>
<td>2-5 ratings</td>
<td></td>
<td>(31.507)</td>
<td>(34,262)</td>
<td>(40.602)</td>
<td>(39.808)</td>
<td>(39.94)</td>
<td>(39.94)</td>
<td>(39.94)</td>
<td>(39.94)</td>
<td>(39.94)</td>
<td>(39.94)</td>
<td>(39.94)</td>
</tr>
<tr>
<td>6-10 ratings</td>
<td></td>
<td>(26,285)</td>
<td>(5998)</td>
<td>(9007)</td>
<td>(9099)</td>
<td>(9710)</td>
<td>(9710)</td>
<td>(9710)</td>
<td>(9710)</td>
<td>(9710)</td>
<td>(9710)</td>
<td>(39.16)</td>
</tr>
<tr>
<td>11-50 ratings</td>
<td></td>
<td>(50,091)</td>
<td>(2875)</td>
<td>(3801)</td>
<td>(3933)</td>
<td>(3787)</td>
<td>(2954)</td>
<td>(2683)</td>
<td>(1424)</td>
<td>(604)</td>
<td>(259)</td>
<td>(4.23)</td>
</tr>
<tr>
<td>≥51 ratings</td>
<td></td>
<td>(5413)</td>
<td>(93)</td>
<td>(130)</td>
<td>(149)</td>
<td>(154)</td>
<td>(114)</td>
<td>(154)</td>
<td>(149)</td>
<td>(149)</td>
<td>(154)</td>
<td>(5413)</td>
</tr>
<tr>
<td>Percentage of rated physicians, % (N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 rating</td>
<td></td>
<td>(13.64)</td>
<td>(21.93)</td>
<td>(29.22)</td>
<td>(36.36)</td>
<td>(42.71)</td>
<td>(45.56)</td>
<td>(50.51)</td>
<td>(51.69)</td>
<td>(52.46)</td>
<td>(N/A)</td>
<td></td>
</tr>
<tr>
<td>2-5 ratings</td>
<td></td>
<td>(141,461)</td>
<td>(142,855)</td>
<td>(144,058)</td>
<td>(145,933)</td>
<td>(147,948)</td>
<td>(150,106)</td>
<td>(151,989)</td>
<td>(154,369)</td>
<td>(157,288)</td>
<td>(141,461)</td>
<td></td>
</tr>
<tr>
<td>Number of ratings per rated physician</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td></td>
<td>1.65</td>
<td>(1.56)</td>
<td>1.97</td>
<td>(2.51)</td>
<td>2.33</td>
<td>(3.22)</td>
<td>2.90</td>
<td>(4.05)</td>
<td>3.47</td>
<td>(4.84)</td>
<td>3.47</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
<td>39</td>
<td>(137)</td>
<td>151</td>
<td>(149)</td>
<td>149</td>
<td>(165)</td>
<td>154</td>
<td>(197)</td>
<td>143</td>
<td>(215)</td>
<td>148</td>
</tr>
</tbody>
</table>

Ratings Evaluations

Of the 1,906,146 ratings posted between 2010 and 2019, 75.16% (1,432,624/1,906,146) of all ratings were in the best rating category of “very good,” and 5.66% (107,912/1,906,146) of the ratings were in the lowest category of “insufficient” (see Table 3). Furthermore, the percentage of ratings on both ends of the rating scale increased over time, from 71.95% (2010) to 78.17% (2019) for very positive ratings and from 3.91% (2010) to 6.12% (2019) for very negative ratings. However, the overall average rating remained relatively constant. The average rating was 1.73 (SD 1.42) in 2010 and 1.71 (SD 1.52) in 2019, with an overall average of 1.76 (SD 1.53).

With regards to the correlation between the average rating of a rated physician and the number of ratings per physician, physicians with a lower number of ratings tended to receive ratings across the rating scale, while physicians with a higher number of ratings tended to have better ratings (see Figure 1). Physicians with a single rating had a mean rating of 1.58 (SD 1.28). Afterwards, mean ratings get worse with increasing number of ratings. Physicians with between 21 and 50 online ratings received the worst ratings (mean 1.95, SD 0.84). Mean ratings then improve, with physicians having 51-100 ratings receiving a mean rating of 1.79 (SD 0.86) and physicians with more than 100 ratings receiving the best ratings (mean 1.34, SD 0.47; see Table 4).
Table 3. Overall rating evaluations on jameda between 2010 and 2019.

<table>
<thead>
<tr>
<th>Overall rating evaluation</th>
<th>2010 (n=31,908)</th>
<th>2011 (n=61,726)</th>
<th>2012 (n=98,041)</th>
<th>2013 (n=154,119)</th>
<th>2014 (n=219,319)</th>
<th>2015 (n=257,354)</th>
<th>2016 (n=264,475)</th>
<th>2017 (n=203,744)</th>
<th>2018 (n=252,721)</th>
<th>2019 (n=232,729)</th>
<th>Overall (n=1,906,146)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating based on the 6-point grading system, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1=very good</td>
<td>22,957 (71.95)</td>
<td>44,952 (72.83)</td>
<td>72,066 (73.51)</td>
<td>111,043 (72.05)</td>
<td>160,263 (73.07)</td>
<td>175,416 (73.90)</td>
<td>217,533 (76.47)</td>
<td>224,527 (76.44)</td>
<td>221,951 (75.82)</td>
<td>181,916 (78.17)</td>
<td>1,432,624 (75.16)</td>
</tr>
<tr>
<td>2=good</td>
<td>3406 (10.67)</td>
<td>5783 (9.37)</td>
<td>7889 (8.05)</td>
<td>12,113 (7.86)</td>
<td>16,651 (7.59)</td>
<td>17,328 (7.30)</td>
<td>19,383 (6.81)</td>
<td>18,489 (6.29)</td>
<td>17,205 (5.88)</td>
<td>12,203 (5.24)</td>
<td>130,450 (6.84)</td>
</tr>
<tr>
<td>3=satisfactory</td>
<td>1036 (3.25)</td>
<td>2007 (3.25)</td>
<td>2920 (2.98)</td>
<td>4766 (3.09)</td>
<td>6200 (2.83)</td>
<td>6321 (2.66)</td>
<td>6555 (2.34)</td>
<td>6848 (2.33)</td>
<td>6665 (2.28)</td>
<td>4491 (1.93)</td>
<td>47,909 (2.51)</td>
</tr>
<tr>
<td>4=fair</td>
<td>1312 (4.11)</td>
<td>2635 (4.27)</td>
<td>4082 (4.16)</td>
<td>6631 (4.30)</td>
<td>9073 (4.14)</td>
<td>9444 (3.98)</td>
<td>9545 (3.36)</td>
<td>9678 (3.29)</td>
<td>10,021 (3.42)</td>
<td>7056 (3.03)</td>
<td>69,477 (3.64)</td>
</tr>
<tr>
<td>5=deficient</td>
<td>1948 (6.11)</td>
<td>3910 (6.33)</td>
<td>6233 (6.36)</td>
<td>10,694 (6.94)</td>
<td>15,121 (6.89)</td>
<td>15,658 (6.60)</td>
<td>16,493 (5.80)</td>
<td>17,339 (5.90)</td>
<td>17,537 (5.99)</td>
<td>12,841 (5.52)</td>
<td>117,774 (6.18)</td>
</tr>
<tr>
<td>6=insufficient</td>
<td>1249 (3.91)</td>
<td>2439 (3.95)</td>
<td>4851 (4.95)</td>
<td>8872 (5.76)</td>
<td>12,011 (5.48)</td>
<td>13,187 (5.56)</td>
<td>14,866 (5.23)</td>
<td>16,863 (5.74)</td>
<td>19,342 (6.61)</td>
<td>14,232 (6.12)</td>
<td>107,912 (5.66)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.73 (1.42)</td>
<td>1.74 (1.44)</td>
<td>1.77 (1.50)</td>
<td>1.83 (1.56)</td>
<td>1.81 (1.54)</td>
<td>1.79 (1.54)</td>
<td>1.71 (1.48)</td>
<td>1.73 (1.52)</td>
<td>1.78 (1.57)</td>
<td>1.71 (1.52)</td>
<td>1.76 (1.53)</td>
</tr>
</tbody>
</table>

Figure 1. Scatterplot (bivariate) of the number of ratings per physician with the mean overall performance for rated physicians.
Table 4. Online rating results by the number of ratings per physician.

<table>
<thead>
<tr>
<th>Number of ratings per physician</th>
<th>Average rating, mean (SD)</th>
<th>Rating based on the 6-point grading system, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1 (n=14,625)</td>
<td>1.58 (1.28)</td>
<td>11,741 (80.28)</td>
</tr>
<tr>
<td>2-5 (n=31,505)</td>
<td>1.67 (0.96)</td>
<td>19,733 (62.63)</td>
</tr>
<tr>
<td>6-10 (n=26,258)</td>
<td>1.76 (0.81)</td>
<td>12,505 (47.62)</td>
</tr>
<tr>
<td>11-20 (n=29,049)</td>
<td>1.86 (0.78)</td>
<td>12,243 (42.15)</td>
</tr>
<tr>
<td>21-50 (n=20,658)</td>
<td>1.95 (0.84)</td>
<td>8044 (38.94)</td>
</tr>
<tr>
<td>51-100 (n=3933)</td>
<td>1.79 (0.86)</td>
<td>2084 (52.99)</td>
</tr>
<tr>
<td>&gt;100 (n=1445)</td>
<td>1.34 (0.47)</td>
<td>1181 (81.73)</td>
</tr>
<tr>
<td>Total (n=127,473)</td>
<td>1.77 (0.92)</td>
<td>67,531 (52.98)</td>
</tr>
</tbody>
</table>

*a=very good, 2=good, 3=satisfactory, 4=fair, 5=deficient, and 6=insufficient.

Ratings by Medical Specialty

Between 2010 and 2019, general practitioners (343,242), internists (266,899), gynecologists (232,914), and orthopedists (229,481) received the highest number of ratings, while pediatricians (87,330), ophthalmologists (79,699), and urologists (63,703) received the lowest number of ratings (see Table 5). However, according to the relative distribution of ratings, the most frequently rated medical specialties in 2018 were orthopedists (6160/7302, 84.36%); oral maxillofacial surgeons (1017/1257, 80.91%); ear, nose, and throat (ENT) specialists (3559/4479, 79.46%); and dermatologists (3562/4632, 76.90%). In contrast, the least frequently rated medical specialties were radiologists (863/4078, 21.16%) and anesthesiologists (601/4247, 14.15%; see Multimedia Appendix 2). Among the 10 most frequently rated medical specialties, the best rated medical specialties were urologists (mean 1.50, SD 1.29), general practitioners (mean 1.64, SD 1.40), and internists (mean 1.68, SD 1.45). The lowest ratings were given to pediatricians (mean 1.92, SD 1.62), ophthalmologists (mean 2.06, SD 1.74), and dermatologists (mean 2.11, SD 1.77).
Table 5. Ratings by medical specialty.

<table>
<thead>
<tr>
<th>Medical specialty</th>
<th>Year</th>
<th>Rated physicians; n (%)</th>
<th>Number of ratings</th>
<th>Mean rating (SD)(^a), n (%)</th>
<th>Overall (n=127,921 rated physicians; n=1,906,146 ratings)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatologist (including venereologist)</td>
<td>2010</td>
<td>(n=19,305)</td>
<td>4891 (25.34)</td>
<td>1.55 (1.21)</td>
<td>1.96 (1.36)</td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td>(n=31,336)</td>
<td>8161 (26.04)</td>
<td>1.53 (1.21)</td>
<td>1.96 (1.44)</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>(n=42,089)</td>
<td>10,533 (25.03)</td>
<td>1.54 (1.24)</td>
<td>1.96 (1.43)</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>(n=53,065)</td>
<td>13,077 (24.64)</td>
<td>1.60 (1.33)</td>
<td>1.96 (1.40)</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>(n=63,182)</td>
<td>15,767 (24.95)</td>
<td>1.61 (1.35)</td>
<td>1.96 (1.40)</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>(n=68,392)</td>
<td>17,016 (24.88)</td>
<td>1.66 (1.40)</td>
<td>1.96 (1.43)</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>(n=76,773)</td>
<td>19,289 (25.12)</td>
<td>1.70 (1.43)</td>
<td>1.96 (1.47)</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>(n=79,799)</td>
<td>19,586 (24.54)</td>
<td>1.73 (1.53)</td>
<td>1.96 (1.49)</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>(n=82,551)</td>
<td>19,967 (24.19)</td>
<td>1.71 (1.51)</td>
<td>1.96 (1.49)</td>
</tr>
<tr>
<td></td>
<td>2019</td>
<td>(n=73,071)</td>
<td>16,818 (23.02)</td>
<td>1.68 (1.64)</td>
<td>1.96 (1.50)</td>
</tr>
</tbody>
</table>

| Internist | 2010 | (n=31,908) | 2548 (61,726 ratings) | 1.55 (1.21) | 1.96 (1.36) |
| Gynecologist | 2010 | (n=31,908) | 2548 (61,726 ratings) | 1.55 (1.21) | 1.96 (1.36) |
| Orthopedist | 2010 | (n=31,908) | 2548 (61,726 ratings) | 1.55 (1.21) | 1.96 (1.36) |

Overall (n=127,921 rated physicians; n=1,906,146 ratings)
<table>
<thead>
<tr>
<th>Year</th>
<th>Medical specialty</th>
<th>Number of ratings, n (ratings)</th>
<th>Mean rating (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>(n=19,305 rated physicians; n=31,908 ratings)</td>
<td>1563 (4.90)</td>
<td>2.06 (1.64)</td>
</tr>
<tr>
<td>2011</td>
<td>(n=31,336 rated physicians; n=61,726 ratings)</td>
<td>3199 (5.18)</td>
<td>2.18 (1.71)</td>
</tr>
<tr>
<td>2012</td>
<td>(n=42,089 rated physicians; n=98,041 ratings)</td>
<td>5811 (5.93)</td>
<td>2.35 (1.85)</td>
</tr>
<tr>
<td>2013</td>
<td>(n=53,065 rated physicians; n=154,119 ratings)</td>
<td>10,461 (6.79)</td>
<td>2.28 (1.82)</td>
</tr>
<tr>
<td>2014</td>
<td>(n=63,182 rated physicians; n=219,319 ratings)</td>
<td>14,991 (6.84)</td>
<td>2.25 (1.82)</td>
</tr>
<tr>
<td>2015</td>
<td>(n=68,392 rated physicians; n=257,354 ratings)</td>
<td>15,380 (6.48)</td>
<td>2.16 (1.77)</td>
</tr>
<tr>
<td>2016</td>
<td>(n=76,773 rated physicians; n=264,475 ratings)</td>
<td>17,513 (6.16)</td>
<td>2.05 (1.73)</td>
</tr>
<tr>
<td>2017</td>
<td>(n=79,799 rated physicians; n=293,744 ratings)</td>
<td>17,619 (6.00)</td>
<td>2.04 (1.74)</td>
</tr>
<tr>
<td>2018</td>
<td>(n=82,551 rated physicians; n=292,721 ratings)</td>
<td>17,861 (6.10)</td>
<td>2.04 (1.75)</td>
</tr>
<tr>
<td>2019</td>
<td>(n=73,071 rated physicians; n=232,729 ratings)</td>
<td>13,355 (5.74)</td>
<td>1.94 (1.71)</td>
</tr>
</tbody>
</table>

**ENT² specialist, otorhinolaryngologist**

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated physicians, n (%)</th>
<th>Number of ratings, n (%)</th>
<th>Mean rating (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>835 (4.33)</td>
<td>1388 (4.43)</td>
<td>1.81 (1.50)</td>
</tr>
<tr>
<td>2011</td>
<td>3018 (4.56)</td>
<td>5081 (5.18)</td>
<td>1.77 (1.46)</td>
</tr>
<tr>
<td>2012</td>
<td>9013 (5.85)</td>
<td>13,494 (6.15)</td>
<td>1.76 (1.50)</td>
</tr>
<tr>
<td>2013</td>
<td>2425 (4.57)</td>
<td>2828 (4.45)</td>
<td>1.83 (1.57)</td>
</tr>
<tr>
<td>2014</td>
<td>2463 (4.52)</td>
<td>3094 (4.36)</td>
<td>1.75 (1.51)</td>
</tr>
<tr>
<td>2015</td>
<td>2791 (4.31)</td>
<td>3435 (4.31)</td>
<td>1.74 (1.43)</td>
</tr>
<tr>
<td>2016</td>
<td>3054 (4.42)</td>
<td>3443 (4.42)</td>
<td>1.64 (1.43)</td>
</tr>
<tr>
<td>2017</td>
<td>3154 (3.91)</td>
<td>3559 (3.91)</td>
<td>1.67 (1.47)</td>
</tr>
<tr>
<td>2018</td>
<td>2859 (3.40)</td>
<td>3233 (3.40)</td>
<td>1.71 (1.53)</td>
</tr>
<tr>
<td>2019</td>
<td>4343 (3.11)</td>
<td>4709 (3.11)</td>
<td>1.72 (1.51)</td>
</tr>
</tbody>
</table>

**General surgery**

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated physicians, n (%)</th>
<th>Number of ratings, n (%)</th>
<th>Mean rating (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>601 (3.11)</td>
<td>1027 (3.28)</td>
<td>1.80 (1.49)</td>
</tr>
<tr>
<td>2011</td>
<td>1061 (3.33)</td>
<td>2298 (3.72)</td>
<td>1.84 (1.57)</td>
</tr>
<tr>
<td>2012</td>
<td>3661 (3.73)</td>
<td>6103 (3.96)</td>
<td>1.83 (1.59)</td>
</tr>
<tr>
<td>2013</td>
<td>9084 (4.14)</td>
<td>10,908 (4.60)</td>
<td>1.84 (1.61)</td>
</tr>
<tr>
<td>2014</td>
<td>12,340 (4.65)</td>
<td>14,678 (5.00)</td>
<td>1.79 (1.61)</td>
</tr>
<tr>
<td>2015</td>
<td>14,162 (4.84)</td>
<td>14,272 (5.27)</td>
<td>1.81 (1.60)</td>
</tr>
<tr>
<td>2016</td>
<td>12,843 (4.59)</td>
<td>87,467 (5.27)</td>
<td>1.78 (1.60)</td>
</tr>
<tr>
<td>2017</td>
<td>83,330 (5.48)</td>
<td>87,330 (5.48)</td>
<td>1.82 (1.60)</td>
</tr>
<tr>
<td>2018</td>
<td>87,330 (5.48)</td>
<td>87,330 (5.48)</td>
<td>1.82 (1.60)</td>
</tr>
<tr>
<td>2019</td>
<td>6555 (5.12)</td>
<td>6555 (5.12)</td>
<td>1.82 (1.60)</td>
</tr>
</tbody>
</table>

**Pediatrician**

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated physicians, n (%)</th>
<th>Number of ratings, n (%)</th>
<th>Mean rating (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>976 (5.06)</td>
<td>1570 (5.01)</td>
<td>1.68 (1.35)</td>
</tr>
<tr>
<td>2011</td>
<td>1529 (4.81)</td>
<td>2795 (4.53)</td>
<td>1.70 (1.38)</td>
</tr>
<tr>
<td>2012</td>
<td>4941 (5.04)</td>
<td>7831 (5.08)</td>
<td>1.76 (1.46)</td>
</tr>
<tr>
<td>2013</td>
<td>7831 (5.08)</td>
<td>11,059 (4.87)</td>
<td>1.88 (1.57)</td>
</tr>
<tr>
<td>2014</td>
<td>11,550 (4.57)</td>
<td>13,004 (4.53)</td>
<td>1.94 (1.61)</td>
</tr>
<tr>
<td>2015</td>
<td>13,295 (4.40)</td>
<td>13,894 (4.40)</td>
<td>1.90 (1.60)</td>
</tr>
<tr>
<td>2016</td>
<td>12,843 (3.62)</td>
<td>8432 (3.62)</td>
<td>1.93 (1.64)</td>
</tr>
<tr>
<td>2017</td>
<td>87,330 (4.58)</td>
<td>87,330 (4.58)</td>
<td>2.03 (1.72)</td>
</tr>
<tr>
<td>2018</td>
<td>87,330 (4.58)</td>
<td>87,330 (4.58)</td>
<td>2.01 (1.73)</td>
</tr>
<tr>
<td>2019</td>
<td>6555 (5.12)</td>
<td>6555 (5.12)</td>
<td>1.92 (1.62)</td>
</tr>
</tbody>
</table>

**Ophthalmologist**

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated physicians, n (%)</th>
<th>Number of ratings, n (%)</th>
<th>Mean rating (SD)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>722 (3.74)</td>
<td>1225 (3.91)</td>
<td>2.07 (1.63)</td>
</tr>
<tr>
<td>2011</td>
<td>1085 (3.40)</td>
<td>2079 (3.37)</td>
<td>2.09 (1.67)</td>
</tr>
<tr>
<td>2012</td>
<td>3570 (3.64)</td>
<td>6173 (4.01)</td>
<td>2.26 (1.81)</td>
</tr>
<tr>
<td>2013</td>
<td>9154 (4.17)</td>
<td>9754 (4.11)</td>
<td>2.20 (1.79)</td>
</tr>
<tr>
<td>2014</td>
<td>9754 (4.11)</td>
<td>11,899 (4.18)</td>
<td>2.15 (1.78)</td>
</tr>
<tr>
<td>2015</td>
<td>12,816 (4.36)</td>
<td>12,816 (4.36)</td>
<td>2.11 (1.76)</td>
</tr>
<tr>
<td>2016</td>
<td>12,887 (4.41)</td>
<td>12,887 (4.41)</td>
<td>1.98 (1.69)</td>
</tr>
<tr>
<td>2017</td>
<td>10,282 (4.18)</td>
<td>10,282 (4.18)</td>
<td>1.97 (1.69)</td>
</tr>
<tr>
<td>2018</td>
<td>79,699 (4.18)</td>
<td>79,699 (4.18)</td>
<td>2.05 (1.77)</td>
</tr>
<tr>
<td>2019</td>
<td>9535 (4.64)</td>
<td>9535 (4.64)</td>
<td>1.96 (1.71)</td>
</tr>
</tbody>
</table>

*Overall (n=127,921 rated physicians; n=190,646 ratings)*

---
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### Medical Specialty

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>193,305</td>
</tr>
<tr>
<td>2011</td>
<td>31,336</td>
</tr>
<tr>
<td>2012</td>
<td>42,089</td>
</tr>
<tr>
<td>2013</td>
<td>53,065</td>
</tr>
<tr>
<td>2014</td>
<td>63,182</td>
</tr>
<tr>
<td>2015</td>
<td>76,773</td>
</tr>
<tr>
<td>2016</td>
<td>79,799</td>
</tr>
<tr>
<td>2017</td>
<td>82,551</td>
</tr>
<tr>
<td>2018</td>
<td>90,041</td>
</tr>
<tr>
<td>2019</td>
<td>108,919</td>
</tr>
</tbody>
</table>

### Urologist

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated Physicians, n (%)</th>
<th>Number of Ratings, n (%)</th>
<th>Mean Rating (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>536 (2.78)</td>
<td>830 (2.65)</td>
<td>1.82 (1.54)</td>
</tr>
<tr>
<td>2011</td>
<td>515 (2.70)</td>
<td>770 (2.50)</td>
<td>1.66 (1.33)</td>
</tr>
<tr>
<td>2012</td>
<td>1,521 (2.85)</td>
<td>1,511 (2.85)</td>
<td>1.57 (1.33)</td>
</tr>
<tr>
<td>2013</td>
<td>2,151 (2.88)</td>
<td>2,180 (2.88)</td>
<td>1.64 (1.41)</td>
</tr>
<tr>
<td>2014</td>
<td>2,191 (2.79)</td>
<td>2,139 (2.79)</td>
<td>1.54 (1.30)</td>
</tr>
<tr>
<td>2015</td>
<td>2,301 (2.88)</td>
<td>2,319 (2.88)</td>
<td>1.50 (1.28)</td>
</tr>
<tr>
<td>2016</td>
<td>2,415 (2.93)</td>
<td>2,415 (2.93)</td>
<td>1.43 (1.20)</td>
</tr>
<tr>
<td>2017</td>
<td>2,140 (2.60)</td>
<td>2,140 (2.60)</td>
<td>1.47 (1.26)</td>
</tr>
<tr>
<td>2018</td>
<td>327 (2.78)</td>
<td>327 (2.78)</td>
<td>1.49 (1.29)</td>
</tr>
<tr>
<td>2019</td>
<td>338 (2.80)</td>
<td>338 (2.80)</td>
<td>1.45 (1.25)</td>
</tr>
</tbody>
</table>

### Others

<table>
<thead>
<tr>
<th>Year</th>
<th>Rated Physicians, n (%)</th>
<th>Number of Ratings, n (%)</th>
<th>Mean Rating (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>2840 (14.71)</td>
<td>4379 (13.97)</td>
<td>1.78 (1.48)</td>
</tr>
<tr>
<td>2011</td>
<td>5708 (13.56)</td>
<td>7310 (13.78)</td>
<td>1.77 (1.49)</td>
</tr>
<tr>
<td>2012</td>
<td>8883 (14.06)</td>
<td>9716 (14.21)</td>
<td>1.68 (1.45)</td>
</tr>
<tr>
<td>2013</td>
<td>11,104 (14.46)</td>
<td>11,104 (14.46)</td>
<td>1.76 (1.54)</td>
</tr>
<tr>
<td>2014</td>
<td>11,675 (14.63)</td>
<td>11,675 (14.63)</td>
<td>1.70 (1.49)</td>
</tr>
<tr>
<td>2015</td>
<td>12,127 (14.69)</td>
<td>12,127 (14.69)</td>
<td>1.65 (1.45)</td>
</tr>
<tr>
<td>2016</td>
<td>12,799 (14.78)</td>
<td>12,799 (14.78)</td>
<td>1.59 (1.40)</td>
</tr>
<tr>
<td>2017</td>
<td>13,842 (14.12)</td>
<td>13,842 (14.12)</td>
<td>1.62 (1.43)</td>
</tr>
<tr>
<td>2018</td>
<td>14,387 (15.09)</td>
<td>14,387 (15.09)</td>
<td>1.66 (1.49)</td>
</tr>
<tr>
<td>2019</td>
<td>15,169 (15.10)</td>
<td>15,169 (15.10)</td>
<td>1.57 (1.41)</td>
</tr>
</tbody>
</table>

### Characteristics of Raters

The rating patients were mostly female (56.8%), between 30 and 50 years old (42.6%), and covered by Statutory Health Insurance (81.0%; see Table 6). However, there were some significant differences between genders, age groups, and health insurance status. Male patients gave significantly more favorable ratings than female patients (mean rating 1.61, SD 1.32 vs. mean 1.77, SD 1.48; P < .001). Older patients also gave significantly better ratings than younger patients (P < .001). For example, patients aged 51 years or older left a mean rating of 1.52 (SD 1.22), whereas patients aged 29 years or younger left a mean rating of 1.93 (SD 1.59). Finally, patients covered by private health insurance (mean rating 1.43, SD 1.11) gave significantly more favorable evaluations than did patients covered by statutory health insurance (mean rating 1.75, SD 1.47; P < .001). Nevertheless, effect sizes were small for all groups, varying between 0.114 and 0.289.
to 112,024 in 2010. Second, Liu and colleagues [27] analyzed a dataset from RateMDs, which included all physicians in Canada in 2018 and showed an increase in the number of ratings for physicians in Canada from 138 in 2005 to 640,603 in 2013. Nevertheless, it should be noted that this study found a plateau in the total number of ratings between 2017 (293,744) and 2018 (292,721). In 2019, a decrease of around 20% in the total number of ratings was seen in comparison with the previous 2 years. In recent years, jameda has implemented and promoted new features on its website (eg, making appointments, video consultations). This has possibly led to lower marketing efforts for collecting online reviews and may also lead to differences from PRWs not offering these addition services. Future studies should investigate whether this latest development can also be observed for other PRWs in Germany and other countries.

This study only provides information regarding jameda. Previous research has demonstrated much lower numbers of both ratings and rated physicians on other German PRWs [4,26]. For example, McLennan and colleagues [26] reported that between 16.4% and 71.1% (mean 41.4%) of physicians were rated on German PRWs overall, compared with 83.2% on jameda. Another study also showed a higher percentage of rated physicians on jameda (90.2%) compared with other relevant German PRWs (32.4% to 61.2%) [4]. Differences in the number of ratings between PRWs can also be shown in the international setting. For example, Trehan and colleagues [44] analyzed online ratings for 250 hand surgeons from the American Society for Surgery of the Hand member directory from 3 PRWs in the United States (HealthGrades, Vitals, RateMDs). Large differences were reported regarding the average number of ratings (13.4, 8.3, and 1.9, respectively) [44]. Further research is required to confirm that this increase in ratings is also true for other PRWs as well.

Furthermore, the percentages of ratings on both ends of the rating scale have increased. This may suggest that a “bimodal” trend in ratings is emerging on jameda, similar to that seen with

Discussion

This study is one of the most comprehensive analyses of PRW ratings conducted to date and has resulted in a number of key findings: (1) just under 2 million ratings were posted on jameda between 2010 and 2019; (2) a total of 127,921 physicians were rated; (3) the overall average number of ratings per rated physicians nearly doubled; (4) three-quarters of all ratings were in the best rating category of “very good,” and the overall average rating remained relatively constant; (5) general practitioners, internists, gynecologists, and orthopedists were the most frequently rated medical specialties; and (6) the rating patients were mostly female, between 30 and 50 years old, and covered by Statutory Health Insurance.

The findings of this study confirm previous research in Germany that indicated that patient ratings show an increasing trend over the past decade [26]. For example, the percentage of all German physicians that had been rated on jameda increased constantly over time from 13.65% (19,305/141,461) in 2010 to 52.46% (82,511/157,288) in 2018. McLennan et al [26] also previously reported that the proportion of physicians from a sample of 298 randomly selected physicians from Hamburg and Thuringia that had been rated at least once had increased between 2010 (range 3.3%-27.8%) and 2014 (range 16.4%-83.2%). Similarly, the average number of ratings per physician also increased between 2010 (range 1.1-3.1) and 2014 (range 1.2-7.5). However, this study only used a small sample from 2 regions in Germany. Overall, there is little international evidence showing the exact development of online ratings over time, which makes it challenging to compare our numbers with those from other similar studies. To the best of our knowledge, more recent studies providing detailed information on a yearly basis are limited. However, 2 studies from the United States [13] and Canada [27] have presented similar findings. First, in 2012, Gao and colleagues [13] showed an increase in the number of rated physicians on RateMDs in the United States from 2475 in 2005 to 112,024 in 2010. Second, Liu and colleagues [27] analyzed a dataset from RateMDs, which included all physicians in Canada in 2018 and showed an increase in the number of ratings for physicians in Canada from 138 in 2005 to 640,603 in 2013. Nevertheless, it should be noted that this study found a plateau in the total number of ratings between 2017 (293,744) and 2018 (292,721). In 2019, a decrease of around 20% in the total number of ratings was seen in comparison with the previous 2 years. In recent years, jameda has implemented and promoted new features on its website (eg, making appointments, video consultations). This has possibly led to lower marketing efforts for collecting online reviews and may also lead to differences from PRWs not offering these addition services. Future studies should investigate whether this latest development can also be observed for other PRWs in Germany and other countries.

This study only provides information regarding jameda. Previous research has demonstrated much lower numbers of both ratings and rated physicians on other German PRWs [4,26]. For example, McLennan and colleagues [26] reported that between 16.4% and 71.1% (mean 41.4%) of physicians were rated on German PRWs overall, compared with 83.2% on jameda. Another study also showed a higher percentage of rated physicians on jameda (90.2%) compared with other relevant German PRWs (32.4% to 61.2%) [4]. Differences in the number of ratings between PRWs can also be shown in the international setting. For example, Trehan and colleagues [44] analyzed online ratings for 250 hand surgeons from the American Society for Surgery of the Hand member directory from 3 PRWs in the United States (HealthGrades, Vitals, RateMDs). Large differences were reported regarding the average number of ratings (13.4, 8.3, and 1.9, respectively) [44]. Further research is required to confirm that this increase in ratings is also true for other PRWs as well.

Furthermore, the percentages of ratings on both ends of the rating scale have increased. This may suggest that a “bimodal” trend in ratings is emerging on jameda, similar to that seen with
the rating of products on websites like Amazon where “amateur” reviewers usually only leave a review because they either love or hate a product [45]. It would be helpful if future research examines if this trend continues and can be found on other PRWs, particularly as this trend is usually not seen on PRWs [26], despite qualitative research in Germany finding that a very positive or very negative experience in the health care relationship is a crucial precondition for patients to be willing to rate a physician [46].

Seven years after the first study on online patient ratings on jameda [18], general practitioners, internists, and gynecologists still receive the highest number of ratings in absolute terms. This does not seem surprising due to the high number of physicians in those medical specialty areas in Germany. Similar to previous research [18], it could also be shown that urologists, general practitioners, and internists were likely to receive more favorable ratings on jameda. In contrast, ophthalmologists and dermatologists are still likely to receive far less favorable ratings. This is also in line with the comprehensive analysis by Liu and colleagues [27] from Canada. Previous research findings have also reported that generalists are more likely to have better online ratings than specialists [10,13]. Qualitative research conducted in Germany by McLennan et al [46] found that factors concerning the physician-patient relationship to be some of the most important influencing people’s willingness to rate their physician on PRWs. It is likely that differences in patients’ relationships with physicians in various specialties (eg, duration and frequency of contact and the resulting level of trust) is a key factor for this heterogeneity.

The analysis of such a large number of ratings has also provided a more detailed picture of the association between the number of ratings a physician has and their overall evaluation. Although physicians with only 1 rating tended to have very good ratings (81% of all ratings were in the best rating category), this might potentially be explained, at least in part, by “fake ratings” left by physicians themselves or people connected to the physician. Regardless, it certainly calls into question whether results based on a single rating are meaningful at all [7]. Afterwards, more critical rating results were found. In line with previous studies from Germany [18] and the United States [37], the total performance range was found for physicians with a lower number of ratings. This possibly represents a more realistic picture of patient feedback because the percentage of ratings in the very best rating category declined constantly, and it is also likely that those physicians are not using PRWs as a marketing measure to collect a very high number of ratings [18]. However, in contrast to previous research, physicians who received a higher number of ratings were shown to have better ratings. When there were more than 51 ratings, ratings started to improve again, and physicians with more than 100 ratings received by far the most favorable ratings. It is likely that physician with more than 100 ratings are aware of PRWs and are using them as a marketing tool, potentially specifically asking satisfied patients to leave a (positive) rating on a PRW. However, it is possible that these physicians are simply providing outstanding quality of care, leading to the very favorable ratings on PRWs and, subsequently, more patients choosing to use this physician [18]. Future research should examine which assumption is true [18].

In 2019, Pike et al [37] reported a U-shaped relationship between the number of ratings and the overall rating from the Healthgrades website. A negative relationship between the number of ratings and the overall rating could be seen until physicians achieved 21 ratings; thereafter, a positive relationship was seen. It should be noted that, in contrast to jameda, a lower score on Healthgrades means a worse rating (1=poor; 5=excellent). Although regression analysis on the jameda data did not find a satisfying fit, the study provides further broad-scale evidence on the relationship between the number of ratings and the overall evaluation as discussed earlier in this manuscript.

**Limitations**

The key limitation of this study is that it analyzed online ratings from only a single German PRW, jameda. Although jameda has shown to be the most frequently used German PRW, there are a total of 25 PRWs in Germany [8], and it is unclear how generalizable the results are to other German PRWs or to other countries. In Germany, it would be particularly helpful for future longitudinal research to examine trends in ratings on PRWs run by public health insurers, as previous research has indicated that these PRWs have been able to quickly establish themselves as some of the most used German PRWs alongside jameda [26]. Another limitation of the study is that it only analyzed publicly available ratings; it is not known how many additional ratings jameda received but did not publish or what efforts jameda made to check whether published ratings are genuine and not fake. Indeed, jameda has often been criticized with regards to the number of fake reviews and its business model that offers physicians paid premium profiles. Recent research has raised concerns that online patient feedback is being inappropriately manipulated by many PRWs and that business models that make PRWs reliant on paying physicians may create financial incentives to suppress negative feedback [47]. Although further work is needed on criteria for determining which feedback is published [47], it is also important to have a comprehensive understanding of the ratings that are being viewed by the public on PRWs.

**Conclusion**

In conclusion, it can be stated that online ratings have been increasing tremendously over the past decade and seem to have become an essential element for patients to leave feedback on the care they receive. More than half of all physicians have been rated online on jameda each year in Germany since 2016. Indeed, with patients increasingly using the internet in relation to their health care [48], it is likely that online patient feedback will become even more important in the future. With online patient feedback mostly positive, physicians do not have to fear online ratings in general; the commonly expressed concerns regarding PRWs being used for “doctorbashing” or defamation [31] or as “platforms for denunciation” [32] have not proven true. Furthermore, less favorable patient ratings often address important elements of a patient-oriented health care system [1] and can help organizations and professionals identify areas that need to be improved [21].
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Abstract

Background: Smartphone fitness apps are considered promising tools for promoting physical activity and health. However, it is unclear which user-perceived factors and app features encourage users to download apps with the intention of being physically active.

Objective: Building on the second version of the Unified Theory of Acceptance and Use of Technology, this study aims to examine the association of the seven determinants of the second version of the Unified Theory of Acceptance and Use of Technology with the app usage intentions of the individuals and their behavioral intentions of being physically active as well as the moderating effects of different smartphone fitness app features (ie, education, motivation, and gamification related) and individual differences (ie, age, gender, and experience) on these intentions.

Methods: Data from 839 US residents who reported having used at least one smartphone fitness app were collected via a web-based survey. A confirmatory factor analysis was performed, and path modeling was used to test the hypotheses and explore the influence of moderators on structural relationships.

Results: The determinants explain 76% of the variance in the behavioral intention to use fitness apps. Habit (\(\beta=0.42; P<0.001\)), performance expectancy (\(\beta=0.36; P<0.001\)), facilitating conditions (\(\beta=0.15; P<0.001\)), price value (\(\beta=0.13; P<0.001\)), and effort expectancy (\(\beta=0.09; P=0.04\)) were positively related to behavioral intention to use fitness apps, whereas social influence and hedonic motivation were nonsignificant predictors. Behavioral intentions to use fitness apps were positively related to intentions of being physically active (\(\beta=0.12; P<0.001; R^2=0.02\)). Education-related app features moderated the association between performance expectancy and habit and app usage intentions; motivation-related features moderated the association of performance expectancy, facilitating conditions, and habit with usage intentions; and gamification-related features moderated the association between hedonic motivation and usage intentions. Age moderated the association between effort expectancy and usage intentions, and gender moderated the association between performance expectancy and habit and usage intentions. User experience was a nonsignificant moderator. Follow-up tests were used to describe the nature of significant interaction effects.

Conclusions: This study identifies the drivers of the use of fitness apps. Smartphone app features should be designed to increase the likelihood of app usage, and hence physical activity, by supporting users in achieving their goals and facilitating habit formation. Target group–specific preferences for education-, motivation-, and gamification-related app features, as well as age and gender differences, should be considered. Performance expectancy had a high predictive power for intended usage for male (vs female) users who appreciated motivation-related features. Thus, apps targeting these user groups should focus on goal achievement–related features (eg, goal setting and monitoring). Future research could examine the mechanisms of these moderation effects and their long-term influence on physical activity.

(J Med Internet Res 2021;23(7):e26063) doi:10.2196/26063
KEYWORDS
smartphone; fitness applications; mHealth; technology acceptance; Unified Theory of Acceptance and Use of Technology 2; physical activity; determinants of app usage; education-related app features; motivation-related app features; gamification-related app features; mobile phone

Introduction

Background

To date, there are 3.8 billion smartphone users worldwide [1], and approximately half of them consider their smartphones as something “they could not live without” [2]. Numerous smartphone apps have been developed to allow users to go beyond basic voice calling and texting to social media, gaming, and managing their health and fitness. In June 2021, 98,406 apps in the Google Play Store and 159,758 apps in the Apple App Store were available to users in the health and fitness category [3,4]. These apps aim to promote physical activity and healthy lifestyles [5,6]. It is important to increase our understanding of the factors that influence users in adopting these apps and subsequent associations with intentions to engage in healthy behaviors—both from the perspective of public health and management (eg, app providers)—because stakeholders in these domains are (or should be) interested in finding ways to promote healthy lifestyles via digitization in general and the use of mobile devices in particular.

The most widely used theoretical frameworks that explain why users adopt or use technology are the technology acceptance model [7] and the Unified Theory of Acceptance and Use of Technology (UTAUT) [8]. The two models focus on the organizational context. In consumer settings, the second version of the UTAUT (ie, UTAUT2) has been developed to explain the acceptance of new technology by individuals [9]. Since the first application of UTAUT2 (studying the acceptance of the mobile internet), it has been used to explain smartphone app adoption and usage [10,11], among other applications. With regard to previous empirical studies on mobile health and fitness apps, important gaps exist in the research. First, previous studies have left out the essential determinants that UTAUT2 incorporates (eg, habit and hedonic motivation). Given the importance of habit [12] and hedonic motivation [13], the sole focus on the four determinants proposed by UTAUT seems insufficient [14,15]. Second, the relationship between the intentions to use fitness apps and to be physically active has not been explored. Assessing the downstream effects of intention to use fitness apps is important, because downloaded but unused apps or apps that are unable to motivate people to become or remain physically active will have fewer health benefits [5,16].

Third, understanding whether different fitness app features moderate the relationships of the UTAUT2 determinants and the behavioral intentions of using the app is lacking. Previous research has categorized app features, such as education-related versus motivation-related features [17], but did not consider their influence on structural relationships that aim to explain app usage intentions and physical activity intentions. Finally, despite the fact that the moderating effects of individual-difference variables (eg, age, gender, and experience) have been theorized and empirically assessed [9], they have largely been neglected in prior research on mobile health and fitness apps [18-21]. However, their relevance was shown in a post hoc meta-analysis, for example, in which age was a significant moderator [22].

This study aims to partially fill these gaps and answer four research questions: (1) What are the relationships between the UTAUT2 determinants and behavioral intentions of individuals to use fitness apps? (2) What is the downstream relationship between the behavioral intentions of using fitness apps and being physically active? (3) Do fitness app features moderate the relationships between the UTAUT2 determinants and the intentions of using fitness apps? (4) Are there individual differences regarding age, gender, and user experience in the relationships between the UTAUT2 determinants and intentions to use fitness apps?

To answer the research questions, we applied and extended the UTAUT2 model in the context of smartphone fitness apps. A sample of 839 individuals was surveyed to test our hypotheses. Path modeling was used to test the hypotheses. In the following, we reviewed the extant literature on determinants of fitness app usage, developed the hypotheses, and presented the methodology of our approach.

Literature Review

Smartphone Fitness Apps

Along with the growing consensus on the health benefits of physical activity [23], a myriad of fitness wearables and smartphone fitness apps have been developed to quantify and promote physical activity. Fitness wearables are “devices that offer training plans, assist with activity tracking, and generally collect and process health-related data” [24], whereas fitness apps refer to “the self-contained programs for smartphones designed for the purpose of getting fit” [25]. This study focused on smartphone fitness apps.

Despite the potential of smartphone fitness apps to deliver cost-effective physical activity and health promotion, their effectiveness has not been sufficiently established [5,16,26,27]. In particular, the effectiveness of fitness apps usage or app-based interventions was modest or short-lived [5,16]. In previous studies, only a limited number of factors considered by researchers have been based on theories or behavior change techniques [16,26,27]. Furthermore, only a small number of fitness apps have undergone rigorous evidence-based evaluations in controlled trials [28]. There are some quality concerns in the reporting of these studies, for example, only a few studies have reported whether fitness apps are based on human behavior change theories [28,29]. Herein, we outline the factors that might predict the behavioral intentions of individuals to use fitness apps (and their downstream effects), building upon theories that have been identified as relevant in the information systems literature, particularly UTAUT2.
Determinants of the Behavioral Intentions of Using Fitness Apps

Venkatesh et al [8] developed the UTAUT by integrating eight theories (ie, technology acceptance model, theory of reasoned action, motivational model, theory of planned behavior, combined technology acceptance model, theory of planned behavior model, model of PC utilization, diffusion of innovation theory, and social cognitive theory). According to UTAUT, performance expectancy, effort expectancy, social influence, and facilitating conditions are the four key determinants of behavioral intentions to use technology. In 2012, three additional factors were identified as part of the UTAUT2, namely hedonic motivation, price value, and habit [9]. In the UTAUT2, the individual-difference factors of age, gender, and experience have been identified as important moderators of the relationships between the seven determinants and behavioral intentions. Hew et al [20] applied the UTAUT2 to examine the factors that affect smartphone app adoption in general, considering the moderators of gender and education. They found that all but two factors (ie, social influence and price value) were significant determinants, with habit exerting the strongest influence. Gender and education were nonsignificant moderators. Most important to this research, previous studies used the UTAUT2 to investigate the determinants of behavioral intentions of using fitness-promoting smartwatches [18] and fitness apps [19,30]. However, none of them considered individual-difference factors as moderators, and none of them considered the effect of app features on the proposed relationships.

Specifically, Beh et al [18] found positive relationships among performance expectancy, effort expectancy, facilitating conditions, and hedonic motivation and behavioral intention to use smartwatches for fitness and health monitoring purposes. The authors postulated that perceived vulnerability to developing chronic diseases and perceived severity of chronic diseases would moderate the effects but found only weak support for their hypotheses. Dhiman et al [19] found that effort expectancy, social influence, price value, and habit were positively related to fitness app adoption intentions. They considered self-efficacy to be a predictor of effort expectancy and innovativeness as a predictor of habit; both relationships were significant. Yuan et al [30] did not consider any mediators and found that performance expectancy, hedonic motivation, price value, and habit were predictors of behavioral intentions to continuously use health and fitness apps; however, effort expectancy, social influence, and facilitating conditions were nonsignificant predictors. These studies have important limitations. First, the downstream effects on intentions of being physically active were not assessed in any of the studies. The linkage of fitness app usage intentions and intentions of being physically active is important, because health benefits can only be realized if intended app usage motivates people to become or remain physically active. Second, none of the studies considered app features to be relevant moderators, despite the fact that previous research showed that app features, such as gamification, might moderate the effects of UTAUT2 determinants on app usage intentions [31], and despite the fact that the consideration of risk perception factors (instead of app features) was largely unsuccessful [18]. Third, only one study assessed the moderating roles of age, gender, and experience. However, the authors did not include these variables in the model because of nonsignificant findings [30]. Thus, important similarities with, and differences to the original UTAUT2 studies regarding the influence of age, gender, and experience remain largely unknown. This study aims to fill these gaps partly.

Building upon UTAUT2, we first propose that the seven UTAUT2 determinants relate positively to individual’s intentions to use fitness apps. Second, we postulate positive downstream relationships with the intention of being physically active. Third, we pose a research question that considers three prominent app features (ie, education, motivation, and gamification related) as moderators of the relationships between the seven UTAUT2 determinants and behavioral intentions of using the app. Finally, we explore the moderating effects of individual differences (ie, age, gender, and experience) on the relationship between the seven UTAUT2 determinants and behavioral intentions to use the app. We have listed the hypotheses in the following sections.

Hypotheses Development

Performance Expectancy

Performance expectancy is defined as the “degree to which using a technology will provide benefits to consumers in performing certain activities” [9]. It was the strongest predictor of behavioral intentions in the original UTAUT study [8] and is a pivotal determinant of new technology acceptance in health care [32,33] and fitness wearables [21,34]. In the context of this study, performance expectancy refers to the degree to which a user believes that using a particular fitness app would help improve their fitness. Previous studies have shown a positive relationship between performance expectancy and intention to use fitness apps [15,30]. As the perception that fitness apps help people reach their fitness-related goals should be of high relevance to users, we propose the following:

Hypothesis 1: performance expectancy is positively related to individuals’ behavioral intentions to use fitness apps.

Effort Expectancy

Effort expectancy refers to “the degree of ease associated with consumers’ use of technology” [9], similar to the perceived ease of use as described in the technology acceptance model [7]. In this study, effort expectancy assesses the perceived ease of use of fitness apps. The easier the individuals believe the fitness apps are to use, the higher is their intention to use them. Prior studies have revealed a positive relationship between effort expectancy and behavioral intention to use fitness apps [15,19] and fitness wearables [18,34]. As people should be interested in intuitive and easy app usage, we expect the following:

Hypothesis 2: effort expectancy is positively related to behavioral intentions of individuals to use fitness apps.

Social Influence

Social influence is defined as “the extent to which consumers perceive that important others (eg, friends, peers) believe they should use a particular technology” [9]. Social influence plays a particular role when users lack information about their usage...
Hypothesis 3: social influence is positively related to the behavioral intentions of individuals to use fitness apps.

Facilitating Conditions

Facilitating conditions refer to “consumers’ perceptions of the resources and support available to perform a behavior” [9]. In the context of this research, it reflects the support from resources (eg, ubiquitous internet connection for smartphones) and the required knowledge (eg, experience of smartphone use) to be able to use fitness apps. The original UTAUT2 study [9], as well as studies considering the acceptance of general apps [20] and fitness wearables [18], showed that facilitating conditions increase acceptance. Thus, we postulate the following:

Hypothesis 4: facilitating conditions relate positively to behavioral intentions of individuals to use fitness apps.

Price Value

Price value is defined as “consumers’ cognitive trade-off between the perceived benefits of a technology and the monetary cost of using it” [9]. Individuals expect a higher quality of services when they have to pay more for them [30,38]. In the fitness app context, providers offer three main patterns of pricing: free, paid, or freemium (ie, free base app use but additional features need to be paid for). Even if an app can be used for free, individuals might nevertheless consider other cost aspects, such as personal time costs or psychological costs. Previous studies have found a positive relationship between price value considerations and behavioral intentions to use the mobile internet [9], health care wearables [39], and fitness apps [19,30]. Owing to the fact that a high value for a given price can be assumed to be perceived positively by individuals, we propose the following:

Hypothesis 5: price value relates positively to behavioral intentions of individuals to use fitness apps.

Hedonic Motivation

Hedonic motivation refers to “the fun or pleasure derived from using a technology” [9]. If the intrinsic motivation of an individual is high, they typically have high levels of hedonic motivation [40]. A meta-analysis revealed that 58% (53/91) of the included UTAUT2-related empirical studies included hedonic motivation as a factor, whereas 81% (43/53) of the studies found a positive relationship between hedonic motivation and behavioral intentions to use the technology [13]. Hedonic motivation has a positive effect on the intention to adopt health care wearables [18,21] and fitness apps [30]. Thus, we suggest that if a user has fun using a fitness app, they are more likely to use it. Hypothesis 6 is as follows:

Hypothesis 6: hedonic motivation is positively related to the behavioral intentions of individuals to use fitness apps.

Habit

Habit refers to “the extent to which people tend to perform behavior automatically” and was found to be a positive predictor of behavioral intentions to use the mobile internet [9]. Approximately 35% (23/66) of UTAUT2-related empirical studies utilized habit as a construct [12]. Most importantly, 83% (15/18) of the studies revealed positive associations between habit and intention [12]. In the context of this study, we consider habit to be an important predictor, because smartphones are a central means by which individuals can manage and facilitate their daily lives [2] and because individuals use their smartphone (and potentially fitness apps [19,30]) by habit. We thus propose the following:

Hypothesis 7: habit relates positively with the behavioral intentions of individuals using fitness apps.

Downstream Consequence of Behavioral Intentions of Using Fitness Apps

Fitness apps aim to promote user fitness levels. As it is assumable that people who download these apps are (at least partly) committed to reaching this goal, we postulate that higher intentions to use fitness apps relate positively to the willingness of people to be physically active in the future. The claim can be substantiated by consistency theories, arguing that cognitive consistency fosters updates on the expectancy regarding an outcome or a state (here, to be physically active) [41]. However, to date none of the UTAUT2-based studies have examined the relationship between usage intentions of new technology that aims to promote fitness (or health) and the downstream consequence on behavioral intentions to engage in physical activity–related behaviors. Two recent systematic reviews concluded that the effects of fitness apps on physical activity levels are present but are modest in magnitude [5,16]. Previously formed intentions at the individual level might be explanatory variables for these effects. Thus, hypothesis 8 is stated as follows:

Hypothesis 8: behavioral intentions to use fitness apps relate positively to behavioral intentions of being physically active.

Moderating Effects of Fitness App Features

Smartphone apps have certain features, that is, the set of operational functions that an app can perform (eg, gaming). The essence of fitness app features may be summarized within behavior change techniques (eg, goal setting, monitoring, and acquisition of knowledge) [42]. In addition, various frameworks of features implemented in fitness apps have been proposed. For example, Mollee et al [43] identified user input, textual or numerical overviews, social sharing, and general instructions as the most implemented features of fitness apps. Rabin and Bock [44] suggested that fitness tracking, tracking of progress toward fitness goals, and the integration of features that increase enjoyment (eg, music) are user-desired features. Other studies focused on the social features of fitness apps (eg, sharing or comparing steps and receiving social support) [45], whereas a
review concluded that the evidence of social app features to promote fitness was limited [36].

Conroy et al [17] used an empirical approach to cluster fitness apps in terms of features and used cluster analysis to identify two broad categories, namely, motivation related and education related. Motivation-related app features emphasize the social and self-regulation of fitness (eg, tracking, feedback, social support, goal setting, and reward features). Education-related app features focus on fitness education (eg, instruction, coaching, and learning) [17]. These two clusters do not include gamification-related features, which have become relevant in helping individuals improve their health and fitness [46]. Gamification-related features use game design elements to make the user experience playful and enjoyable [47,48]. In this study, we thus consider gamification-related features besides the motivation- and education-related features of fitness apps.

The literature on apps in general (without a focus on physical activity) has considered app features as moderators of the relationship between acceptance determinants and behavioral intentions of using apps [31,48]. However, it remains unclear whether the UTAUT2 determinants interact with fitness app features to explain the behavioral intentions of using these apps. Such interaction effects might explain the modest effects found in systematic reviews on the effects of fitness apps on physical activity [5,16]. To explore this issue, we formulate the following research question: do fitness app features moderate the relationships between the UTAUT2 determinants and behavioral intentions of using fitness apps?

**Moderating Effects of Individual Differences**

The moderating effects of age, gender, and experience—individual-difference variables—on the relationships between UTAUT2 determinants and behavioral intentions have been proposed and empirically tested in the original UTAUT2 study [9]. In particular, it was theorized that age moderated the relationships between the seven UTAUT2 determinants and behavioral intentions such that the effects are stronger among young (vs old) users for performance expectancy, effort expectancy, and hedonic motivation but weaker for social influence, facilitating conditions, and price value, and habit [8,9]. Gender was postulated to moderate the relationship between the seven UTAUT2 determinants and behavioral intentions such that the effects are stronger among women (vs men) for effort expectancy, social influence, facilitating conditions, and price value but weaker for performance expectancy, hedonic motivation, and habit [8,9]. Experience was postulated to moderate the relationships between five UTAUT2 determinants and behavioral intentions such that the effects are stronger among users in the early (vs late) stage of experience for effort expectancy, social influence, facilitating conditions, and hedonic motivation but weaker for habit [8,9]. Three- and four-way interactions of age, gender, and experience were included in the original UTAUT2 study [9]. Despite the fact that the original studies supported these proposed moderator relationships, previous studies on mobile health and fitness apps applying the UTAUT or UTAUT2 did not fully consider them [14,15,18-21,49]. The moderators have been meta-analyzed and suggested as worthy of study [22] or noted as future work [19].

To fill this research gap, we state the following research question: are there individual differences in the relationships between the UTAUT2 determinants and intentions to use fitness apps?

**Methods**

**Study Design and Procedure**

This study applied a cross-sectional web-based survey design, and the results were reported according to the CHERRIES checklist [50]. Using a convenience sampling technique, we recruited 867 Amazon Mechanical Turk workers in March 2020. This sample size was considered sufficient based on a thumb rule [51], as well as similar studies on fitness app acceptance [19,30]. Participants were limited to healthy adults who were aged between 18 and 65 years, owned a smartphone, and had downloaded at least one smartphone fitness app. Participants were also required to be able to read and understand English and be located in the United States (ie, US residents). Participants who met the eligibility criteria were invited to participate in the Amazon Mechanical Turk online survey, delivered via Qualtrics. All participants were informed about the study procedures via detailed instructions at the beginning of the survey (Multimedia Appendix 1), including the purpose, inclusion criteria, and estimated time needed to complete the survey. After the instructions were provided, informed consent was obtained from each participant. The survey consisted of UTAUT2-related questions, questions that assessed the dependent variables as well as mediators and moderators, and demographics of participants, which were collected at the end of the survey. Each participant was compensated with US $1.50 for their participation. Once 28 incomplete surveys were eliminated, data from 839 respondents were retained for analysis.

This study was conducted in accordance with the ethical standards of the university faculty board, which acts as the local ethics committee for studies outside the Faculty of Medicine, and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.

**Measures**

The UTAUT2 items for the seven determinants and behavioral intentions of using apps were adapted to the context of this study [9]. They were measured on a 7-point rating scale ranging from 1 (strongly disagree) to 7 (strongly agree). The behavioral intentions of being physically active were gauged using two separate measures. First, intentions were measured via an adaptation of the International Physical Activity Questionnaire Short Form [52], which covers a period of 4 weeks in the future. The sum of the values (measured in metabolic equivalent of task [MET] min/week) was calculated according to established data processing guidelines [53]. Second, it was measured using a single question: “To what degree do you want to be physically active in the next four weeks?” (1=not at all; 7=very much) [54]. The individual-difference variables of age and gender were self-reported. Experience was measured with a single item: “When did you download a fitness app for the first time? - (1) months ago,” as done in the original UTAUT2 study [9].
Participants also rated the features of their most preferred app with importance ratings (1=not important at all; 7=extremely important). Importance ratings were used because apps typically have multiple features and because the features from the perspective of users are important in this study [55]. The items for education- and motivation-related app features were formulated in agreement with previous cluster classifications [17] and substantive content of behavior change techniques [42]. Gamification-related app features were operationalized based on the extant literature on gamification and fitness apps [47,56]. All three app features were measured using three items each. Examples of items are as follows: “How important to you are app features that motivate you to be physically active?” for motivation-related features; “How important to you are app features that educate yourself about how to exercise best?” for education-related features; and “How important to you are app features to enjoy yourself while exercising?” for gamification-related features.

Statistical Analyses

Normality was evaluated using multivariate skewness and kurtosis [57]. We conducted a confirmatory factor analysis to evaluate the internal reliability, convergent validity, and discriminant validity of the measurement model [58]. For internal reliability, we examined the Cronbach α (>0.70) and construct reliability (>0.70). We used the average variance extracted (AVE; AVE>0.50) and factor loadings for convergent validity [59]. Discriminant validity was assessed using the Fornell-Larcker criterion [59] and the heterotrait-monotrait (HTMT) criteria [60]. Various model fit indices were applied, including the normed chi-square statistic (χ²/df ratio, value<3.0), Tucker-Lewis index (TLI; TLI>0.90), comparative fit index (CFI; CFI>0.90), root mean square error of approximation (RMSEA; RMSEA<0.05), and standardized root mean square residual (SRMR; SRMR<0.05) [58]. Path modeling (maximum likelihood) was used to test the hypotheses. The variables were mean-centered before the analysis, and gender was coded as a dummy variable (0=female; 1=male). For significant interaction effects between the UTAUT2 determinants and app features, follow-up tests were performed to observe how the moderator changes the hypothesized relationships, as recommended by Dawson [61]. Data analyses were performed using R (RStudio) and the lavaan package [62]. The level of significance was set at P<.05.

Participants

A total of 839 participants completed the study. The participants were from 49 US states, with a median of 10 participants per state. They were aged, on average, 37 (SD 10.2) years; 48.3% (405/839) were female; and 51.7% (434/839) were male. Participants were experienced in using fitness apps, as on average they had downloaded the app about 30 months ago. Most participants were White (681/839, 81.2%), employed workers (676/839, 80.6%), married (442/839, 52.7%), and single (322/839, 38.4%). About 66.7% (560/839) reported having a bachelor’s degree or higher, whereas 33.3% (279/839) held an associate’s degree or lower. They were mostly young adults (562/839, 67% aged between 18 and 40 years), and approximately 44.8% (376/839) of them were either overweight or obese. Approximately 76% (638/839) of them had downloaded two or more fitness apps (mean 3.4, SD 2.5). When asked about their preferred fitness app, 14.1% (118/839) stated MyFitnessPal, 13.2% (111/839) stated Fitbit, and 6.2% (52/839) stated Samsung Health (which are among the preferred apps in real-time app rankings under the category of health and fitness in both the Apple App Store and Google Play Store). In total, 159 different apps were mentioned as the preferred apps by the participants. Table 1 shows the sociodemographic characteristics of the participants.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.3 (10.2)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>405 (48.3)</td>
</tr>
<tr>
<td><strong>BMI</strong> (kg/m²)</td>
<td></td>
</tr>
<tr>
<td>Value, mean (SD)</td>
<td>25.3 (6)</td>
</tr>
<tr>
<td>Underweight, n (%)</td>
<td>63 (7.5)</td>
</tr>
<tr>
<td>Normal, n (%)</td>
<td>400 (47.7)</td>
</tr>
<tr>
<td>Overweight, n (%)</td>
<td>237 (28.3)</td>
</tr>
<tr>
<td>Obese, n (%)</td>
<td>139 (16.6)</td>
</tr>
<tr>
<td><strong>Education levels, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school degree or below</td>
<td>130 (15.5)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>149 (17.8)</td>
</tr>
<tr>
<td>College bachelor’s degree</td>
<td>390 (46.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>153 (18.2)</td>
</tr>
<tr>
<td>PhD</td>
<td>17 (2)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single (never married)</td>
<td>322 (38.4)</td>
</tr>
<tr>
<td>Married</td>
<td>442 (52.7)</td>
</tr>
<tr>
<td>Divorced</td>
<td>69 (8.2)</td>
</tr>
<tr>
<td>Widowed</td>
<td>6 (0.7)</td>
</tr>
<tr>
<td><strong>Income (US $; gross per year), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>≤15,000</td>
<td>89 (10.6)</td>
</tr>
<tr>
<td>15,000-24,999</td>
<td>66 (7.9)</td>
</tr>
<tr>
<td>25,000-34,999</td>
<td>104 (12.4)</td>
</tr>
<tr>
<td>35,000-49,999</td>
<td>189 (22.5)</td>
</tr>
<tr>
<td>50,000-64,999</td>
<td>132 (15.7)</td>
</tr>
<tr>
<td>65,000-79,999</td>
<td>122 (14.5)</td>
</tr>
<tr>
<td>≥80,000</td>
<td>137 (16.3)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>676 (80.6)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>101 (12)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>62 (7.4)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>681 (81.1)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>84 (10)</td>
</tr>
<tr>
<td>Asian</td>
<td>46 (5.5)</td>
</tr>
<tr>
<td>Other</td>
<td>28 (3.3)</td>
</tr>
</tbody>
</table>

aNMI was classified according to the US Centers for Disease Control and Prevention’s BMI weight status categories: underweight (below 18.5 kg/m²); normal or healthy weight (18.5 to 24.9 kg/m²); overweight (25.0 to 29.9 kg/m²); and obese (over 30.0 kg/m²).
Results

Descriptive Statistics and Assumption Tests

Table 2 provides an overview of the descriptive statistics of the variables. The average ratings of the UTAUT2 determinants ranged from 4.26, for social influence, to 6.02, for facilitating conditions. Education-, motivation-, and gamification-related app features were considered important, with the highest ratings for motivation (mean 5.21) compared with gamification- and education-related app features (mean 5 for both). Participant ratings of their behavioral intentions to use fitness apps were above the midpoint of the scale (mean 5.53); intentions of being physically active in the future were very high for both MET values and the ratings on the seven-point rating scale (mean 4589 MET min/week, SD 3137; and mean 6.07, SD 1.05, respectively). All values of skewness and kurtosis were within the suggested criteria (ie, skewness <2 and kurtosis <7 [63]), indicating normality of the univariate distribution.
Table 2. Measurement model: descriptive statistics, reliability, and convergent validity.

<table>
<thead>
<tr>
<th>Constructs^a and items</th>
<th>Value, mean (SD)</th>
<th>Skewness^b</th>
<th>Kurtosis^b</th>
<th>Reliability</th>
<th>Convergent validity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cronbach α</td>
<td>Composite reliability</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
<td>0.87</td>
</tr>
<tr>
<td>I find the [xx]^d app useful in my daily life</td>
<td>5.54 (1.41)</td>
<td>-1.07</td>
<td>0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the [xx] app helps me accomplish things</td>
<td>5.43 (1.38)</td>
<td>-1.02</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the [xx] app increases my physical activity levels</td>
<td>5.50 (1.35)</td>
<td>-1.05</td>
<td>1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>.89</td>
<td>0.89</td>
<td>0.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Learning how to use the [xx] app is easy to me</td>
<td>6.02 (1.11)</td>
<td>-1.41</td>
<td>2.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My interaction with the [xx] app is clear and understandable</td>
<td>6.01 (1.09)</td>
<td>-1.4</td>
<td>2.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I find the [xx] app easy to use</td>
<td>6.05 (1.09)</td>
<td>-1.48</td>
<td>2.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is easy for me to become skillful at using the [xx] app</td>
<td>5.90 (1.12)</td>
<td>-1.27</td>
<td>2.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td>.94</td>
<td>0.94</td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>People who are important to me think that I should use the [xx] app</td>
<td>4.30 (1.70)</td>
<td>-0.26</td>
<td>-0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>People who influence my behavior think that I should use the [xx] app</td>
<td>4.24 (1.73)</td>
<td>-0.25</td>
<td>-0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>People whose opinions that I value prefer that I use the [xx] app</td>
<td>4.23 (1.72)</td>
<td>-0.29</td>
<td>-0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td>.77</td>
<td>0.78</td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have the resources necessary to use the [xx] app</td>
<td>6.08 (1.11)</td>
<td>-1.54</td>
<td>3.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have the knowledge necessary to use the [xx] app</td>
<td>6.18 (1.05)</td>
<td>-1.53</td>
<td>2.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The [xx] app is compatible with other technologies I use</td>
<td>5.80 (1.29)</td>
<td>-1.24</td>
<td>1.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hedonic motivation</td>
<td>.91</td>
<td>0.91</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the [xx] app is fun</td>
<td>5.07 (1.42)</td>
<td>-0.66</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the [xx] app is enjoyable</td>
<td>5.24 (1.40)</td>
<td>-0.80</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the [xx] app is very entertaining</td>
<td>4.71 (1.58)</td>
<td>-0.48</td>
<td>-0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price value</td>
<td>.90</td>
<td>0.91</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The [xx] app is reasonably priced</td>
<td>6.28 (1.13)</td>
<td>-1.7</td>
<td>2.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The [xx] app is a good value for the money</td>
<td>6.21 (1.14)</td>
<td>-1.5</td>
<td>1.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At the current price, the [xx] app provides a good value</td>
<td>5.23 (1.15)</td>
<td>-1.72</td>
<td>2.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Habit</td>
<td>.80</td>
<td>0.84</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The use of the [xx] app has become a habit to me</td>
<td>5.34 (1.67)</td>
<td>-1.04</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am addicted to using the [xx] app</td>
<td>3.65 (1.96)</td>
<td>0.09</td>
<td>-1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I must use the [xx] app</td>
<td>3.84 (1.98)</td>
<td>-0.05</td>
<td>-1.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI^f</td>
<td>.89</td>
<td>0.89</td>
<td>0.73</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a Constructs and items are italicized.
^b Skewness and Kurtosis values are in parentheses.
^c AVE (Average Variance Extracted) values are in parentheses.
^d [xx] refers to the specific app being evaluated in the study.
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<table>
<thead>
<tr>
<th>Constructs &amp; items</th>
<th>Value, mean (SD)</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Reliability Cronbach α</th>
<th>Composite reliability</th>
<th>Convergent validity Factor loadings</th>
<th>AVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I intend to continue using the [xx] app in the future</td>
<td>5.77 (1.37)</td>
<td>−1.41</td>
<td>2.02</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I will always try to use the [xx] app in my daily life</td>
<td>5.22 (1.55)</td>
<td>−0.92</td>
<td>0.37</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I plan to continue to use the [xx] app frequently</td>
<td>5.61 (1.45)</td>
<td>−1.27</td>
<td>1.46</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that motivate you to be physically active?</td>
<td>5.13 (1.54)</td>
<td>−0.88</td>
<td>0.31</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important are app features that help you to increase your physical activity levels?</td>
<td>5.38 (1.42)</td>
<td>−1.04</td>
<td>0.88</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that remind you to be physically active?</td>
<td>5.11 (1.63)</td>
<td>−0.87</td>
<td>0.17</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ED</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that educate yourself about how to exercise best?</td>
<td>5.01 (1.62)</td>
<td>−0.77</td>
<td>−0.11</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that tell you how things work when exercising?</td>
<td>4.87 (1.61)</td>
<td>−0.66</td>
<td>−0.30</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that help you do the right things when exercising?</td>
<td>5.11 (1.58)</td>
<td>−0.81</td>
<td>0.12</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features to enjoy yourself while exercising?</td>
<td>5.20 (1.55)</td>
<td>−0.88</td>
<td>0.30</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that gamify the exercise experience?</td>
<td>4.62 (1.83)</td>
<td>−0.51</td>
<td>−0.74</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How important to you are app features that make the exercise experience joyful?</td>
<td>5.16 (1.52)</td>
<td>−0.93</td>
<td>0.47</td>
<td>0.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intentions of being physically active during the next 4 weeks (MET  min/week)</td>
<td>4589 (3137)</td>
<td>1.13</td>
<td>1.66</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intentions of being physically active during the next 4 weeks (1-7 rating scale)</td>
<td>6.07 (1.05)</td>
<td>−1.17</td>
<td>1.68</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Constructs and items</th>
<th>Value, mean (SD)</th>
<th>Skewness&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Kurtosis&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Reliability Cronbach α</th>
<th>Composite reliability</th>
<th>Convergent validity Factor loadings</th>
<th>AVE&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>When did you download a fitness app for the first time? (months ago)</td>
<td>30.07 (25.76)</td>
<td>1.39</td>
<td>2.62</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model fit was satisfactory: $\chi^2 = 2112.2$; $\chi^2/df=3.8$; comparative fit index=0.93; Tucker-Lewis index=0.91; root mean square error of approximation=0.06; and standardized root mean square residual=0.07.

<sup>b</sup>The criteria for skewness (absolute value <2) and kurtosis (absolute value <7) were fulfilled for a sample size greater than 300 (ie, N=839), indicating normality of the univariate distribution [63].

<sup>c</sup>AVE: average variance extracted.

<sup>d</sup>[xx] refers to the brand name of the specified fitness app.

<sup>e</sup>BI: behavioral intentions to use the fitness app.

<sup>f</sup>MO: motivation-related app features.

<sup>g</sup>ED: education-related app features.

<sup>h</sup>GA: gamification-related app features.

<sup>i</sup>PA: Intentions of being physically active. The intentions were measured using the International Physical Activity Questionnaire (metabolic equivalent of task min/week) and a single-item 7-point rating scale. The reported measurement model is based on the first measure.

<sup>j</sup>N/A: not applicable.

<sup>k</sup>MET: metabolic equivalent of task.

<sup>l</sup>EXP: user experience with fitness apps.

### Measurement Model

The overall model fit using MET minutes per week values for physical activity intentions as the dependent variable was found to be satisfactory ($\chi^2 = 2112.2$; $\chi^2/df=3.8$; CFI=0.93; TLI=0.91; RMSEA=0.06; and SRMR=0.07), after excluding one item for facilitating conditions (ie, “I can get help from others when I have difficulties using the [brand name] app” with a factor loading of 0.30). The internal reliability, convergent validity, and discriminant validity of the measurement model were evaluated. All Cronbach α and construct reliability values were ≥.77 (ie, above the suggested threshold of 0.70), indicating internal reliability. The AVE and factor loadings were >0.54, in all cases, above the thresholds of 0.50, suggesting convergent validity (Table 2).

Table 3 shows the results of the discriminant validity. First, no cross-loadings were detected among the measurement items. Second, all the square roots of AVE were greater than the relevant interconstruct correlations with two exceptions (ie, performance expectancy: 0.88; and facilitating conditions: 0.87). The HTMT criteria were fulfilled (ie, all HTMT values were ≤0.85) with one exception (performance expectancy: 0.88), but the value is still within the acceptable range between 0.85 and 0.90 [60].
### Table 3. Discriminant validity of the measurement model: Fornell-Larcker criterion and heterotrait-monotrait ratio.

<table>
<thead>
<tr>
<th>Variables</th>
<th>BI</th>
<th>PE</th>
<th>EE</th>
<th>SI</th>
<th>FC</th>
<th>HM</th>
<th>PV</th>
<th>HA</th>
<th>MO</th>
<th>ED</th>
<th>GA</th>
<th>PA</th>
<th>Age</th>
<th>GEN</th>
<th>EXP</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI</td>
<td>.856&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.879</td>
<td>.646</td>
<td>.414</td>
<td>.623</td>
<td>.604</td>
<td>.473</td>
<td>.795</td>
<td>.423</td>
<td>.218</td>
<td>.241</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PE</td>
<td>.875</td>
<td>.835</td>
<td>.651</td>
<td>.464</td>
<td>.594</td>
<td>.694</td>
<td>.405</td>
<td>.747</td>
<td>.635</td>
<td>.368</td>
<td>.378</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EE</td>
<td>.637</td>
<td>.648</td>
<td>.823</td>
<td>.181</td>
<td>.785</td>
<td>.435</td>
<td>.614</td>
<td>.341</td>
<td>.321</td>
<td>.147</td>
<td>.179</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SI</td>
<td>.407</td>
<td>.455</td>
<td>.168</td>
<td>.911</td>
<td>.135</td>
<td>.536</td>
<td>.057</td>
<td>.616</td>
<td>.366</td>
<td>.366</td>
<td>.375</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>FC</td>
<td>.584</td>
<td>.561</td>
<td>.871</td>
<td>.090</td>
<td>.733</td>
<td>.394</td>
<td>.678</td>
<td>.281</td>
<td>.278</td>
<td>.146</td>
<td>.178</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HM</td>
<td>.607</td>
<td>.693</td>
<td>.446</td>
<td>.517</td>
<td>.363</td>
<td>.881</td>
<td>.254</td>
<td>.650</td>
<td>.515</td>
<td>.458</td>
<td>.571</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PV</td>
<td>.467</td>
<td>.412</td>
<td>.619</td>
<td>.046</td>
<td>.645</td>
<td>.266</td>
<td>.873</td>
<td>.181</td>
<td>.199</td>
<td>.077</td>
<td>.097</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HA</td>
<td>.592</td>
<td>.569</td>
<td>.180</td>
<td>.590</td>
<td>.091</td>
<td>.536</td>
<td>.027</td>
<td>.811</td>
<td>.470</td>
<td>.316</td>
<td>.366</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>MO</td>
<td>.423</td>
<td>.630</td>
<td>.319</td>
<td>.356</td>
<td>.253</td>
<td>.519</td>
<td>.203</td>
<td>.404</td>
<td>.806</td>
<td>.683</td>
<td>.712</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ED</td>
<td>.222</td>
<td>.365</td>
<td>.148</td>
<td>.364</td>
<td>.125</td>
<td>.451</td>
<td>.078</td>
<td>.303</td>
<td>.680</td>
<td>.861</td>
<td>.632</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GA</td>
<td>.243</td>
<td>.366</td>
<td>.188</td>
<td>.346</td>
<td>.156</td>
<td>.549</td>
<td>.107</td>
<td>.339</td>
<td>.706</td>
<td>.637</td>
<td>.794</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PA</td>
<td>.133</td>
<td>.130</td>
<td>.073</td>
<td>.032</td>
<td>.060</td>
<td>.176</td>
<td>.067</td>
<td>.079</td>
<td>.046</td>
<td>.104</td>
<td>.036</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>.038</td>
<td>.026</td>
<td>.003</td>
<td>.036</td>
<td>.053</td>
<td>.034</td>
<td>.084</td>
<td>.001</td>
<td>.055</td>
<td>.033</td>
<td>.011</td>
<td>.035</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>GEN</td>
<td>.019</td>
<td>.064</td>
<td>.118</td>
<td>−.092</td>
<td>.058</td>
<td>−.038</td>
<td>.041</td>
<td>−.016</td>
<td>.157</td>
<td>.063</td>
<td>.096</td>
<td>−.057</td>
<td>.061</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EXP</td>
<td>.095</td>
<td>.043</td>
<td>.159</td>
<td>−.140</td>
<td>.196</td>
<td>.009</td>
<td>.179</td>
<td>−.099</td>
<td>−.040</td>
<td>−.068</td>
<td>−.061</td>
<td>.084</td>
<td>.051</td>
<td>−.011</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>BI: behavioral intentions to use the fitness app.<br><sup>b</sup>PE: performance expectancy.<br><sup>c</sup>EE: effort expectancy.<br><sup>d</sup>SI: social influence.<br><sup>e</sup>FC: facilitating conditions.<br><sup>f</sup>HM: hedonic motivation.<br><sup>g</sup>PV: price value.<br><sup>h</sup>HA: habit.<br><sup>i</sup>MO: motivation-related app features.<br><sup>j</sup>ED: education-related app features.<br><sup>k</sup>GA: gamification-related app features.<br><sup>l</sup>PA: intentions of being physically active.<br><sup>m</sup>GEN: gender.<br><sup>n</sup>EXP: user experience with fitness apps.<br><sup>p</sup>Terms in italics along the diagonal are square roots of average variance extracted. Below the diagonal, the lower left metrics test the discriminant validity according to the Fornell-Larcker criterion. Discriminant validity is fulfilled if the square roots of the average variance extracted are larger than the relevant interconstruct correlations. Furthermore, above the diagonal, the upper right metrics refer to the heterotrait-monotrait ratio, where <0.85 or <0.90 indicates good discriminant validity.<br><sup>q</sup>N/A: not applicable.

### Structural Model and Hypotheses Testing

Path modeling was used to test the hypotheses. The model was established by modeling the hypothesized paths among the UTAUT2 determinants, behavioral intentions of using fitness apps, intentions of being physically active, and the three app features (Figure 1). On the basis of the different measures of intention to be physically active, two models were established. The first model (considering physical activity intentions measured in MET min/week) had an excellent fit ($\chi^2=97.74; \chi^2/df=1.2; P=.08; CFI=0.984; TLI=0.968; RMSEA=0.017; SRMR=0.006$). The model fit for the second model (taking into account physical activity intentions measured on a single-item rating scale) was also good ($\chi^2=179.07; \chi^2/df=2.3; P<.001; CFI=0.925; TLI=0.849; RMSEA=0.039; SRMR=0.010$). Both models explained 76% of the variance in the behavioral intentions to use fitness apps.
Figure 1. Hypothesized model for predicting behavioral intentions of using fitness apps and engaging in physical activity based on Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) and the consideration of app features. In agreement with the original UTAUT2 study, experience was postulated to not moderate the relationships between performance expectancy and price value and behavioral intentions of using fitness apps.

In what follows, we first present the results of model 1. Performance expectancy ($\beta=0.36$, $SE=0.04$; $P<.001$), effort expectancy ($\beta=0.09$, $SE=0.04$; $P=.04$), facilitating conditions ($\beta=0.15$, $SE=0.04$; $P<.001$), price value ($\beta=0.13$, $SE=0.03$; $P<.001$), and habit ($\beta=0.42$, $SE=0.04$; $P<.001$) were positively related to behavioral intention to use fitness apps, whereas social influence ($\beta=0.03$, $SE=0.03$; $P=.37$) and hedonic motivation ($\beta=0.02$, $SE=0.03$; $P=.63$) were nonsignificant predictors. Behavioral intentions to use fitness apps relate positively to intentions of being physically active ($\beta=0.12$, $SE=0.03$; $P<.001$), explaining 2% of the variance in physical activity intentions. For model 2, the path coefficients between the UTAUT2 determinants and behavioral intentions of using the fitness app were identical to the results obtained from model 1. Behavioral intentions to use fitness apps relate positively to intentions of being physically active ($\beta=0.37$, $SE=0.03$; $P<.001$), explaining 12% of the variance in physical activity intentions. Thus, hypotheses 1, 2, 4, 6, 7, and 8 were supported, whereas hypotheses 3 and 5 were not supported (Table 4; Figure 2).
Table 4. Path coefficients and hypotheses testing for the seven UTAUT2 determinants and app-feature moderators.

<table>
<thead>
<tr>
<th>Path</th>
<th>( \beta^a ) (SE)</th>
<th>Z value</th>
<th>( P ) value</th>
<th>Hypothesis testing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UTAUT2 (^b) determinants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE(^c) (\rightarrow) BI(^d)</td>
<td>.36 (0.04)</td>
<td>8.62</td>
<td>&lt;.001</td>
<td>Hypothesis 1 is supported</td>
</tr>
<tr>
<td>EE(^e) (\rightarrow) BI</td>
<td>.09 (0.04)</td>
<td>2.02</td>
<td>.04</td>
<td>Hypothesis 2 is supported</td>
</tr>
<tr>
<td>SI(^f) (\rightarrow) BI</td>
<td>.03 (0.03)</td>
<td>0.90</td>
<td>.37</td>
<td>Hypothesis 3 is not supported</td>
</tr>
<tr>
<td>FC(^g) (\rightarrow) BI</td>
<td>.15 (0.04)</td>
<td>3.55</td>
<td>&lt;.001</td>
<td>Hypothesis 4 is supported</td>
</tr>
<tr>
<td>HM(^h) (\rightarrow) BI</td>
<td>.02 (0.03)</td>
<td>0.49</td>
<td>.63</td>
<td>Hypothesis 5 is not supported</td>
</tr>
<tr>
<td>PV(^i) (\rightarrow) BI</td>
<td>.13 (0.03)</td>
<td>3.97</td>
<td>&lt;.001</td>
<td>Hypothesis 6 is supported</td>
</tr>
<tr>
<td>HA(^j) (\rightarrow) BI</td>
<td>.42 (0.04)</td>
<td>11.52</td>
<td>&lt;.001</td>
<td>Hypothesis 7 is supported</td>
</tr>
<tr>
<td>BI (\rightarrow) PA(^k)</td>
<td>.12 (0.03)</td>
<td>3.60</td>
<td>&lt;.001</td>
<td>Hypothesis 8 is supported</td>
</tr>
<tr>
<td><strong>Education-related features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ED(^l) (\rightarrow) BI</td>
<td>-.02 (0.03)</td>
<td>-.89</td>
<td>.37</td>
<td>N/A(^m)</td>
</tr>
<tr>
<td>EDxPE (\rightarrow) BI</td>
<td>-.08 (0.03)</td>
<td>-2.46</td>
<td>.01</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxEE (\rightarrow) BI</td>
<td>.01 (0.04)</td>
<td>0.17</td>
<td>.86</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxFC (\rightarrow) BI</td>
<td>.06 (0.04)</td>
<td>1.80</td>
<td>.07</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxHM (\rightarrow) BI</td>
<td>-.02 (0.03)</td>
<td>-.76</td>
<td>.45</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxPV (\rightarrow) BI</td>
<td>-.04 (0.03)</td>
<td>-.17</td>
<td>.24</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxSI (\rightarrow) BI</td>
<td>.02 (0.03)</td>
<td>0.70</td>
<td>.48</td>
<td>N/A</td>
</tr>
<tr>
<td>EDxHA (\rightarrow) BI</td>
<td>.08 (0.03)</td>
<td>2.63</td>
<td>.009</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Motivation-related features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MO(^n) (\rightarrow) BI</td>
<td>-.07 (0.03)</td>
<td>-2.34</td>
<td>.02</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxPE (\rightarrow) BI</td>
<td>.10 (0.03)</td>
<td>3.16</td>
<td>.002</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxEE (\rightarrow) BI</td>
<td>.08 (0.04)</td>
<td>2.07</td>
<td>.06</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxFC (\rightarrow) BI</td>
<td>-.11 (0.04)</td>
<td>-2.79</td>
<td>.005</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxHM (\rightarrow) BI</td>
<td>.02 (0.03)</td>
<td>0.69</td>
<td>.49</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxPV (\rightarrow) BI</td>
<td>-.03 (0.04)</td>
<td>-.72</td>
<td>.47</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxSI (\rightarrow) BI</td>
<td>-.01 (0.03)</td>
<td>-.47</td>
<td>.64</td>
<td>N/A</td>
</tr>
<tr>
<td>MOxHA (\rightarrow) BI</td>
<td>-.18 (0.03)</td>
<td>-5.46</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gamification-related feature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA(^o) (\rightarrow) BI</td>
<td>-.01 (0.03)</td>
<td>-.47</td>
<td>.64</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxPE (\rightarrow) BI</td>
<td>-.03 (0.03)</td>
<td>-.87</td>
<td>.38</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxEE (\rightarrow) BI</td>
<td>-.01 (0.04)</td>
<td>-.29</td>
<td>.77</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxFC (\rightarrow) BI</td>
<td>-.04 (0.03)</td>
<td>-1.06</td>
<td>.29</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxHM (\rightarrow) BI</td>
<td>.07 (0.03)</td>
<td>2.77</td>
<td>.006</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxPV (\rightarrow) BI</td>
<td>.02 (0.03)</td>
<td>0.68</td>
<td>.49</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxSI (\rightarrow) BI</td>
<td>.01 (0.03)</td>
<td>0.52</td>
<td>.60</td>
<td>N/A</td>
</tr>
<tr>
<td>GAxHA (\rightarrow) BI</td>
<td>-.04 (0.03)</td>
<td>-1.26</td>
<td>.21</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) Unstandardized path coefficient. See Table 5 for the path coefficients of the individual-difference moderators and their interaction effects.

\(^b\) UTAUT2: Unified Theory of Acceptance and Use of Technology 2.

\(^c\) PE: performance expectancy.

\(^d\) BI: behavioral intentions to use the fitness app.
The testing of the interaction effects of app features and the seven UTAUT2 determinants was performed next (Table 4). Education-related app features moderated the relationships between performance expectancy and behavioral intentions to use fitness apps ($\beta = -.08, SE = 0.03; P = .01$), as well as between habit and behavioral intentions of using fitness apps ($\beta = .10, SE = 0.03; P = .008$). Motivation-related app features moderated the relationships between performance expectancy and behavioral intentions of using fitness apps ($\beta = -.11, SE = 0.04; P = .005$), and habit and behavioral intentions to use fitness apps ($\beta = -.18, SE = 0.03; P < .001$). Gamification-related app features moderated the relationship between hedonic motivation and behavioral intention to use fitness apps ($\beta = .07, SE = 0.03; P = .006$).

The testing of the interaction effects of individual differences and the seven UTAUT2 determinants (Table 5) also revealed that age moderated the relationship between effort expectancy and behavioral intention to use fitness apps ($\beta = -.11, SE = 0.04; P = .008$). Gender moderated the relationships among performance expectancy and behavioral intention to use fitness apps ($\beta = .13, SE = 0.06; P = .03$), habit, and behavioral intentions ($\beta = -.12, SE = 0.05; P = .02$). Experience was a nonsignificant moderator. In addition, the joint moderating tests (three- and four-way effects) taking into account individual differences revealed a significant three-way interaction for age, gender, and...
hedonic motivation ($\beta = -0.14, SE = 0.06; P = 0.02$); a significant three-way interaction for age, experience, and effort expectancy ($\beta = 0.09, SE = 0.03; P = 0.007$), and a significant three-way interaction of age, experience, and habit on behavioral intentions to use fitness apps ($\beta = -0.12, SE = 0.04; P = 0.004$). There were no significant four-way interaction effects.

Subsequently, we conducted follow-up tests to describe how the moderators changed the relationships (Table 6), considering low ($-1$ SD of the mean) and high ($+1$ SD of the mean) values of the moderators. First, when education-related features were rated as important, the relationship between performance expectancy and usage intentions was weaker compared with when this feature was rated as unimportant. Second, when education-related features were rated as important, the relationship between habit and usage intentions was stronger compared with when these features were rated unimportant. Third, when motivation-related features were rated as important, the relationship between performance expectancy and usage intentions was stronger, the relationship between facilitating conditions and usage intentions became nonsignificant, and the relationship between habit and usage intentions was weaker compared with when these features were rated unimportant. Fourth, when gamification-related features were rated as important, the relationship between hedonic motivation and usage intentions was stronger but still nonsignificant compared with when this feature was rated unimportant. Furthermore, the relationship between effort expectancy and usage intentions was positive for younger users but nonsignificant for older users. Finally, the relationship between performance expectancy and usage intentions was stronger among males, whereas the relationship between habit and usage intentions was stronger among females.
Table 5. Path coefficients for the individual-difference moderators and their interaction effects.

<table>
<thead>
<tr>
<th>Path</th>
<th>$\beta^a$ (SE)</th>
<th>Z value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age$\rightarrow$BI$^b$</td>
<td>.03 (0.03)</td>
<td>1.26</td>
<td>.21</td>
</tr>
<tr>
<td>Age$\times$PE$^c$→BI</td>
<td>.03 (0.04)</td>
<td>0.74</td>
<td>.46</td>
</tr>
<tr>
<td>Age$\times$EE$^d$→BI</td>
<td>−.11 (0.04)</td>
<td>−2.65</td>
<td>.008</td>
</tr>
<tr>
<td>Age$\times$SI$^e$→BI</td>
<td>−.04 (0.03)</td>
<td>−1.35</td>
<td>.18</td>
</tr>
<tr>
<td>Age$\times$FC$^f$→BI</td>
<td>.04 (0.04)</td>
<td>1.08</td>
<td>.28</td>
</tr>
<tr>
<td>Age$\times$HM$^g$→BI</td>
<td>.02 (0.04)</td>
<td>0.45</td>
<td>.65</td>
</tr>
<tr>
<td>Age$\times$PV$^h$→BI</td>
<td>.01 (0.03)</td>
<td>0.30</td>
<td>.77</td>
</tr>
<tr>
<td>Age$\times$HA$^i$→BI</td>
<td>.04 (0.04)</td>
<td>1.05</td>
<td>.29</td>
</tr>
<tr>
<td>GEN$^j$→BI</td>
<td>.06 (0.04)</td>
<td>1.48</td>
<td>.14</td>
</tr>
<tr>
<td>GEN$\times$PE→BI</td>
<td>.13 (0.06)</td>
<td>2.20</td>
<td>.03</td>
</tr>
<tr>
<td>GEN$\times$EE→BI</td>
<td>.004 (0.06)</td>
<td>−0.07</td>
<td>.94</td>
</tr>
<tr>
<td>GEN$\times$SI→BI</td>
<td>−.04 (0.05)</td>
<td>−0.77</td>
<td>.44</td>
</tr>
<tr>
<td>GEN$\times$FC→BI</td>
<td>−.06 (0.06)</td>
<td>−1.03</td>
<td>.30</td>
</tr>
<tr>
<td>GEN$\times$HM→BI</td>
<td>.06 (0.05)</td>
<td>1.22</td>
<td>.22</td>
</tr>
<tr>
<td>GEN$\times$PV→BI</td>
<td>−.05 (0.05)</td>
<td>−1.01</td>
<td>.31</td>
</tr>
<tr>
<td>GEN$\times$HA→BI</td>
<td>−.12 (0.05)</td>
<td>−2.34</td>
<td>.02</td>
</tr>
<tr>
<td>EXP$^k$→BI</td>
<td>.01 (0.03)</td>
<td>0.55</td>
<td>.58</td>
</tr>
<tr>
<td>EXP$\times$EE→BI</td>
<td>−.01 (0.04)</td>
<td>−0.38</td>
<td>.70</td>
</tr>
<tr>
<td>EXP$\times$SI→BI</td>
<td>−.02 (0.03)</td>
<td>−0.44</td>
<td>.66</td>
</tr>
<tr>
<td>EXP$\times$FC→BI</td>
<td>.05 (0.04)</td>
<td>1.15</td>
<td>.25</td>
</tr>
<tr>
<td>EXP$\times$HM→BI</td>
<td>.02 (0.03)</td>
<td>0.75</td>
<td>.46</td>
</tr>
<tr>
<td>EXP$\times$HA→BI</td>
<td>.01 (0.03)</td>
<td>0.30</td>
<td>.76</td>
</tr>
<tr>
<td>Age$\times$GEN→BI</td>
<td>−.02 (0.04)</td>
<td>−0.55</td>
<td>.58</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$PE→BI</td>
<td>.10 (0.06)</td>
<td>1.62</td>
<td>.10</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$EE→BI</td>
<td>.04 (0.07)</td>
<td>0.63</td>
<td>.53</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$SI→BI</td>
<td>.09 (0.04)</td>
<td>1.96</td>
<td>.052</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$FC→BI</td>
<td>−.002 (0.06)</td>
<td>−0.04</td>
<td>.97</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$HM→BI</td>
<td>−.14 (0.06)</td>
<td>−2.41</td>
<td>.02</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$PV→BI</td>
<td>−.02 (0.05)</td>
<td>−0.32</td>
<td>.75</td>
</tr>
<tr>
<td>Age$\times$GEN$\times$HA→BI</td>
<td>−.06 (0.05)</td>
<td>−1.16</td>
<td>.25</td>
</tr>
<tr>
<td>EXP$\times$GEN→BI</td>
<td>.06 (0.03)</td>
<td>1.99</td>
<td>.047</td>
</tr>
<tr>
<td>EXP$\times$GEN$\times$EE→BI</td>
<td>.10 (0.06)</td>
<td>1.72</td>
<td>.09</td>
</tr>
<tr>
<td>EXP$\times$GEN$\times$SI→BI</td>
<td>.06 (0.05)</td>
<td>1.32</td>
<td>.19</td>
</tr>
<tr>
<td>EXP$\times$GEN$\times$FC→BI</td>
<td>−.04 (0.06)</td>
<td>−0.62</td>
<td>.54</td>
</tr>
<tr>
<td>EXP$\times$GEN$\times$HM→BI</td>
<td>−.07 (0.05)</td>
<td>−1.54</td>
<td>.12</td>
</tr>
<tr>
<td>EXP$\times$GEN$\times$HA→BI</td>
<td>−.02 (0.05)</td>
<td>−0.53</td>
<td>.60</td>
</tr>
<tr>
<td>Age$\times$EXP→BI</td>
<td>.04 (0.04)</td>
<td>1.10</td>
<td>.27</td>
</tr>
<tr>
<td>Age$\times$EXP$\times$EE→BI</td>
<td>.09 (0.03)</td>
<td>2.70</td>
<td>.007</td>
</tr>
<tr>
<td>Age$\times$EXP$\times$SI→BI</td>
<td>−.02 (0.03)</td>
<td>−0.45</td>
<td>.65</td>
</tr>
<tr>
<td>Age$\times$EXP$\times$FC→BI</td>
<td>−.07 (0.04)</td>
<td>−1.71</td>
<td>.09</td>
</tr>
<tr>
<td>Path</td>
<td>$\beta^a$ (SE)</td>
<td>Z value</td>
<td>P value</td>
</tr>
<tr>
<td>------</td>
<td>---------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Age×EXP×HM→BI</td>
<td>.06 (0.04)</td>
<td>1.76</td>
<td>.08</td>
</tr>
<tr>
<td>Age×EXP×HA→BI</td>
<td>−.12 (0.04)</td>
<td>−2.85</td>
<td>.004</td>
</tr>
<tr>
<td>Age×GEN×EXP→BI</td>
<td>−.002 (0.04)</td>
<td>−0.05</td>
<td>.96</td>
</tr>
<tr>
<td>Age×GEN×EXP×EE→BI</td>
<td>−.02 (0.06)</td>
<td>−0.25</td>
<td>.80</td>
</tr>
<tr>
<td>Age×GEN×EXP×SI→BI</td>
<td>−.02 (0.05)</td>
<td>−0.41</td>
<td>.70</td>
</tr>
<tr>
<td>Age×GEN×EXP×FC→BI</td>
<td>.04 (0.07)</td>
<td>0.58</td>
<td>.56</td>
</tr>
<tr>
<td>Age×GEN×EXP×HM→BI</td>
<td>−.09 (0.06)</td>
<td>−1.47</td>
<td>.14</td>
</tr>
<tr>
<td>Age×GEN×EXP×HA→BI</td>
<td>.03 (0.05)</td>
<td>0.57</td>
<td>.57</td>
</tr>
</tbody>
</table>

Unstandardized path coefficient. See Table 4 for the path coefficients of the seven UTAUT2 determinants and app-feature moderators.

Unstandardized path coefficient. See Table 4 for the path coefficients of the seven UTAUT2 determinants and app-feature moderators.

Table 6. Slopes for the relationship of the Unified Theory of Acceptance and Use of Technology 2 determinants with behavioral intentions of using fitness apps at different values of the moderator.

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Low $^a$ (−1 SD of mean)</th>
<th>High $^b$ (+1 SD of mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope</td>
<td>t test</td>
</tr>
<tr>
<td>ED×PE $^d$</td>
<td>0.36</td>
<td>8.05</td>
</tr>
<tr>
<td>ED×HA $^e$</td>
<td>0.42</td>
<td>9.39</td>
</tr>
<tr>
<td>MO×PE</td>
<td>0.36</td>
<td>8.05</td>
</tr>
<tr>
<td>MO×FC $^g$</td>
<td>0.14</td>
<td>3.13</td>
</tr>
<tr>
<td>MO×HA</td>
<td>0.42</td>
<td>9.39</td>
</tr>
<tr>
<td>GA×HM $^i$</td>
<td>0.02</td>
<td>0.45</td>
</tr>
<tr>
<td>Age×EE $^j$</td>
<td>0.09</td>
<td>2.01</td>
</tr>
<tr>
<td>GEN×PE</td>
<td>0.36</td>
<td>8.05</td>
</tr>
<tr>
<td>GEN×HA</td>
<td>0.42</td>
<td>9.39</td>
</tr>
</tbody>
</table>

aLow: low moderators.
bHigh: high moderators.
cED: education-related app features.
dPE: performance expectancy.
eHA: habit.
fMO: motivation-related app features.
gFC: facilitating conditions.
hGA: gamification-related app features.
iHM: hedonic motivation.
jEE: effort expectancy.
kGEN: gender. The results for females (dummy: 0) are reported as low moderators; the results for males (dummy: 1) are reported as high moderators.
Discussion

Principal Findings

The purpose of this study was to examine the influence of the UTAUT2 determinants, as well as the moderating effects of different smartphone fitness app features (i.e., education, motivation, and gamification-related) and individual differences (i.e., age, gender, and experience) on the app usage intentions of individuals and their behavioral intentions of being physically active. The results showed that habit and performance expectancy were the two strongest predictors of intentions of individuals to use fitness apps. The effects of performance expectancy were greater when motivation-related features were rated as important and when education-related features were rated as less important. Moreover, the effects of performance expectancy were greater for males. The effects of habit were greater when education-related features were rated as important and when motivation-related features were rated as less important. Furthermore, the effects of habit were greater for females. Age moderated the relationship between effort expectancy and app usage intention. The intentions of individuals to use fitness apps predicted their intentions of being physically active, using two different means of measuring future physical activity.

Theoretical Contribution

We contribute to the literature on mobile health and physical activity in several ways. Answering the first research question (“What are the relationships between the UTAUT2 determinants and intentions to use smartphone fitness apps?”), we found positive relationships among habit, performance expectancy, facilitating conditions, price value, effort expectancy, and behavioral intentions to use fitness apps. Habit and performance expectancy were found to be the most important predictors of intention to use fitness apps, consistent with prior studies (e.g., habit [19,20,30] and performance expectancy [14,15,34]). Positive relationships have also been identified for effort expectancy [18-20], facilitating conditions [18,20,21], and price value [19,21,30].

Social influence was a nonsignificant predictor of intention [18,20,30]. Interestingly, the latter finding is not due to the high domain-specific experience of users (given the nonsignificant interaction effect of social influence and experience), who might have relied less on peer opinions for their evaluations and intentions than low-experience users. Furthermore, in contrast to the original UTAUT2 study [9] and previous studies [18,20,21,30], but in agreement with Dhiman et al [19], we found a nonsignificant relationship between hedonic motivation and app usage intentions. This may be explained by the high demands of fitness app users on app usage to achieve their physical activity goals, compared with the fun or pleasure derived from the apps. However, focusing solely on the four determinants proposed by the first version of UTAUT [14,15,34] may be insufficient. Habit, in particular, is the strongest determinant linked to the intention to use fitness apps in this study.

Answering the second research question (“What is the downstream relationship between the behavioral intentions of using fitness apps and of being physically active?”), we contribute to UTAUT2-based research by showing that app usage intentions have important downstream consequences. In particular, individuals have greater intentions of being physically active when they have higher intentions to use fitness apps. Assessing the downstream effect of intention to use fitness apps is important, because downloaded but unused apps or apps unable to motivate people to become or remain physically active will have little health effects [5,16]. The positive relationship between fitness app usage intentions and physical activity intentions indicates that app usage might motivate people to become or remain active. The findings thus contribute to previous research into whether, and when, mobile health and fitness apps may help individuals become physically active [64,65]. However, it should be noted that the intentions of individuals to be physically active are affected by numerous correlates and determinants (e.g., self-efficacy, sociodemographic variables, sport club membership, among others) [66], and the intention-behavior gap is considerable [67]. Thus, adding these factors and incorporating measurements of actual physical activity may be warranted in the future.

Answering the third research question (“Do fitness apps moderate the relationships between the UTAUT2 determinants and intentions of using fitness apps?”), this study contributes to previous research that categorized app features [17] yet ignored their influence on the structural relationships proposed by the UTAUT2. On the basis of our exploratory analysis, we identified six relevant interaction effects. One of the most intuitive findings was that when motivation-related features were rated as important, the relationship between performance expectancy and intentions was strong. Research into goal achievement [68,69] might explain the interaction effect: individuals who are interested in improving their physical activity levels, or keeping them at certain levels, might use the app exactly for this purpose. Among the three features, motivational elements aim most directly to help users stick to their goals and plans [70]; as there is goal congruence, the effect is strong [71]. When motivation-related features were rated as important, the relationship between facilitating conditions and usage intentions was not significant. This makes sense, because people who lack resources and capacities are more dependent on help from others compared with people who do have these resources and capacities, particularly when motivation features are not considered crucial (i.e., motivation might “not be the problem”). In addition, when motivation-related features were important, the relationship between habit and intention was weaker compared with when this feature was unimportant. This finding might indicate that when habits have been formed, features that motivate individuals to be active (e.g., reminders) become less important to these app users [72].

This study also found that performance expectancy had a greater effect on usage intentions when education-related features were rated as unimportant. In this case, individuals might be less interested in being educated—an aspect that might distract them from achieving their goals. In addition, the effect of habit on usage intention was stronger when education-related features were rated as important. This may be explained by the fact that habits of individuals are formed best when they are exposed to...
education-related cues when using an app (eg, how and when to exercise best) [73]. Regarding the interaction between hedonic motivation and gamification-related features, no final conclusions can be drawn. Although research into intrinsic motivation [74] and flow [75] may lead us to propose that intrinsic motivation, as a principal source of enjoyment, may be enhanced by the gamification app features (eg, apps using incommensurate gamification elements [likes]) [76], the follow-up tests did not reach significant levels in this study.

Answering the fourth research question (Are there individual differences in age, gender, and user experience between the relationships of the UTAUT2 determinants and intentions to use fitness apps?), we found partly significant, partly nonsignificant moderating effects of age, gender, and experience. First, the relationship between effort expectancy and app usage intentions was stronger among younger individuals, which agrees with the original UTAUT2 study [8,9] and a meta-analysis (ie, age group of those aged 25 to 30 years) [22]. Second, the relationship between performance expectancy and usage intentions was stronger among males, which is consistent with the original UTAUT2 study. In contrast, the relationship between habit and usage intention was stronger among females [9]. Thus, females were not more sensitive to new cues, which might have weakened the effect of habit on behavioral intentions. In the context of fitness apps, females may indeed be prone to cues that help them form health-related habits, because they are interested in health- and body-appearance-related topics. Finally, in this study, experience was a nonsignificant moderator regarding the interaction effects of the UTAUT2 determinants on app usage intentions. Thus, differences in experiences between users might be less relevant today—a time in which smartphone users can easily add and delete new apps and in which users are technology savvy.

Managerial Implications

This study has implications for smartphone app designers and managers. First, they can be advised to focus on habit formation and performance (eg, goal setting) when designing fitness apps and tailoring them to potential users. Meeting users’ expectations concerning facilitating conditions, price value, and effort expectancy will also increase the likelihood of the app being accepted. Second, practitioners should highlight certain app features that depend on user preferences. For example, motivation-related features are important drivers of app usage intentions for target group users who value performance (education-related features might be less relevant here); habit formation and facilitating conditions are less important to these individuals. Third, health professionals should consider age and gender differences among users with regard to the effects of effort expectancy (age) as well as performance expectancy and habit (gender). Finally, practitioners may also be advised to monitor whether app usage intentions have a positive correlation with intentions of, or even actual, physical activities so that immediate action can be taken when users lose track of their original goals (having already downloaded the app).

Limitations and Outlook

This study has some limitations. First, the generalizability of our findings is limited. We used a nonrepresentative sample of US residents who owned a smartphone and had previously used fitness apps. Future studies may consider inexperienced people with fitness apps to reveal the influence of UTAUT2 determinants on usage intentions at the early- or preadoption stage. Second, given this research design, we did not consider one specific fitness app, but participants stated their preferred app and rated the features of this app. Thus, we considered a variety of apps (which might be beneficial for external validity, given the myriad of apps on the market [3,4]). Researchers might collaborate with certain providers and use real-world app data and objectively measure actual physical activity to validate our findings. Third, we relied on self-reported physical activity intentions using a single measure and the International Physical Activity Questionnaire Short Form. Overreporting is common for the latter (eg, approximately 84% [77]). Finally, future research could look into the mechanisms of moderation effects on individuals’ behavioral intentions to use apps, incorporate app features into mobile health interventions accordingly, and evaluate their long-term influence on physical activity levels.
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Abstract

Background: Digital health has the potential to revolutionize health care by improving accessibility, patient experience, outcomes, productivity, safety, and cost efficiency. In England, the NHS (National Health Service) Long Term Plan promised the right to access digital-first primary care by March 31, 2024. However, there are few global, fully digital-first providers and limited research into their effects on cost from a health system perspective.

Objective: The aim of this study was to evaluate the impact of highly accessible, digital-first primary care on acute hospital spending.

Methods: A retrospective, observational analysis compared acute hospital spending on patients registered to a 24/7, digital-first model of NHS primary care with that on patients registered to all other practices in North West London Collaboration of Clinical Commissioning Groups. Acute hospital spending data per practice were obtained under a freedom of information request. Three versions of NHS techniques designed to fairly allocate funding according to need were used to standardize or “weight” the practice populations; hence, there are 3 results for each year. The weighting adjusted the populations for characteristics that impact health care spending, such as age, sex, and deprivation. The total spending was divided by the number of standardized or weighted patients to give the spending per weighted patient, which was used to compare the 2 groups in the NHS financial years (FY) 2018-2019 (FY18/19) and 2019-2020 (FY19/20). FY18/19 costs were adjusted for inflation, so they were comparable with the values of FY19/20.

Results: The NHS spending on acute hospital care for 2.43 million and 2.54 million people (FY18/19 and FY19/20) across 358 practices and 49 primary care networks was £1.6 billion and £1.65 billion (a currency exchange rate of £1=US $1.38 is applicable), respectively. The spending on acute care per weighted patient for Babylon GP at Hand members was 12%, 31%, and 54% (£93, P=.047; £223, P<.001; and £389, P<.001) lower than the regional average in FY18/19 for the 3 weighting methodologies used. In FY19/20, it was 15%, 35%, and 51% (£114, P=.006; £246, P<.001; and £362, P<.001) lower. This amounted to lower costs for the Babylon GP at Hand population of £1.37, £4.40 million, and £11.6 million, respectively, in FY18/19; and £3.26 million, £9.54 million, and £18.8 million, respectively, in FY19/20.

Conclusions: Patients with access to 24/7, digital-first primary care incurred significantly lower acute hospital costs.

(J Med Internet Res 2021;23(7):e24917) doi:10.2196/24917
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Introduction

Health systems across the world are experiencing rising health care costs as a percentage of gross domestic product (GDP) [1]. As the global population continues to age [2], this is expected to worsen. Despite the associated increase in health outcomes, technological improvement is considered a further core driver of health care cost growth [3]. Resultantly, health systems rigorously assess the cost-benefit of such technologies before
implementation. That same rigor has not been consistently applied to digital health solutions; hence, there is increasing concern that their proliferation is outpacing their monitoring and evaluation [4-7].

The COVID-19 pandemic has catalyzed the adoption and growth of digital technologies [8-11], intensifying the need to understand their impact. In particular, the use of telehealth, defined as the “delivery of healthcare services, where patients and providers are separated by distance” [12], has surged. As the world emerges from the pandemic, systems must begin to plan which technologies will form part of the new norm.

The capability of telehealth is well understood in terms of its potential to increase accessibility and patient satisfaction [13-17], increase efficiency [18,19], and improve clinical outcomes [20-22] while remaining safe [16]. The evidence is less clear on its cost-effectiveness. Several large-scale reviews concluded that the majority of interventions are cost-effective [23-25], while others are uncertain [19,26,27], including a Cochrane systematic review that stated the cost-benefit of telemedicine for a health system is unclear [26]. The contrasting nature of findings is in part related to the variety of evaluation methodologies and cost resources assessed; for example, one review stated that the predominant reason for cost savings was reduced travel costs [19]. Generally, telehealth cost-effectiveness studies are limited to a single clinical specialty or service modality but importantly do not consider the perspective of the health system [19]. This can lead to inconclusive assessments; as Rahimi [28] highlights, health systems are often in a state of disequilibrium, and new services can address unmet demand, which can cause net increases in expenditure.

One way to overcome this is to assess “all-cause” health care spending, as two recent digital health studies have done [29,30]. Both studies examined digital care management solutions that leverage proactive approaches and must be patient-focussed to succeed. As a result, they have higher potential to deliver savings to a health care system than do simpler telehealth-as-a-service solutions. Such offerings are most commonly a blend of telehealth, eHealth, and mobile health solutions but generally address a single condition.

This paper considers the management of the entire health care needs of a whole population through the provision of highly accessible, digital-first primary care in the English NHS (National Health Service). The NHS Long Term Plan states that all patients should have the right to choose fully digital-first primary care by March 31, 2024 [31]. Increased accessibility to primary care has been shown to reduce emergency department (ED) attendances [32], but little is known about the overall financial impact this service model will have on the health care system. The aim of this paper was to evaluate the impact that access to 24/7, highly accessible, digital-first primary care has on acute hospital spending.

### Methods

#### Study Setting

Babylon GP at Hand is an NHS general practice in England, which is free at the point of need and provides full NHS primary care services under the General Medical Services contract to people living or working in London, Birmingham, and surrounding areas [33,34].

It was the first NHS general practice to adopt a fully digital-first model of primary care and has been operating across London in this way since November 2017. This means a member’s first and main point of contact is digital, with either a smartphone app or a web browser being used to access a virtual appointment. In-person services are available when required at 6 sites across London and 1 in Birmingham (2020).

Babylon GP at Hand is accessible for members day and night 365 days a year, with 80% of all appointments being digital (SG Winward, MD, unpublished data, April 1, 2019, to March 31, 2020). This is more than 3 times the “core hours” stipulated in the standard primary care contract (8 AM-6:30 PM Monday to Friday) [34]. Appointments are therefore available at a time and place convenient for members, and 40% of all appointments occur outside the contracted core hours. Access to medical advice and information is fast; 67% of virtual appointments are available within 2 hours of booking, and 81% of all appointments (including those in person) occur within 48 hours of booking (SG Winward, MD, unpublished data, April 1, 2019, to March 31, 2020); meanwhile, the national average of appointments occurring the same or next day is 49% [35]. Members also have access to a comprehensive suite of digital self-care technology, which can check symptoms; perform a digital health assessment; and monitor symptoms, observations, activity, and mood through the Babylon app.

All services are free for registered members, who must live or work within 40 minutes of a Babylon GP at Hand clinic to be eligible. If previously registered with another NHS practice, the members can switch to their registered GP practice to Babylon GP at Hand. The list size has grown from 3000 to over 100,000 members since November 2017, and the Babylon GP at Hand became the largest single practice in the United Kingdom in August 2020 [33].

#### Data Sources

The commissioner spending on acute hospital care was compared between patients registered at Babylon GP at Hand and patients registered at other practices in the North West London Collaboration of Clinical Commissioning Groups for the NHS financial years (FYs) of April 1, 2018 to March 31, 2019 (FY18/19); and April 1, 2019, to March 31, 2020 (FY19/20).

Following a freedom of information (FOI) request, the total acute hospital spending for patients registered at each general practice in North West London Collaboration of Clinical Commissioning Groups was received and aggregated at the level of each practice (Multimedia Appendix 1). The data represented all costs incurred for patients registered at practices in the commissioning region at acute providers. This included acute and general hospital care, such as ED, inpatients, critical care, outpatients, and maternity services, including all associated costs, such as laboratory costs. It did not include mental health spending (eg, inpatient mental health admissions), community spending (eg, district nursing), or specialized services (eg, the
treatment of rare cancers, genetic disorders, or complex medical or surgical conditions), as these services are not consistently provided by all acute trusts or are funded by national rather than local commissioners. Primary care prescription spending was not included in the FOI response, but medications prescribed in hospital were.

Practices were eligible for inclusion if they were active during FY18/19 or FY19/20. Spending was excluded that could not be associated with a patient population.

Figure 1. Overview of methodology.

As the populations registered to each practice were not constant throughout the NHS financial year, an average registered population was calculated based on the practice population at the start of each quarter [33]. All further references to a practice’s registered population size are based on this averaged value.

The demographics and health needs of different populations can vary greatly, so each population must be adjusted before their spending can be compared. Existing NHS methodologies were replicated to achieve this. They exist to ensure public funding is distributed fairly by adjusting for characteristics known to impact health care spending, such as, age, sex, and deprivation (Table 1). This transformed the registered population for each practice into a weighted population. For example, if a population with certain characteristics was expected to incur twice the costs of another, it would have twice the number of weighted patients than the other.

Three methods were used to weight the populations, resulting in three weighted populations for each practice (Table 1) [36-39].

Table 1. Description of 3 methodologies used to weight patient populations to enable the comparison of spending.

<table>
<thead>
<tr>
<th>Weighting</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core services [36]</td>
<td>Around £80 billion of NHS funding per year is distributed to commissioners for “core services”. The core services formula is used to ensure fair distribution of this amount to populations with different characteristics. It has separate components that weight each practice’s population for their need for services, including general and acute, mental health, maternity, community care, and prescription needs. In addition, each population is adjusted for local factors: health care utilization, supply of health care services, pricing, unavoidable costs, unmet need (with premature mortality rate used as a proxy), local deprivation, and costs due to unavoidable smallness.</td>
</tr>
<tr>
<td>Core services adapted</td>
<td>Three adaptations were made to the core services methodology to better match the spending data received in the freedom of information request. First, as the spending data received did not include mental health, community, or prescription costs, these elements were removed from the formula. Second, the Babylon GP at Hand population was reweighted by the actual age and sex characteristics as opposed to the estimates provided in the core services file. As Babylon GP at Hand is a fast-growing practice, it was over 3 times the size of the estimation [37]. Third, the core services formula assumes that all Babylon GP at Hand patients live in Hammersmith and Fulham, whereas the majority live in other clinical commissioning groups. To improve the accuracy, the local components from each patient’s home residence were used.</td>
</tr>
<tr>
<td>Carr-Hill [38,39]</td>
<td>The Carr-Hill weighting is used to distribute the global sum, the largest component of primary care funding. It adjusts the population based on drivers of need, including the consulting time recorded for patients with certain characteristics, local premature mortality rates, market forces (local costs), practices rurality index (though this has been phased out), and the number of nursing home patients registered to the practice.</td>
</tr>
</tbody>
</table>

*NHs: National Health Service.
Cost Per Weighted Patient

The total spending for each practice was divided by its number of weighted patients, giving the spending per weighted patient for that practice. This was also performed at the level of the primary care networks, which are groups of practices that work collaboratively, totalling around 50,000 people each [40,41]. Primary care networks (groupings of general practices) are more similar in size to the Babylon GP at Hand practice than are other practices and hence are a more appropriate grouping to compare against.

Adjustments for the Babylon GP at Hand Practice

To increase the accuracy of the calculation for Babylon GP at Hand, 3 adjustments were applied.

First, patients registered at Babylon GP at Hand’s Birmingham site were removed. As spending data were only received for hospitals in Greater London, no reciprocal adjustments were made to the spending. The Birmingham site opened in June 2019, so this only affected FY19/20.

Second, Babylon GP at Hand launched from an existing practice in July 2017. A cohort of patients who lived near to the Hammersmith and Fulham site continued to receive a traditional model of primary care from the existing provider. This population was removed to better assess the effects of Babylon GP at Hand model of care. As spend data were only received at a practice level, this group of patients was assigned the average weighting and average cost per patient for the Hammersmith and Fulham Clinical Commissioning Group to remove them from the Babylon GP at Hand practice totals.

Third, an independent review of Babylon GP at Hand, commissioned by NHS England, reported that patients who joined the practice were less likely to use certain hospital services in the 12 months prior to joining than were a matched population [42]. If this observation persisted after patient joining, this would imply that the Babylon GP at Hand population would incur lower costs even after adjustment for the characteristics of its populations. To conservatively account for this potential effect, the cost per weighted patient for Babylon GP at Hand was inflated. To determine the degree of inflation, population data, national reference costs, and attendance rates for each age and sex category were used to calculate the expected costs for the Babylon GP at Hand population [43,44]. The same calculation was then performed using the attendance rates modified by the findings in the independent review [42]. A 12% difference between the 2 represented the degree to which the actual cost would be lower than the expected cost, and hence the Babylon GP at Hand spending per weighted patient was increased by this factor.

Adjustment for Inflation

Costs for FY18/19 were adjusted for inflation to be equivalent to FY19/20 values. The GDP deflator at market prices for the United Kingdom was used as produced by Her Majesty's Treasury and published by the Office of National Statistics [45].

Data Analysis

Analysis was performed on SciPy package version 1.5.4 (Python) [46]. Shapiro-Wilk and Kolmogorov-Smirnov tests were used to determine if the data were normally distributed before a 1-sided, simple z test was performed to compare the spending per weighted patient between groups.

Results

Figure 2 follows the methodology outlined in Figure 1 to calculate the cost per weighted patient, with the core services methodology being used in FY19/20, including all adjustments.
**Figure 2.** Flow chart demonstrating how the spending per weighted patient for the core services methodology was calculated for the financial year 2019-2020. BGPaH: Babylon GP at Hand practice; NWLCCC: North West London Collaboration of Clinical Commissioning Groups.

### Spending

The total acute care spending returned in the FOI was £1.64 billion in FY18/19 and £1.69 billion in FY19/20 (a currency exchange rate of £1=US $1.38 is applicable), across 361 practices. An expenditure of £44.6 million (2.71%) in FY18/19 and £43.4 million (2.56%) in FY19/20 was excluded that was associated with 3 practices and an “Unknown Primary Care Network” in the FOI response, as the costs could not be attributed to a patient population (Figure 2A). The remaining spending was £1.6 billion in FY18/19 and £1.65 billion in FY19/20 across 358 practices including Babylon GP at Hand.

The spending for Babylon GP at Hand practice was £8.6 million in FY18/19 and £15.9 million in FY19/20, after the spending associated with patients receiving a traditional model of care (£1.59 million and £1.51 million, respectively) was removed (Figure 2B).

### Registered Population

The 358 practices had a total registered population of 2.43 million patients in FY18/19 and 2.54 million in FY19/20. The registered population at Babylon GP at Hand was 32,393 and 61,273 patients for FY18/19 and FY19/20, respectively. There was total of 60,587 patients after 686 patients registered to the Birmingham site in FY19/20 were removed (Figure 2C). This population included 2563 and 2696 registered patients in FY18/19 and FY19/20, respectively, who received a traditional model of care. This population and the associated spending was removed (Figure 2D).

The remaining 357 practices in the region had an average of 6718 registered patients (range 235-21,688) in FY18/19 and 6943 (range 224-22,969) in FY19/20. There were 48 primary care networks (excluding the Babylon GP at Hand primary care network) in the North West London region, which had on average 49,682 registered patients (range 28,318-80,903) in FY18/19 and 51,358 (range 29,125-83,965) in FY19/20.

Compared with the North West London Collaboration of Clinical Commissioning Group population, the Babylon GP at Hand population was more concentrated in working age adults, had higher rates of employment, and experienced similar levels of deprivation (Table 2).
Table 2. Sociodemographic characteristics of the populations [33,47].

<table>
<thead>
<tr>
<th>Sociodemographic indicators</th>
<th>FY18/19a</th>
<th>NWLCCCGd</th>
<th>FY19/20b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BGPaH (n=32,394)</td>
<td>NWLCCG (n=2,398,352)</td>
<td>BGPaH (n=60,587)</td>
</tr>
<tr>
<td>Population by age band, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female 0-19</td>
<td>729 (2.25)</td>
<td>255,803 (10.67)</td>
<td>987 (1.63)</td>
</tr>
<tr>
<td>Female 20-39</td>
<td>12,221 (37.73)</td>
<td>425,275 (17.73)</td>
<td>24,040 (39.68)</td>
</tr>
<tr>
<td>Female 40-59</td>
<td>1208 (3.73)</td>
<td>294,998 (12.3)</td>
<td>1881 (3.1)</td>
</tr>
<tr>
<td>Female 60-79</td>
<td>205 (0.63)</td>
<td>154,813 (6.45)</td>
<td>244 (0.4)</td>
</tr>
<tr>
<td>Female 80+</td>
<td>37 (0.11)</td>
<td>42,439 (1.77)</td>
<td>39 (0.06)</td>
</tr>
<tr>
<td>Male 0-19</td>
<td>551 (1.7)</td>
<td>269,153 (11.22)</td>
<td>814 (1.34)</td>
</tr>
<tr>
<td>Male 20-39</td>
<td>14,474 (44.68)</td>
<td>430,981 (17.97)</td>
<td>27,757 (45.81)</td>
</tr>
<tr>
<td>Male 40-59</td>
<td>2675 (8.26)</td>
<td>348,327 (14.52)</td>
<td>4436 (7.32)</td>
</tr>
<tr>
<td>Male 60-79</td>
<td>268 (0.83)</td>
<td>146,604 (6.11)</td>
<td>361 (0.6)</td>
</tr>
<tr>
<td>Male 80+</td>
<td>26 (0.08)</td>
<td>29,959 (1.25)</td>
<td>29 (0.05)</td>
</tr>
<tr>
<td>Index of multiple deprivationc, percentilef</td>
<td>N/Ag</td>
<td>N/Ag</td>
<td>45th</td>
</tr>
<tr>
<td>Employment statusb (%):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employedd</td>
<td>94.2</td>
<td>68.7</td>
<td>90.5</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.1</td>
<td>5.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Other</td>
<td>5.7</td>
<td>26.1</td>
<td>5.5</td>
</tr>
</tbody>
</table>

aFY18/19: financial years 2018-2019.
cBGPaH: Babylon GP at Hand practice.
eAvailable for 97.8% (349/357) of practices.
fWith the 1st percentile representing the most deprived and the 100th representing the least.
gN/A: not available.
hAbsolute values were not published.
iEmployed status included “Full-time paid work (30 hours or more each week)”; “Part-time paid work (under 30 hours each week)”; and “Full-time education at school, college or university”.
jOther included “Permanently sick or disabled,” “Fully retired from work,” “Looking after the family or home,” and “Doing something else”.

Weighting of Patient Population

The average need index (the factor describing the size of the weighted population relative to the registered population) for Babylon GP at Hand was between 27.5% and 43.9% lower for the core services and the core services adapted weighting methodologies, respectively (Table 3). Smaller differences were observed in the Carr-Hill method.
Table 3. Average need indices for the 3 weighting methodologies for Babylon GP at Hand practice and the average of North West London Collaboration of Clinical Commissioning Groups for FY18/19 and FY19/20.

<table>
<thead>
<tr>
<th>Weighting methodology</th>
<th>BGPaH need index</th>
<th>NWLCCCG need index</th>
<th>Difference(^c), absolute (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core services</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19(^d)</td>
<td>0.66</td>
<td>0.93</td>
<td>0.26 (28.4)</td>
</tr>
<tr>
<td>FY19/20(^e)</td>
<td>0.67</td>
<td>0.92</td>
<td>0.25 (27.5)</td>
</tr>
<tr>
<td><strong>Core services adapted</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19</td>
<td>0.50</td>
<td>0.88</td>
<td>0.39 (43.7)</td>
</tr>
<tr>
<td>FY19/20</td>
<td>0.49</td>
<td>0.88</td>
<td>0.39 (43.9)</td>
</tr>
<tr>
<td><strong>Carr-Hill</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19</td>
<td>1.00</td>
<td>0.93</td>
<td>-0.08 (~8.2)</td>
</tr>
<tr>
<td>FY19/20</td>
<td>0.90</td>
<td>0.93</td>
<td>0.03 (3.2)</td>
</tr>
</tbody>
</table>

\(^a\)BGPaH: Babylon GP at Hand practice.
\(^b\)NWLCCCG: North West London Collaboration of Clinical Commissioning Groups.
\(^c\)Numbers may not sum due to rounding.
\(^d\)FY18/19: financial years 2018-2019.
\(^e\)FY19/20: financial years 2019-2020.

Cost Per Weighted Patient

Before statistical analysis, the cost per weighted patient for Babylon GP at Hand was increased by 12% (Figure 2E) to correct for lower than expected activity rates reported in an independent review of the practice [42].

The 1-sided, simple z test was performed on a primary care network level, where the spending per weighted patient was normally distributed. A significantly lower cost per weighted patient for Babylon GP at Hand was observed for all weighting methodologies across both years. This was between 12.4% (£93) to 54.4% (£389) lower in FY18/19 and 15.2% (£114) to 50.9% (£362) lower in FY19/20 (Table 4).

Practice-level data were not normally distributed, there was a high number of outliers, and the Babylon GP at Hand practice was not of a comparable size; thus, the 1-sided, simple z test was not performed. The Babylon GP at Hand practice’s percentile among the other 357 practices is shown Table 5.

Table 4. Summary of cost per weighted patient for Babylon GP at Hand compared with the North West London Collaboration of Clinical Commissioning Groups average, including absolute and percentage differences and 1-sided, simple z test results for FY18/19 and FY19/20.

<table>
<thead>
<tr>
<th>Weighting methodology</th>
<th>BGPaH(^a) cost (£) per weighted patient, £</th>
<th>NWLCCCG(^b) cost (£) per weighted patient, £</th>
<th>Difference in cost(^c) (£), amount (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19(^d)</td>
<td>492</td>
<td>715</td>
<td>-223 (~31.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FY19/20(^e)</td>
<td>468</td>
<td>714</td>
<td>-246 (~34.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Core services adapted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19(^f)</td>
<td>656</td>
<td>748</td>
<td>-93 (~12.4)</td>
<td>.047</td>
</tr>
<tr>
<td>FY19/20</td>
<td>635</td>
<td>749</td>
<td>-114 (~15.2)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Carr-Hill</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FY18/19(^e)</td>
<td>325</td>
<td>714</td>
<td>-389 (~54.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>FY19/20</td>
<td>349</td>
<td>711</td>
<td>-362 (~50.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)BGPaH: Babylon GP at Hand.
\(^b\)NWLCCCG: North West London Collaboration of Clinical Commissioning Group average, excluding Babylon GP at Hand.
\(^c\)Numbers may not sum due to rounding.
\(^d\)FY18/19: financial years 2018-2019.
\(^e\)Adjusted for inflation to be comparable to FY19/20 costs.
\(^f\)FY19/20: financial years 2019-2020.
Table 5. Percentile rank of Babylon GP at Hand practice among all practices in North West Central London Collaboration of Clinical Commissioning Groups.

<table>
<thead>
<tr>
<th>Weighting methodology</th>
<th>Babylon GP at Hand, percentile(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core services</strong></td>
<td></td>
</tr>
<tr>
<td>FY18/19(^b)</td>
<td>3rd</td>
</tr>
<tr>
<td>FY19/20(^c)</td>
<td>3rd</td>
</tr>
<tr>
<td><strong>Core services adapted</strong></td>
<td></td>
</tr>
<tr>
<td>FY18/19</td>
<td>15th</td>
</tr>
<tr>
<td>FY19/20</td>
<td>9th</td>
</tr>
<tr>
<td><strong>Carr-Hill</strong></td>
<td></td>
</tr>
<tr>
<td>FY18/19</td>
<td>2nd</td>
</tr>
<tr>
<td>FY19/20</td>
<td>2nd</td>
</tr>
</tbody>
</table>

\(a\) With the 1\(^{st}\) percentile representing the lowest spending per weighted patient and the 100\(^{th}\) representing the highest.

\(b\) FY18/19: financial years 2018-2019.

\(c\) FY19/20: financial years 2019-2020.

A summary of the total acute spending, registered populations, need indices, weighted populations, and cost per weighted patient for each practice and primary care network can be found in Multimedia Appendix 2.

**Discussion**

**Principal Results**

This paper is the first to show that an association between a highly accessible, 24/7, digital-first model of primary care and significantly lower acute hospital costs. This was observed over 2 consecutive years and across all 3 methodologies used to adjust for health care need. The spending per weighted patient for Babylon GP at Hand practice was 12%, 31%, and 54% (£93, \(P=.047\); £223, \(P<.001\); and £389, \(P<.001\)) lower than the regional average in FY18/19 for the core services adapted, core services, and Carr-Hill weighting methodologies, respectively. In FY19/20, it was 15%, 35%, and 51% (£114, \(P=.006\); £246, \(P<.001\); and £362, \(P<.001\)) lower. This represented a lower total spending for the Babylon GP at Hand population in FY18/19 of £1.37 million, £4.40 million, and £11.6 million for the core services adapted, core services, and Carr-Hill weighting methodologies, respectively. In FY19/20, the equivalent figures were £3.26 million, £9.54 million, and £18.8 million, respectively.

The reduction in hospital care costs observed is likely to be much greater than the additional cost of delivering 24/7, digital-first primary care. In FY19/20, the Babylon GP at Hand practice delivered 23% more appointments per Carr-Hill weighted patient than the national average [35]. Even if primary care costs grew linearly with the number of appointments, this would translate to additional costs of £36 (based on an average funding per patient of £155 in FY19/20 [48]) and assuming that primary care funding equals the costs of provision). Even after these additional costs were accounted for, the savings in FY19/20 would still be between £78 and £326 per weighted patient. Furthermore, any additional digital-first primary care costs are borne by the provider (Babylon GP at Hand) and not by the NHS, as NHS primary care practice payments are capitated rather than activity based. The full acute cost savings therefore accrue to the NHS.

**Limitations**

First, the main limitation is that patient-level data were not available; therefore, it was not possible to examine the causal factors behind the lower costs observed for patients receiving 24/7, digital-first, primary care. Second, given that patients chose which practice to join, there might have been a degree of self-selection that was not corrected for by the weighting formulae used. However, adjustments, such as prior use of health care services by Babylon GP at Hand members, were made for known differences. This was conservative and acted to increase the cost per weighted person for the Babylon GP at Hand practice, suggesting that the cost savings may be greater than those shown. Further work is needed to access patient-level data, which could explain in which areas savings are made, eliminate self-selection bias, and reduce the need for adjustments.

The wider applicability of the findings is limited in part by the registered population of Babylon GP at Hand and by the spending categories returned in the FOI request. The population of Babylon GP at Hand is concentrated in working age adults, 95.9% (58,113/60,587) of patients in FY19/20 were between 20 to 59 years old compared to 62.6% (1,551,717/2,478,709) in the rest of the region. This could partially explain the higher percentage of employment observed in the Babylon GP at Hand population. The weighting formulae adjusted for the population differences, as evidenced by the Core Service Adapted need index in FY19/20 being 43.9% lower for Babylon GP at Hand than the regional average. However, interpretation of the findings is limited for other age ranges. The spending data returned in the FOI request did not include mental health, community, or primary care prescription spending, which represented 36% of the total budget for the Clinical Commissioning Group core services in FY19/20 [36]. Resultantly, the effect of 24/7 digital-first health care on this
portion of spending has not been determined. However, there are reasons to believe that the same effect would be observed in these categories, as has been shown elsewhere [49].

This study is focused on acute hospital spending but did not assess the quality and therefore health care value. Assessing the quality of primary care is difficult given its broadness and the lack of robust quality metrics. However, during the period of investigation, Babylon GP at Hand practice was rated “Good” by the Care Quality Commission; scored 92% and 96% in all available Quality Outcome Framework points in FY18/19 and FY19/20 [50], respectively; and 94.4% (146,077/154,738) of patient ratings for clinical consultations were 4 or 5 stars out of 5 during the study period (SG Winward, MD, unpublished data, April 1, 2018, to March 31, 2020).

The Carr-Hill weighting methodology factors in demographics and other drivers of need, but its purpose is to determine primary care funding rather than acute care spending. This weighting approach was recommended in the FOI response and hence it was included but is not considered as robust as the core services adapted and core services methodologies. Therefore, the central finding of this paper is a 15%-35% lower spending per weighted patient for members of Babylon GP at Hand in FY19/20.

The accuracy of the analysis in this paper is contingent on the quality and reliability of the NHS data that were provided in the FOI request (Multimedia Appendix 1).

Comparison With Prior Work
To our knowledge, this study is the first to assess the impact that a highly accessible, digital-first model of primary care has on acute hospital spending. Although the findings cannot infer causality, they are consistent with those of other publications. These include, for example, a link between accessible primary care and reduced demand for other services [32]; and an NHS England commissioned report on Babylon GP at Hand, which found patients were significantly less likely to attend ED and outpatient appointments than was a control population [42]. The authors of the report have since called for more evidence to be obtained on the sustainability of such services, as this paper seeks to provide [51].

The paper is aligned with the majority of the literature in showing that digital health solutions can reduce costs [23-25,27]. It adds insight in two areas where research is sparse. First, it is an assessment of a digital-first model of care for a wide range of conditions as opposed to a digital tool in a single condition; second, it quantifies cost savings from the perspective of the health system [19]. The results are particularly important in the context of the national direction of travel laid out in the NHS Long Term Plan, which states that all patients must be able to access digital-first primary care by the end of the 2024 financial year [31].

Several areas requiring further research have been identified. To increase confidence in the conclusions, assessment of patient-level data over all spending categories (ie, mental health, prescriptions, and community and acute hospital spending) during the same period is required. Further research is also needed to fully assess the impact of the model of care on quality outcomes. The effectiveness of telehealth solutions has been shown to be linked to the provider [27], so further work with alternate providers is required to establish if the observed benefits are uniform.

Conclusions
This paper has demonstrated that highly accessible, 24/7, digital-first primary care was associated with lower acute hospital spending for a health system. This effect was sustained over a 2-year period, during which the population under investigation doubled in size, demonstrating that the effect is scalable. Further work using patient-level data is needed to be able to generalize these findings to a wider demographic of patients and to understand the efficacy of digital-first primary care across different populations of patients.
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The Sharing Economy in China’s Aging Industry: Applications, Challenges, and Recommendations

Abstract

Background: All aging societies face the challenge of allocating limited resources for the highest value of use. The sharing economy provides one method to address the imbalance between the demand and supply of health services to the older adult population. With a substantial aging population, China’s practices in the sharing aging industry may set examples for other “getting old before getting rich” countries.

Objective: There is a gap in both the data and research on China’s aging industry sharing economy. This paper addresses these data and research lacunae by constructing a framework for the application of a sharing model in China’s aging industry, by assessing the current state of the aging industry sharing economy, by setting out the challenges to the sharing aging health care and service economy, and by making recommendations for the development of the aging industry sharing economy.

Methods: This paper constructs a sharing economy framework in the aging industry covering four aspects (people, facilities, capital, and information) to test the current state and future prospects of China’s aging industry sharing economy.

Results: In people sharing, we analyzed the sharing of emotional companionship, doctors, nurses, nursing attendants, and domestic helpers. We discussed facility sharing models from the point of land and housing, medical devices, and other items such as pensioner meals and shared medicine bins. We acknowledge that crowdfunding platforms have developed fast in China, but many older adult users faced problems in their operation. Information sharing is a developing field, which can optimize users’ experiences and should help older adults filter out misinformation, but China currently does not have adequate sharing information platforms for older adults.

Conclusions: We identified four major challenges in China’s aging industry sharing economy: poor adaptability to technology for older adults, mediocre quality of shared services, one-size-fits-all and the concept of the useless elderly, and shortage of qualified practitioners. We make recommendations for specific measures by governments, communities, and enterprises to improve the sharing economy in the aging industry.
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sharing economy; aging industry; older adult population; older adults; aging; health services; sharing model; sharing; China; East Asia
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Introduction

Population Aging

Population aging is a global phenomenon, with many aging societies such as western Europe, Japan, and the United States amassing experience in aging social governance. China is a typical resource-limited country that is “getting old before getting rich,” with 176 million or 12.6% of the population older than 65 years [1]. According to the United Nation’s criteria, China has been an aging country since 2000, with the older-aged population likely to exceed 300 million by 2025 as China transitions from a mildly aging country to a moderately aging one [2]. Only in 1994 did the Chinese government address the escalating population aging problem with a Seven-year Development Program for China’s Work on Aging (1994-2000). The magnitude of the aging challenge is reflected in China’s gross domestic product (GDP) rank as the second in the world but its per capita GDP estimated at US $10,261 in 2019, ranking only 80th in the world [3]. It is estimated that 600 million people in China earn only ¥1000 (about US $152) per month, with high poverty levels concentrated in the old aged [4]. China’s aging population has brought about complex social problems, including the demand for age care facilities and services, putting the government under severe governance and financial pressure.

The Sharing Economy in the Aging Industry

Sharing Economy

Many problems brought about by population aging, such as shortage of health care staff, uneven distribution of aged care facilities, and poor services to the aged population, reflect the failure of age care resource supply to meet age care demand. Given the fixed and inflexible nature of many age care resources, the sharing economy’s innovations in technology and management promise to improve the balance between age care demand and supply. Faced by an absence of a consensus on the definition of the sharing economy and little published quantitative or qualitative research on the sharing aging industry [5,6], we specify an aging industry sharing economy framework, which is assessed and evaluated for China’s sharing aging industry. Organizations in the sharing economy have the following characteristics: they are organized as digital platforms enabling offline transactions between users, they facilitate peer-to-peer transactions and business-to-business operations, they emphasize temporary access rather than ownership, and they focus on the use of underused or undersupplied resources [7]. The sharing economy, as part of the digital economy [8], has transformed services, transport, finance, and education, with the health care industry starting to apply sharing models [9]. Sharing models match information on the supply and demand for resources with the help of internet technology. One of the most important features and influences of the sharing economy has been how it has changed people’s views on resources from ownership to the temporary right to access [10], which promotes the circulation of idle, misallocated, or underused resources and improves the efficiency of resource use. In 2019, the transaction volume of China’s sharing economy was estimated at ¥3.3 billion (US $509.5 million), comprising over 800 million citizens [11].

Aging Industry and Challenges to the Health Care Sharing Economy

The aging industry is a general name for all relevant industrial sectors that provide products and services to citizens in their old age and younger people preparing to enter old age, such as the wealth management and superannuation industries. China’s traditional culture of family-based old age care is being re-evaluated, as the middle-aged population consider their future old age care and their care of older-aged family members. Despite the aggressive innovation in digital platforms to manage the supply of products and services, provision of old age services remains unresolved in China. First, the development of the aging industry has not paid sufficient attention to the economic differences within the aging population in China. There has been a bifurcation between old age consumers of high-end health care products and services, not available to all, and low-end health care products consumed by less economically well-off older-aged consumers. Second, a one-size-fits-all approach has been adopted by most age health providers, with insufficient attention paid to the diverse physical and mental states of the older-aged consumer population, ignoring the differences between the younger elderly and older elderly. Third, there has been insufficient focus on resource supply shortages in the aging industry, especially nursing attendants, nursing homes, and other infrastructure.

The sharing economy promises the ability to maximize the value of underused and misallocated resources, and to address supply shortages, providing solutions to rebalance the supply and demand of aging industry resources. The Chinese government has started to address the underuse and undersupply of resources in the aging industry [12,13], supporting and guiding the development of the sharing economy with the aim to improve the efficiency of social resource use. In 2016, the 13th Five-year Plan for the Development of Civil Affairs encouraged mutual assistance and coordinative efforts in the provision of old age service delivery. Although some enterprises in China’s aging industry have adopted the sharing and mutual assistance model, the sharing model in the medical treatment industry concentrates on serving people of all ages. Surprisingly, given the large size of the aged population, data and research on China’s aging industry sharing economy have been insufficient. We address these lacunae by constructing a framework for the application of the sharing model in China’s aging industry, by assessing the current state of the aging industry sharing economy, by setting out the challenges to the sharing aging health care economy, and by making recommendations for the development of the aging industry sharing economy.

Methods

There has been little research on the sharing economy in the aging industry in China [6]. Depending on actual qualitative data from China’s sharing aging industry, our grounded method aims to explain the current status (the status quo) of an institution, China’s sharing aging industry, and its implications (challenges and applications). Following the grounded qualitative method, we collected and assembled data and information from a wide range of aging industry government,
commercial and public sources and websites, academic papers, public reports, institutional reports, and fieldwork. The first analytical step was to categorize in Textbox 1 the types of services and activities applicable to the sharing economy model for older people. Second, we used the qualitative data in Textbox 1 to specify in Figure 1 an analytical framework for assessing the aging industry in China. Finally, we summarized, interpreted, and critically evaluated the information in Textbox 1 to explicate the sharing aging industry status quo and set out the challenges and implications, providing a range of recommendations.

In a 2016 study of sharing services for those 85 years or older, Ward and Coughlin identified meals, medication management, transportation, housekeeping, recreation and wellness activities, security, and personal care as elements in the sharing economy [14]. In China, the National Committee on Aging researched urban home-based older people’s satisfaction with domestic services, nursing services, chatting services, and legal aid services [15], finding these four aspects of old age services under substantial pressure. The Beijing Municipal Civil Affairs Bureau found that urban older people had little space for outdoor activities, but the opposite was true for rural older people [16]. Besides accepting services in their old age, older people were also willing to contribute to society in their old age. It was found that 45.6% of older adults (over 100 million people) often participate in various public welfare activities [17]. Based on government and public reports, websites, and academic papers, Textbox 1 categorizes the types of services and activities applicable to the sharing economy model for older people, both in terms of the status quo and prospective improvements for the future.

To conceptualize and operationalize the service categories in Textbox 1, Figure 1 provides a comprehensive sharing economy framework for the aging industry in China, comprising people, facilities, capital [9], and information.

In the next section, we assess the key elements in the aging industry sharing economy within a people, facilities, capital, and information framework in Figure 1.
Textbox 1. Services that could use the sharing economy model needed by older people from government, commercial and public welfare sources and websites, academic papers, public reports, institutional reports, and fieldwork.

**Basic living needs**

- **Houses**
  - **Status quo**
  - High urban housing prices make it difficult for children to house parents.
  - Inadequate care for older parents due to children’s work requirements
  - Most housing design does not cater for older adults’ needs
  - The rural older adults live alone with large housing space because of young people’s immigration to cities, but the health care facilities are poor
  - Some cities developing housing sharing services for older adults
  - **Prospect**
    - Need for better home care
    - Need for specialist housing for older adults
    - The rural areas share housing resources with the urban areas

- **Outdoor activity space**
  - **Status quo**
  - Scarce urban outdoor activity space for older adults
  - Abundant rural outdoor space, but the activity facilities are poor
  - **Prospect**
    - Communities can develop special activity space for older residents.
    - By sharing idle land resources in rural areas, older adults in both urban and rural areas can get high quality activity space.

- **Housekeeping**
  - **Status quo**
  - Sharing platforms for peer-to-peer housekeeping services need improvement.
  - **Prospect**
    - Better sharing in housekeeping services can improve the life quality of home-based older people.

- **Meals**
  - **Status quo**
  - Few specialist takeaway services catering to the health needs of older adults
  - There have been sharing chefs to cook in users’ homes.
  - **Prospect**
    - Need to expand sharing economy’s provision of nutritious meals suitable for older adults

- **Transportation**
  - **Status quo**
  - Sharing transportation platforms in China (eg, Didi) do not cater for the travel needs of older adults.
  - **Prospect**
    - Sharing transportation platforms for older adults

**Medical and nursing needs**

- **Nursing care**
  - **Status quo**
  - Shortage of professional nursing services for older adults at home
Prospect

- Medication management
  - Status quo
  - Difficult for older adults to access limited high quality medical resources
  - Older adults need web-based systems for reminder and renewal of medicine prescriptions.
  - Prospect
  - Internet health care on access and adaptation

Personal care

- Status quo
  - Good information for older adults on medical data
  - Prospect
  - Internet medical care providing enhanced access to professional health service for older adults

Emotional and spiritual needs

- Recreation and chatting and company
  - Status quo
  - Poor level of entertainment and spiritual needs of older adults
  - Prospect
  - A sharing economy provides improved entertainment and spiritual companionship for older adults.

Work

- Status quo
  - Many older people still want to participate in work.
  - Prospect
  - Develop more sharing platforms to help older adults get job information.

Results

People

In the sharing economy model in Figure 1, sharing people refers to the supply side provision of people’s time, expertise, skills, or emotional company to old age consumers. Many old people taking care of themselves at home face the challenges of self-care ability, loneliness, and a feeling of being neglected [18]. Family planning, including the one-child policy and economic pressures on family size, have constrained the size of the average Chinese family to 3.1 persons in 2010, limiting family care for older family members [1]. In addition, the heavy influence of the Confucian tradition of filial piety is eroding among young people, especially those who have migrated from rural to urban areas, have less financial capacity to house, and have less time to meet the physical and emotional needs of old age family members. As shown in Figure 1, sharing of people can be divided into pure emotional companionship and comprehensive health care services, comprising high professional level, general professional level, and low professional level.

China has innovated in sharing people for emotional companionship, such as the sharing children model in Lianhu District, Xi'an City and the caring tenants project in Wuhan City. Supported by the community and funded by public welfare funds, Lianhu’s 2019 good-neighbor sharing children project recruited college students, with the consent of the old age person’s family, to share older persons’ extra rooms at a low price or free of charge. College students provided companionship, life care, and other services. Wuhan’s caring tenants project is similar, providing young people free-of-charge house sharing in return for daily companionship, with an adaptation period set before signing the mutual assistance agreement. In both projects, college students or young adults living with the old aged did not provide professional services but provided social engagement [19] and served the older aged emotional needs through companionship in their daily life.
Comprehensive health services relied on the expertise and skills provided by professional health specialists, divided into high professional, general professional, and low professional levels (Figure 1). The shared service suppliers at high professional level were mainly doctors, whose shared services in China has mainly been through telemedicine. Shared telemedicine services address the shortages of graded diagnosis and treatment, which are mainly provided at tertiary high-level hospitals. Older patients, especially those without accompanying family members, usually have poor access to timely tertiary hospital medical services, both due to their poor health constraining visits to a tertiary hospital and because their age and education level constrain their understanding of treatment choices between different hospital levels. Older patients with multimorbidities undertake many hospital visits, where many doctors prescribe only standardized, rather than personalized, chronic disease medicines [20]. Finally, hospital visits pose high risks of cross infections to older patients, especially those with low immunity to diseases. Telemedicine addresses these issues.

Telemedicine has been growing rapidly since 2000 in China, with internet medical platforms such as 39Health.com and DXY. Initially, user activity was not high, and the platforms were subject to restrictive policy controls. Currently, there are more than 900 internet hospitals in China, coupled with a telemedicine collaboration network covering more than 24,000 medical institutions in prefecture-level cities and more than 5500 hospitals at the secondary level or above that are capable of online services [21]. The COVID-19 outbreak has made hospitals more aware that telemedicine can help avoid cross infection, promote graded diagnosis and treatment, and make medical resources more accessible. During COVID-19, government authorities issued a number of official directions to accelerate the development of internet medical treatment. For example, the Wuhan Healthcare Security Administration launched medical insurance payment for the WeDoctor Internet General Hospital in early 2020, pioneering the formation of an online payment loop for diagnosis and treatment. By June 2020, the number of online medical users had reached 276 million, accounting for 29.4% of China’s total internet users [22]. In addition, during COVID-19, internet users purchased 26.4% of their medicine, health apparatus, and other medical supplies online, and 17.9% of the users accessed online medical services such as online registration and consultation [22]. Internet diagnosis and treatment apps allowed users to choose doctors according to their diseases, and doctors used texts, audio, and videos to diagnose online patients and prescribe treatments and medicine.

One example of an internet diagnosis and treatment app, Good Doctor covers 9852 public hospitals in China [23], with many well-known doctors accessed online when face-to-face appointments were hard to make. Importantly, apps such as Good Doctor do not require older-aged patients to have particularly high mobile phone operation skills, with these platforms providing voice input, voice recognition, and online phone calls for old age patients who cannot type texts on their mobile phones. Since the introduction of the family doctor policy in China, most of the online health platforms provide the option of signing a long-term contract for online consultation, prescription, and health consultation.

Doctor sharing models also include the combination of medical treatment and old age care, which benefit residents of old age care facilities [24]. In China, every thousand people had only 2.8 doctors (including assistant doctors) and 3.18 nurses in 2019.
There were only 31.6 nursing beds per 1000 older-aged persons, but the nursing bed vacancy rate in some institutions was 50% to 60% [26]. Doctor sharing allows underused resources in old age care facilities to achieve semidisabled or completely disabled older-aged people who are seriously ill. For example, to avoid older patients crowding out medical resources by using hospitals as nursing homes, doctor sharing models promote the combination of medical treatment and old age care within nursing homes and improve referral and cooperation between hospitals and nursing homes, maximizing both care and bed capacity. To promote doctor sharing, China’s National Health Commission and the World Health Organization launched 199 best practice examples of combining medical treatment and age care in 2019 [27]. One example is Beijing Longfu Hospital that combines apartments for older adults as a branch of the hospital, housing consulting rooms, and long-term doctor and nurse services to more than 200 old age apartment residents. In addition, the Longfu Hospital cooperated with external old age care institutions through online appointments and treatments.

In Figure 1, service providers at the general professional level include nurses and nursing attendants. In the doctor sharing model previously discussed, nurses and doctors work together to provide medical services to the old aged. The most typical model of nurse sharing in China is to reserve a nurse’s “door-to-door service” through an app. Existing nurse sharing apps such as Homeincare, U-nursing, and Goldnurse provide nurse services such as catheterization, bed sore nursing, stoma care, enema care, and sputum aspiration as well as companionship during consultations. The design concept for nursing sharing apps is similar to Uber, allowing nurses to take appointments outside the regular 9 to 5 working hours and allowing users to find suitable nurses who can provide door-to-door services based on their previous service evaluation results.

Although nursing assistants also provide everyday life care services for the old aged, there are constraints on the emergence and use of nurse attendants sharing models. First, there is a severe shortage of nursing attendants. In Beijing, for example, there are about 3.92 million people 60 years or older with Beijing household registration but only 15,000 nursing attendants [28]. Second, nursing attendants vary in competency. An access system for nursing attendants to serve old age patients was cancelled in 2017, with the government requiring the nursing institutions to strengthen nurse attendant training. Third, the social recognition of nursing attendants is not high, with many urban families hiring a nanny to undertake the nursing attendant role, and many rural families regard nursing attendants as an unnecessary luxury. Internet platforms have not addressed the imperfect nursing attendant market in China, which leaves many vulnerable older people without low-level daily care.

Service providers at the lowest professional level in Figure 1 are mainly domestic helpers, who undertake housework, cooking, and shopping for the old aged. Driven by internet technology, China’s domestic service market has formed a relatively mature online-to-offline (O2O) model, allowing users to make appointments and payments, leave comments, and rate domestic helpers through apps. One of China’s earliest O2O platforms, 58.com app, provides point-to-point housekeeping service information, optimizing the allocation of the domestic service labor force. China has also experimented with time bank platforms, where service providers do not get paid for their services but deposit in a time bank their service time, which they can use to pay for services they consume. One example is Crown Community of Yanliang District that organized appointments with workers willing to provide housekeeping services for the older adults through mobile phones. The service providers recorded their service time in the community’s time bank, which they could withdraw when they, or their older relatives, required help. In 2018, the Ministry of Civil Affairs of China explicitly included time bank in the nationwide pilot reform of home-based community old age care services, hoping to establish an operational model that could be promoted throughout the country [29]. So far, the time bank model has not been widespread in China.

### Facilities

Sharing of facilities is the primary objective in the sharing economy, with Airbnb and Uber the best-known examples. In China, sharing facilities for the old aged include land and housing, medical devices, and other items. In Figure 1, China’s aging industry can be divided into community-based old age care, apartments for older adults, and urban-rural linkage from the point of land and housing.

Community-based old age care is an extension and supplement to home-based care. Since the 1980s, communities have become the most important basic unit of social governance in China, which played a central role in the prevention and control of COVID-19 in 2020. Community-based old age care services are available in most cities, typically involving a shared space at day care centers. Although not sharing land and buildings, virtual nursing homes have been established in communities boasting good communications infrastructure, where the virtual community relies on a unified information management platform to meet older adult care needs online. For example, the Home-based Elderly Care Center in Suzhou is a virtual communications platform providing nursing home information through a Fun-at-Home older adult care service system, comprising 53 services in 6 categories, including housekeeping, property maintenance, and health care, such as companionship in hospital, entertainment and learning, and emergency help. Services are offered by professional management companies, and the platform allows older age users to order and evaluate services over the phone. The community plays an important role as a resource coordinator in both the establishment of day care centers and the virtual nursing home based on information technology. By integrating the community’s public space and older adult care service resources, community-based older adult care enables older adults to enjoy the benefits of home-based and professional older adult care at the same time.

Apartments for older adults are not nursing homes. Based on the experience of countries with apartments for the old aged in the United States, Japan, and Canada, apartments for the old aged provide an organizing body mainly for social functions, rather than social governance, and operate according to market rules. The construction of older adult apartments in China
Currently showing uneven development. Although high-end apartments for older adults are in sufficient supply, due to high prices and low demand, low-end apartments, mainly funded by government financial aid and serving disadvantaged people, are in short supply. China is currently promoting the construction of low-end apartments for older adults and applying the concept of the sharing economy in the process. First, in terms of construction funds, the government mainly cooperates with private capital through the private-public partnership (PPP) model, rather than relying solely on government financial funds. Second, apartments for older adults are generally built in areas where living space is scarce or older adult care resources are insufficient. Third, jointly built by the government and private capital, low-end apartments for older adults often prompt hospitals in the vicinity to integrate their medical services with apartment-based older adult care. Government’s participation means that the price is relatively low, with Beijing’s first PPP apartment for older adults charging a housing fee plus basic service fee of only ¥4000 to ¥8000 (US $618–$1237) per month versus the commercial rate of ¥6000 to ¥16,000 (US $927–$2473) [30]. Through the integration of older adult care resources, this type of apartment improves the quality of older adult care services while also alleviating the financial pressure on older adults.

Urban-rural linkages in Figure 1 impact the old age sharing economy through rural-urban migration, a large rural aged population, poor rural old age care infrastructure including hospitals, and a persistent urban-rural income gap. Older adults in cities enjoy access to better medical resources and older adult care services than rural older adults, but urban areas boast less land and housing space for old age care facilities. According to a survey by the Beijing Municipal Civil Affairs Bureau on the home-based older adult care facilities in the urban area of Beijing, 11.8% of the registered communities had no outdoor activity space, 28.5% had only one outdoor activity site, and 23.6% had two or more outdoor activity sites [16]. Differences within cities and between urban-rural communities in land and residential space shapes the sharing economy. For example, more than 2000 farms in the Beijing municipality have joined a rural-urban sharing program, allowing farmers to post information about their idle land and houses on an app that other citizens can rent. Through farm sharing, not only can farmers increase their income, but older adults who have been living in cities for a long time and yearn for a rural life can expand their living experience. In Nanjing, to address the shortage of rural older adult care resources, professional nursing institutions have transformed idle homes of farmers into apartments for older adults and provided medical and nursing services at the same time.

Under facilities in Figure 1, medical devices are part of the sharing economy, although not all medical devices can, or should, be shared. Medical devices such as wheelchairs and escort beds can be accessed through mobile phones in a manner similar to the bike sharing model, and monitoring equipment is shared under the direction of medical staff. However, the sustainability of sharing medical equipment is likely limited, since the average price of a manual wheelchair is about ¥300 (US $46), making them affordable for families with immobile patients who require long-term wheelchair use. The sustainability of sharing escort beds is also questionable. Foldable beds for accompanying family members are an economical and efficient alternative to an escort bed. In addition, many hospitals provide accommodation services for accompanying family members. The sharing of monitoring devices is more like a self-service, where hospitals provide weight scales and blood pressure monitors at the hospital entrance for free use.

Additionally, under facilities in Figure 1, other items for older adult’s daily use are different from these items used by other age groups, such as food, which impacts China’s high rate of cardiovascular disease and cancer [31]. As previously discussed, the people sharing model allows older age people to make appointments for domestic helpers to cook home meals. Although China’s takeaway market focuses on younger people’s demand for fast food, there is scope for expanded pensioner meals, already provided by some restaurants, and for specialist takeaway meal providers to exclusively provide food for older adults. The Guangzhou government launched a program to deliver nutritious meals to older adults in 2016 [32], but the takeaway food market for the older aged requires further development. There are also examples of drug sharing models in China. Shared medicine bins, which work much like the vending machines, can be found in some communities, which dispense common medicines such as cold medicine, analgesic, and anti-inflammatory drugs. Users can pay at the shared medicine bin using their mobile phones.

Capital

With more than 95% of the population covered by medical insurance since 2013, general health coverage is not a major issue requiring help from the sharing economy [33]. However, the small percentage of the uninsured population can use crowdfunding platforms, such as Shuidichou, Qingsongchou, and Aixinchou. For example, Shuidichou, founded in 2016, has raised more than ¥20 billion (US $3.09 billion) for patients with serious diseases from more than 250 million donors. These crowdfunding platforms are currently facing development difficulties in China. Although these crowdfunding platforms can fund people in financial need, they also face issues in their operation, such as false information, unregulated funds, and advertising harassment, with most crowdfunding platforms operated by profit-oriented companies.

Information Sharing

In Figure 1, information sharing, also called aggregation models in China, is the final element in our sharing aging industry model. Aggregation models refer to the simultaneous access to many other platforms via one platform, where information sharing is not limited to a single platform. In 2017, the navigation software AMAP took the lead in connecting links of different bicycle and car sharing providers on its navigation page, and WeChat now provides free access to takeaways, sharing bikes and cars, sharing portable chargers, and secondhand item transfers. In aggregation models, the information sharing platform can expand the scope of service providers for its users and obtain more user data at the same time. Super platforms mean that sharing service providers can
gain opportunities to acquire customers and increase market share at a lower cost. Users of the information sharing platforms can also gain knowledge of the quality and price of sharing services in the market and make choices more efficiently.

Although information sharing platforms such as travel platforms and car and bike sharing apps are widespread, information sharing models for older adults remain underdeveloped. Aggregation platforms can optimize users’ experiences, particularly when older age people face obstacles in using smart devices. An information sharing platform suitable for older adults should help older adults filter out misinformation. On Facebook, the amount of fake news shared by users older than 65 years is almost seven times that of the youngest group [34].

According to research on the internet life of older adults in China, the proportion of middle-aged and older people who have experienced internet fraud accounts was 67.3% of the interviewed population [35]. Information sharing platforms for older adults should have the facility to block false sharing services and to provide qualified sharing service options. Information sharing platforms should also provide safe and unified payment systems to reduce worries about mobile payments and reduce fraud, which will significantly affect the older adult’s use of mobile payment systems [36]. For convenient use, the design of internet products for older adults should be straightforward to use, such as the KOMP one-click computer that does not require any username and password like many other apps. KOMP’s main function is to help older adults to share photos and information, and to make video calls with family or friends [37].

Although China currently does not have a sharing information platform for older adults, some telemedicine firms have begun to realize the value of such aggregating models. For example, Ping An Good Doctor, DingDang Kuaiyao, WeDoctor, and other well-known internet medical service providers in China are providing professional information searches, online diagnoses and treatment, online pharmacies, and even commercial insurance information on their platforms.

Discussion

Strategies and Recommendations

Following the Result section, we identify four challenges and make recommendations for improvements to China’s sharing economy for the aging industry.

Promoting the Adaptability of Older Adults to Technology

Although China has 940 million internet users and a penetration rate of internet technology of 67% [22], the proportion of Chinese older adult internet users is far lower than that in many countries with more resources. Studies on the use of the internet by older people show that the familiarity with technology varies widely among older adults, depending on income, education, and social status [38]. Access to technology use among older adults not only makes social services more accessible but also enhances user’s happiness and social connectedness [39]. The outbreak of COVID-19 has reinforced the importance of internet technology for old people by emphasizing the importance of the internet, big data, and online health care in the prevention and control of the pandemic. The application of technology in the fight against the COVID-19 virus showed the weakness of the older adult group in internet technology acquisition [40]. For example, data platforms on citizens’ travel history, contacts, and disease history, which allowed citizens without COVID-19 symptoms to get a QR (Quick Response) health code, specifying their health status and travel rights, had been taken up by the young much more than older people. The government has identified the need to help older adults overcome obstacles to using technology [41,42], but the government, private enterprises, and community organizations should implement support to help older adults overcome obstacles in using technology, especially smartphones and the internet. Current mobile phones on the market mainly consider the needs of young people, but when designing products and providing services for older adults, enterprises should take into consideration smartphones with large screens, large fonts, long battery capacity, and simple operation. The government has been encouraging some companies to pay attention to older adult–friendly phones and list qualified products in a promotion catalog for older adults. In addition, internet service providers should consider developing models or pages suitable for older adults, providing more functions such as content reading, operation prompts, and voice assistance. Community workers could also help older adults use smart technology and the internet, for example, through community-based courses for older adults to learn to use smartphones and the internet. In a country that highly values filial piety, young people should help their elders to bridge the technological gap. At the same time, the government needs to protect the retention of traditional service methods familiar to older adults, such as retaining cash payments.

Improve the Level of Shared Services for Older Adults

There are three development problems to overcome to improve China’s shared older adult care industry: insufficient development in scope, imbalance of the industrial structure, and compliance issues. Insufficient development in scope means an inadequate spread of many shared older adult care services. The doctor sharing model is a success story, especially during the COVID-19 pandemic, which has proved the feasibility of the people sharing model and verified both its business value and social contribution. Other shared services such as nursing attendants have failed to provide widespread resources, and there is no qualified nursing attendants information sharing platform for older adults.

Additionally, the imbalance of industrial structure reflects the differential access to shared services by region (the industrial east and coastal provinces vs underdeveloped and western regions), by urban-rural and by rich and poor older adult households. Since shared older adult market-driven service models have quasi-public characteristics, there is a need for government to engage private entrepreneurs and firms in the older adult service market to expand older adults’ access to resources. Long-term inequalities by region require national government interventions. Finally, by compliance issues, we mean sharing economy providers who prioritize attributes such as the speed and scale of expansion over platform compliance.
to the needs of older adults. For instance, shared nursing attendants services resulted in cases of abuse of older adults, and fundraising platforms marketing financial assistance sharing services have been subject to scams.

We recommend state interventions to address these three challenges. First, we suggest the central government should formulate guiding policies to promote the development of the shared aging care and service industry. Specifically, we recommend that the central government strengthen special research on shared aging and provide more comprehensive and specific support policies. These guiding policies should cover multiple fields such as human resources, older adult care facilities, medical services, and industry development. In addition, we recommend subnational governments at all levels should also formulate corresponding policies to promote the development of the local shared older adult care industry based on the endowment of local resources.

Second, the central government should finance an appropriate supply of shared older adult care services, especially to older adults unable to pay for shared services. Central and local governments should expand PPPs, especially in the construction of low-rent apartments for the financially less well-off older adults. Changes in land use regulations should be implemented to integrate land, housing, and medical resources in the sharing model. For private enterprises participating in shared older adult care, the government should extend tax incentives.

Third, the state should improve the supervision mechanism on shared older adult care services and service providers [43]. All shared older adult care platforms should have service complaint or feedback channels to protect the rights and interests of older adults, based on industrywide standards. At present, many shared older adult care service platforms in China do not provide feedback. At the same time, these complaint and feedback channels need to be designed to suit the operating habits of older adults, like providing more voice prompts and direct telephone calls, and avoid the use of inflexible artificial intelligence responses. Local, provincial, and national regulators should exercise external supervision, improving the legal provisions to address compliance issues. Based on the framework of Figure 1, the most urgent supervisory need is to strengthen legislative supervision of crowdfunding activities controlled by for-profit companies [44].

**The “One-Size-Fits-All” and the Idea of “Useless Elderly”**

One problem in the provision of shared services for older adults is the lack of awareness of diversity among older-aged people. Although some older-aged people experience more chronic diseases, multimorbidities, and declining mental acuity [45], many old people reject a life of doing nothing. However, many old aged shared service providers view older adults as nonproductive or the useless elderly. For example, many apartments for older adults do not provide facilities and venues for creative activities. State regulations should require the provision of social and active centers at community-based old age care facilities and apartments, which can reduce the risk of ill health and improve happiness in old age [46,47]. Existing service providers of shared older adult care should address the spiritual needs of different types of older adult people and provide more opportunities for older adults to participate in society. According to the fourth sampling survey of the living conditions of older adults in China’s urban and rural areas, 72.9% of older adults were willing to help other older adults with difficulties in the community, and 21.4% of older adults had made suggestions to the community [48]. Rather than the useless elderly, various large cities in China have recruited older people to volunteer for public services, such as mediating neighborhood disputes and serving as information helpers at the city’s subway stations, bus stops, and tourist sites. We recommend that the government set up information sharing platforms that mainly publish city volunteer work information for older adults. Private enterprises should be encouraged to build information sharing platforms for older adult job seekers and recruitment companies so that older adults also have the opportunity to obtain labor income after retirement.

**Shortage of Qualified Practitioners**

An important practical reason to develop shared older adult care is the shortage of aging industry practitioners, including doctors, nurses, and nursing attendants. It is estimated that there was a shortage of 9.3 million trained nursing attendants [49], and existing doctors and nurses face high work pressure, long work hours, and low salaries, especially in public hospitals. The sharing model can facilitate the flow of information to identify high-quality health workers and to improve users’ evaluation of the medical and health industry, which will allow more efficient allocation of human health care resources. Additionally, with the help of sharing platforms, health workers can serve more customers, efficiently allocate scarce human resources, and allow health practitioners to obtain higher incomes. Finally, sharing models, subject to public supervision, can promote a more standardized service to older adults, improve the working environment for health workers, and encourage new recruits to enter the health care industry.

Although the sharing economy model can help solve the problem of the shortage of health workers, government financial resources still need to be allocated to address the shortages of health workers, including doctors, nurses, and nursing attendants. First, the state should further guarantee doctor and nurse incomes, including incentive salaries for doctors and nurses. Among China’s 98 industry classifications, the salary of health workers ranks 26th in the country, which is only 1.2 times the average salary in China [50]. Sharing platforms can provide incentives for doctors and nurses to earn additional income through multisite practicing and incentive payments for additional work.

Second, we recommend addressing unprotected health workers’ labor rights, especially irregular labor contracts and the absence of guaranteed social insurance, where nursing attendants are especially disadvantaged. For example, the work intensity of nursing attendants is high, with a nursing attendant in a nursing home taking care of 6 to 7 older people [51], and the salary of nursing attendants are often lower than that of domestic workers. Finally, unified professional training and consistent regulations are required for professional health workers, which will help address the shortages of nurses and nursing attendants.
Conclusion
Constructing a sharing economy framework, comprising people, facilities, capital, and information, we analyzed the current status and prospects for the future development in China’s sharing aging industry economy. In people sharing, we identified shortfalls in the sharing of emotional companionship, doctors, nurses, nursing attendants, and domestic helpers. Facility sharing models required improvements in the allocation of land and housing, medical devices, and other items like pensioner meals and shared medicine bins. Although crowdfunding platforms have developed fast in China, difficulties in shared capital platforms opened them to compliance issues. Information sharing is a developing field, which can optimize older users’ knowledge needs and help filter out misinformation, but sharing information platforms for older adults remain both underdeveloped and unregulated.

From the analyses of the key elements in the sharing economy model, we identified four major challenges for older adults: poor adaptability to technology for older adults, mediocre quality of shared services, one-size-fits-all and the concept of the useless elderly, and the shortage of qualified practitioners. To address these gaps, we recommended specific actions by the government, communities, and enterprises. To promote the adaptability of technology for older adults, older adults need support and training to overcome obstacles in using technology, especially smartphones; enterprises should design internet products and services for older adult’s convenience; and communities, especially community workers and young people, should aid older adults in smart technology and internet use. Since shared older adult market-driven service models have quasi-public characteristics, we recommend state interventions. The mindset that one-size-fits-all and the idea of useless elderly must change. The state should legislate for social and active centers at community-based old age care facilities and apartments, and the state should encourage, and enterprises provide, platforms for older adult job seekers and volunteer workers. To promote the shared health aging industry, the state should expand the number of qualified practitioners, guarantee doctor and nurse incomes, address irregular labor contracts, especially for nursing attendants, and create unified professional training to alleviate the shortages of doctors, nurses, and nursing attendants. Our analysis of China’s sharing economy in the aging industry will be instructive for other countries getting old before getting rich.
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Abstract

Background: Computerized adaptive testing (CAT) has been shown to deliver short, accurate, and personalized versions of the CLEFT-Q patient-reported outcome measure for children and young adults born with a cleft lip and/or palate. Decision trees may integrate clinician-reported data (eg, age, gender, cleft type, and planned treatments) to make these assessments even shorter and more accurate.

Objective: We aimed to create decision tree models incorporating clinician-reported data into adaptive CLEFT-Q assessments and compare their accuracy to traditional CAT models.

Methods: We used relevant clinician-reported data and patient-reported item responses from the CLEFT-Q field test to train and test decision tree models using recursive partitioning. We compared the prediction accuracy of decision trees to CAT assessments of similar length. Participant scores from the full-length questionnaire were used as ground truth. Accuracy was assessed through Pearson’s correlation coefficient of predicted and ground truth scores, mean absolute error, root mean squared error, and a two-tailed Wilcoxon signed-rank test comparing squared error.

Results: Decision trees demonstrated poorer accuracy than CAT comparators and generally made data splits based on item responses rather than clinician-reported data.

Conclusions: When predicting CLEFT-Q scores, individual item responses are generally more informative than clinician-reported data. Decision trees that make binary splits are at risk of underfitting polytomous patient-reported outcome measure data and demonstrated poorer performance than CATs in this study.

(J Med Internet Res 2021;23(7):e26412) doi:10.2196/26412
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Introduction

Computerized Adaptive Testing

Computerized adaptive testing (CAT) describes the use of algorithms to shorten and personalize questionnaires by selectively administering only the relevant items to an individual based on the responses they have already given during that assessment [1]. The item that is expected to be most relevant (ie, most informative) in a general population is picked first [2,3]. Once the individual has responded, an algorithm predicts the person’s score and selects the most relevant item to ask next, based on the predicted score and an item selection criterion. This continues iteratively until a stopping rule is met.

There are some limitations in this approach to personalized assessments. Firstly, this method is only possible in patient-reported outcome measures (PROMs) that fit item response theory (IRT) or Rasch models, and not those that only meet the structural requirements of classical test theory [1,4]. Secondly, an individual’s score must be calculated after each response to select the next item, which can be computationally demanding in situations where the assessment has many different items to choose from (ie, item-banking) and may cause a time delay between each item. Thirdly, CAT assessments do not directly incorporate clinician-reported variables. These variables, which can be automatically captured from a person’s electronic health record, may be very informative and can potentially improve the efficiency and accuracy of personalized assessments.

Recursive Partitioning

Recursive partitioning is a form of machine learning that involves iteratively splitting labeled data sets into subgroups to minimize the within-subgroup variance of an outcome, such as a PROM score [5]. Recent studies have explored the use of personalized health assessments based on decision trees constructed with similar techniques [6-8]. These trees split respondents into subgroups based on their responses to individual items.

The use of decision trees in personalized health assessment may be appealing because they are not restricted by IRT model requirements, and trees are developed a priori (ie, they do not need to calculate a person’s score before each item), attenuating potential lag time [9]. It may also be possible to use recursive partitioning to split data based on clinical variables other than item responses, meaning that, unlike traditional CAT assessments, decision trees could automatically incorporate clinical information known to predict a person’s score. For example, the frequency of inhaler prescriptions could guide item selection in an asthma assessment, and step count could be incorporated into an assessment of mobility. However, many PROMs comprise polytomous response options, which may not be handled well by binary decision nodes.

To our knowledge, the potential for recursive partitioning to improve the accuracy and efficiency of CAT by incorporating clinician-reported variables into patient-reported assessments has not been explored prior to this study.

The CLEFT-Q

A cleft lip and/or palate (a split in the upper lip, gum, and/or roof of the mouth) is one of the most common birth anomalies. It affects 1 in 700 births and can impact various health domains, including appearance, speech, and psychosocial development [10].

In this study, we developed CAT models and decision trees for scales of the CLEFT-Q. The CLEFT-Q is a PROM intended for use in children and young adults born with a cleft lip and/or palate [11]. It includes 12 independent scales that have met Rasch model requirements, measuring the perceived appearance of the respondent’s face, nose, nostrils, lips, cleft lip scar, jaw, and teeth, as part of an “appearance” domain; speech function, as part of a “facial function” domain; and speech distress, psychological function, school function, and social function, as part of a “quality of life” domain. Differences in CLEFT-Q scale scores have been associated with the overall patient-reported perception of appearance [11] and several clinical variables, including cleft type [12], use of psychological therapy, [11] and clinician-reported plans for future surgery [13].

Hypothesis

We tested the null hypothesis that adaptive assessments incorporating clinical variables and item responses (created using recursive partitioning) would predict CLEFT-Q scale scores with similar accuracy to CAT assessments of a comparable length.

Methods

Software

We conducted our analysis using R (version 4.0.0) with the following packages: dplyr (version 1.0.0), foreign (version 0.8-80), mirt (version 1.32.1), mirtCAT (version 1.9.3), partykit (version 1.2-8), rpart (version 4.1-15), rpart.plot (version 3.0.8), stringr (version 1.4.0) and ggplot2 (version 3.3.2).

Study Participants

We used data from the CLEFT-Q field test to construct and test our models. This prospective study recruited 2434 participants across 12 countries born with a cleft lip and/or palate, aged 8 to 29 years, from October 2014 to November 2016. Responses to all items in relevant full-length CLEFT-Q scales were collected in addition to clinical information. The CLEFT-Q field test study and its participants have been described in detail elsewhere [11,14].

These participants’ complete response sets were used to develop and test CAT and decision tree models. Participants with a cleft palate only were excluded from analyses relating to the lip and cleft lip scar scales. Patients without a cleft palate were excluded from analyses relating to the speech function and speech distress scales. This reflects populations expected to use these assessments in clinical practice.

Missing Data

Some functions in the mirt package require complete response sets [15]. Where applicable, we excluded participants with
incomplete response sets listwise. Otherwise, missing data were handled with pairwise exclusion. In the CLEFT-Q field test, only participants aged 12 to 29 years completed the jaw scale, only participants born with a cleft lip completed the cleft lip scar scale, and only participants attending school completed the school scale [11]. There were no other apparent patterns in missing data. We provide descriptive statistics, including a summary of missing data in a demographic table (see Multimedia Appendix 1).

Ground Truth
Rasch models were developed for each scale using all item response sets from the whole sample. Model parameters were estimated using a fixed quadrature expectation-maximization (EM) approach [15]. For each participant, expected a posteriori (EAP) factor scores were calculated for each scale using full-length scale responses and the respective Rasch model parameters. These scores are presented as person-location logits and represent ground truth in these experiments (Figure 1).

Figure 1. Schematic describing the steps of the CAT vs recursive partitioning experiment. CAT: computerized adaptive test.

Data Splitting
Participants with complete response sets were selected from the study sample and randomly split into training and test sets in a 2:1 ratio for each scale. Next, training samples were used to create new Rasch models using the EM algorithm, and CAT models were generated using the parameters of these training sample Rasch models. Finally, decision trees were built through recursive partitioning in 10-fold cross-validations of the same training samples.

Sample Size
All of our training data sets approached or exceeded a sample size of 1000 (see Multimedia Appendix 1), which is likely to be sufficient for accurate regression tree development based on previous simulation studies [16]. For CAT, sample sizes of 250 or more can provide definitive Rasch model calibrations with over 99% confidence [17].

Item Responses
The data sets used to train our decision tree models included responses to all items in each CLEFT-Q scale. Items in the speech distress and speech function scale had 3 response options, and all other items had 4 response options. In addition to these items, the CLEFT-Q field test included 7 questions that asked respondents about the overall appearance of their face, nose, nostrils, lips, cleft lip scar, teeth, and jaws. There were 4 response options to these items. These responses were included in the relevant decision tree training data set, meaning, for example, that the decision tree nose assessment was able to administer an additional item that asked about overall nose appearance. The CAT model could not use this item as it was not part of the Rasch-validated scale.

Clinical Variables
In addition to item responses, the training data sets included several clinically relevant variables, for example, age, gender, cleft type, planned future treatments, and patient-perceived appearance scores. The variables included in each model are listed in Multimedia Appendix 2.

Decision Tree Training
Regression trees could make binary splits based on item responses or any of the included clinical variables. We grew trees to a prespecified maximum depth corresponding to the number of items permitted by their CAT comparator. Tree
growth was not limited by observations per node or by a prespecified complexity parameter. Branches that did not improve model fit were removed retrospectively through cost-complexity pruning. For this, we used training data to choose complexity parameters that minimized prediction error in a 10-fold cross-validation.

In other words, for each scale, many different decision trees were created from and evaluated in different folds of the training data set. The model that predicted scores with the least error in the training data set cross-validation was selected for final assessment in the test data set.

Computerized Adaptive Tests

The CATs were programmed to select items using a minimum expected posterior variance item selection criterion [18]. Finally, participants were scored using an EAP approach [15].

Assessment Length

We aimed to compare the accuracy of CAT assessments and decision trees that had a similar number of items. For this reason, we chose fixed-length stopping rules to limit the number of items administered in the CAT models. The CAT algorithms would continue to administer items until the fixed-length stopping rule was met, and they were not limited by time, standard error of measurement, or any other stopping criterion.

It was not possible to predetermine decision tree assessment lengths. This is because splits could be made based on clinical variables, and some branches were pruned, creating inconsistent assessment lengths. Instead, tree growth was limited by depth, and the number of items required to reach each terminal node was recorded. If a decision tree made a split based on overall patient-reported appearance (ie, the additional question posed to CLEFT-Q field test participants, not included in the scale), we counted this as an item. Splits based on clinician-reported variables were not counted as items. For each scale, we compared models at 2 maximum assessment lengths, which were approximately 75% and 50% of the length of the whole scale.

Comparison Methods

For each respondent in the test data set, person-location logits were predicted by decision trees and their CAT comparators in Monte Carlo simulations. For each model, we recorded the mean number of items administered, which items and clinical variables were used to make predictions, the Pearson’s correlation coefficient of predictions and ground truth, and the mean absolute error (MAE) of the predictions with respect to ground truth. Additionally, we calculated the root mean squared error of predictions, which is typically reported in CAT simulations and tends to penalize large errors that are potentially important in this context [19].

Squared CAT errors and squared decision tree errors were compared using a two-sided Wilcoxon signed-rank test.

Results

Assessment length was generally similar between decision trees and CAT assessments (see Multimedia Appendix 1). Notable exceptions to this were the nose assessments limited to 9 items (mean of 7.32 items in decision tree assessments vs 9.00 items in CAT assessments), and the speech function assessments were limited to 9 items (mean of 7.01 items in decision tree assessments vs 9.00 items in CAT assessments).

For most comparisons, the squared error was significantly higher ($P<.001$) in decision tree predictions than in predictions made by CAT assessments at comparable or slightly shorter mean assessment lengths. The poor accuracy of the decision tree models compared to CAT was also captured by correlation coefficients and MAE values (see Multimedia Appendix 1).

While information about age, gender, cleft type, laterality, and patient-reported overall appearance scores were used by some of the deeper decision trees, these algorithms tended to make splits based on CLEFT-Q scale item responses preferentially (ie, other variables were either not used, used at deeper levels, or removed through pruning). An exception to this was the nose assessment decision tree, which made its first split based on the patient-reported overall appearance of the nose.

Discussion

Principal Findings

This study has shown that it is technically possible for decision trees built through recursive partitioning to use clinician-reported data to reduce the patient-reported assessment burden in a range of cleft-related health domains. However, this approach has demonstrated little clinical value with regard to the CLEFT-Q. Decision trees preferentially made splits based on patient-reported item responses and not clinician-reported data.

One way to interpret this in real-world terms is that the clinical variables used in this study are less important than almost any individual CLEFT-Q item response for measuring a person’s cleft-related health state (Figure 2). However, this finding is not necessarily generalizable. Differences in cleft phenotype may have a relatively mild impact on health constructs measured by the CLEFT-Q. Clinician-reported variables may be more salient in other health domains. For example, “history of spinal cord injury” may be a powerful predictor of the physical functioning score.

Our second finding was that decision trees produced more error than CAT assessments of a comparable length (Figure 3; Multimedia Appendix 1). CLEFT-Q scales are short (6 to 12 items), which means CAT item selection is relatively computationally undemanding in this specific case. Any benefits in lag time gained by the recursive partitioning approach are unlikely to outweigh this loss of accuracy. Therefore, we would not advocate the use of binary decision trees for adaptive CLEFT-Q assessments.

In this study, we used recursive partitioning for tree construction, which is limited to binary data splits (ie, individuals can be categorized into only 2 subgroups after providing an item response; Figure 2). There are 3 or 4 possible responses to each CLEFT-Q item, and therefore the CAT models can categorize a respondent in 3 or 4 ways each time they provide an item response. For polytomous PROM scales, there are far fewer attainable scores in a binary decision tree than in a CAT assessment of equivalent length. For example, in the speech...
function assessment at a 6-item limit, there were 85 unique scores achieved by our CAT models compared to 45 in the decision tree group. Our decision trees, therefore, underfit the test data to an extent.

A way to overcome this in future work could be through constructing trees with nonbinary splits, for example, by treating all variables as categorical and using chi-square automatic interaction detection (CHAID) [20,21]. This technique could have a higher risk of overfitting, although this might be mitigated through split rules and by merging similar branches [6]. Future work is needed to test whether CHAID could create more efficient, more accurate, adaptive assessments by incorporating non-PROM data at no extra burden to the assessment taker.

A limitation of this study is that some comparisons were made on assessments of unequal mean length; for example, the nose assessment was limited to 9 items, and the speech function assessment was limited to 9 items. In these cases, it is difficult to conclude the relative accuracy of CAT and decision trees, as these models used different quantities of patient-reported information to make their measurements. In addition, decision trees tended to pose fewer questions than their CAT comparators due to the pruning process and the use of clinical variables. However, even with this limitation in mind, our findings support the use of CAT over binary trees for personalized CLEFT-Q assessments in clinical practice.

Figure 2. Dendrogram of the three-item decision tree for the nostrils scale. Nodes are represented by rectangular boxes. Branches are labelled with splitting criteria. Leaves (terminal nodes) are represented by coloured ovals and are labelled with the mean person location logit for training dataset respondents falling into that subgroup.
Figure 3. Bland-Altman plots comparing the accuracy of personalized CLEFT-Q lip appearance assessments. The left panel demonstrates the results for a computerized adaptive test with a mean length of 5.00 items. The right panel demonstrates the results for a decision tree with a mean length of 4.95 items.

Conclusions
Even with knowledge of clinician-reported variables, the decision tree models described in this study achieve less accurate CLEFT-Q score estimates than CATs of similar length. Decision trees with binary splits are at risk of underfitting polytomous PROM scale data. Future work could focus on the application of decision trees with nonbinary splits to this context.
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Abstract

Background: Over half a million individuals are diagnosed with head and neck cancer each year globally. Radiotherapy is an important curative treatment for this disease, but it requires manual time to delineate radiosensitive organs at risk. This planning process can delay treatment while also introducing interoperator variability, resulting in downstream radiation dose differences. Although auto-segmentation algorithms offer a potentially time-saving solution, the challenges in defining, quantifying, and achieving expert performance remain.

Objective: Adopting a deep learning approach, we aim to demonstrate a 3D U-Net architecture that achieves expert-level performance in delineating 21 distinct head and neck organs at risk commonly segmented in clinical practice.

Methods: The model was trained on a data set of 663 deidentified computed tomography scans acquired in routine clinical practice and with both segmentations taken from clinical practice and segmentations created by experienced radiographers as part of this research, all in accordance with consensus organ at risk definitions.

Results: We demonstrated the model’s clinical applicability by assessing its performance on a test set of 21 computed tomography scans from clinical practice, each with 21 organs at risk segmented by 2 independent experts. We also introduced surface Dice similarity coefficient, a new metric for the comparison of organ delineation, to quantify the deviation between organ at risk surface contours rather than volumes, better reflecting the clinical task of correcting errors in automated organ segmentations. The model’s generalizability was then demonstrated on 2 distinct open-source data sets, reflecting different centers and countries to model training.
Conclusions: Deep learning is an effective and clinically applicable technique for the segmentation of the head and neck anatomy for radiotherapy. With appropriate validation studies and regulatory approvals, this system could improve the efficiency, consistency, and safety of radiotherapy pathways.

(J Med Internet Res 2021;23(7):e26151) doi:10.2196/26151
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Introduction

Background

Each year, 550,000 people worldwide are diagnosed with cancer of the head and neck [1]. This incidence is rising [2] and more than doubling in certain subgroups over the last 30 years [3-5]. Where available, most patients will be treated with radiotherapy, which targets the tumor mass and areas at high risk of microscopic tumor spread. However, strategies are needed to mitigate the dose-dependent adverse effects that result from incidental irradiation of normal anatomical structures (organs at risk) [6-9].

Thus, the efficacy and safety of head and neck radiotherapy depends on the accurate delineation of organs at risk and tumors, a process known as segmentation or contouring. However, the fact that this process is predominantly done manually means that results may be both inconsistent and imperfectly accurate [10], leading to large inter- and intrapractioner variability even among experts and thus variation in care quality [11].

Segmentation is also very time consuming: an expert can spend 4 hours or more on a single case [12]. The duration of resulting delays in treatment initiation (Figure 1) is associated with an increased risk of both local recurrence and overall mortality [13-15]. Increasing demands for, and shortages of, trained staff already place a heavy burden on health care systems, which can lead to long delays for patients as radiotherapy is planned [16,17], and the continued rise in head and neck cancer incidence may make it impossible to maintain even current temporal reporting standards [4]. Such issues also represent a barrier to adaptive radiotherapy—the process of repeated scanning, segmentation, and radiotherapy planning throughout treatment, which maintains the precision of tumor targeting (and organ at risk avoidance) in the face of treatment-related anatomic changes such as tumor shrinkage [18].

Figure 1. A typical clinical pathway for radiotherapy. After a patient is diagnosed and the decision is made to treat with radiotherapy, a defined workflow aims to provide treatment that is both safe and effective. In the United Kingdom, the time delay between decision to treat and treatment delivery should be no greater than 31 days. Time-intensive manual segmentation and dose optimization steps can introduce delays to treatment.

Automated (ie, computer-performed) segmentation has the potential to address these challenges. However, most segmentation algorithms in clinical use are atlas based, producing segmentations by fitting previously labeled reference images to the new target scan. This might not sufficiently account for either postsurgical changes or the variability in normal anatomical structures that exist between patients, particularly when considering the variable effect that tumors may have on local anatomy; thus, they may be prone to systematic error. To date, such algorithm-derived segmentations still require significant manual editing, perform at expert levels on only a small number of organs, demonstrate an overall performance in clinical practice inferior to that of human experts, and have failed to significantly improve clinical workflows [19-26].

In recent years, deep learning–based algorithms have proven capable of delivering substantially better performance than traditional segmentation algorithms. Several deep learning–based approaches have been proposed for head and neck cancer segmentation. Some of them use standard convolutional neural network classifiers on patches with tailored pre- and postprocessing [27-31]. However, the U-Net...
convolutional architecture [32] has shown promise in the area of deep learning–based medical image segmentation [33] and has also been applied to head and neck radiotherapy segmentation [34-47].

Despite the promise that deep learning offers, barriers remain in the application of auto-segmentation in radiotherapy planning. These include the absence of consensus on how expert performance is defined, the lack of available methods by which such human performance can be compared with that delivered by automated segmentation processes, and thus how the clinical acceptability of automated processes can be defined.

**Objectives**

In this paper, we address these challenges in defining comparison metrics and report a deep learning approach that delineates a wide range of important organs at risk in head and neck cancer radiotherapy scans. We aim to achieve this using a study design that includes (1) the introduction of a clinically meaningful performance metric for segmentation in radiotherapy planning, (2) a representative set of images acquired during routine clinical practice, (3) an unambiguous segmentation protocol for all organs, and (4) a segmentation of each test set image according to these protocols by 2 independent experts. In addition to the model’s generalizability, as demonstrated on two distinct open-source data sets, by achieving performance equal to that of human experts on previously unseen patients from the same hospital site used for training, we aim to demonstrate the clinical applicability of our approach.

**Methods**

**Data Sets**

University College London Hospitals (UCLH) National Health Service (NHS) Foundation Trust serves an urban, mixed socioeconomic and ethnic population in central London, United Kingdom, and houses a specialist center for cancer treatment. Data were selected from a retrospective cohort of all-adult (aged >18 years) UCLH patients who underwent computed tomography (CT) scans to plan radical radiotherapy treatment for head and neck cancer between January 1, 2008, and March 20, 2016. Both initial CT images and rescans were included in the training data set. Patients with all tumor types, stages, and histological grades were considered for inclusion, as long as their CT scans were available in digital form and were of sufficient diagnostic quality. The standard CT pixel spacing was 0.976x0.976x2.5 mm, and scans with nonstandard spacing (with the exception of 1.25-mm spacing scans that were subsampled) were excluded to ensure consistent performance metrics during training. It should be noted that for the Cancer Imaging Archive (TCIA) test set, the in-plane pixel spacing was not used as an exclusion criterion, i ranged from 0.94 to 1.27 mm. For the public domain database for computational anatomy (PDDCA) test set, we included all scans, and the voxels varied between 2 to 3 mm in height and 0.98 to 1.27 mm in axial dimension. Patients’ requests to not have their data shared for research were respected.

Of the 513 patients who underwent radiotherapy at UCLH within the given study dates, a total of 486 patients (94.7%); 838 scans; mean age 57 years; male 337, female 146, and gender unknown 3) met the inclusion criteria. Of note, no scans were excluded because of poor diagnostic quality. Scans from UCLH were split into a training set (389 patients; 663 scans), validation set (51 patients; 100 scans), and test set (46 patients; 75 scans). From the selected test set, 19 patients (21 scans) underwent adjudicated contouring described below. No patient was included in multiple data sets; in cases where multiple scans were present for a single patient, all were included in the same subset. Multiple scans present for a single patient reflect CT scans taken for the purpose of replanning radiotherapy owing to anatomical changes during the course of treatment. It is important for models to perform well in both scenarios as treatment naive and postradiotherapy organ at risk anatomies can differ. However, to avoid potential correlation between the same organs segmented twice in the same data set, care was taken to avoid this in the TCIA test set (described later in this section).

In total, 21 organs at risk were selected throughout the head and neck area to represent a wide range of anatomical regions. We used a combination of segmentations sourced from those used clinically at UCLH and additional segmentations performed in-house by trained radiographers.

We divided our UCLH data set into the following categories: (1) training set, used to train the model, a combination of UCLH clinical segmentations and in-house segmentations, some of which were only 2D slices (owing to the time required to segment larger organs manually, we initially relied heavily on sparse segmentations to make efficient use of the radiographers’ time). (2) UCLH validation set: used to evaluate model performance and steer additional data set priorities, which used in-house segmentations only, as we did not want to overfit any clinical bias. (3) UCLH test set: our primary result set; each scan has every organ at risk labeled and was independently segmented from scratch by 2 radiographers before one of the pairs of scans (chosen arbitrarily) was reviewed and corrected by an experienced radiation oncologist.

As these scans were taken from UCLH patients not present elsewhere, and to consider generalizability, we curated additional open-source CT scans available from The Cancer Genome Atlas Head-Neck Squamous Cell Carcinoma (TCGA-HNSC) and Head-Neck Cetuximab [48-50]. The open-source (category 4) TCIA validation set and (category 5) TCIA test set were both labeled in the same way as our UCLH test set.

Non-CT planning scans and those that did not meet the same slice thickness as the UCLH scans (2.5 mm) were excluded. These were then manually segmented in-house according to the Brouwer Atlas (the segmentation procedure is described in further detail in the Clinical Labeling and Annotation section [51]). We included 31 scans (22 Head-Neck Cetuximab and 9 TCGA-HNSC) that met these criteria, which we further split into validation (6 patients; 7 scans) and test (24 patients; 24 scans) sets (Figure 2). The original segmentations from the Head-Neck Cetuximab data set were not included; a consensus assessment by experienced radiographers and oncologists found the segmentations either nonconformant to the selected
segmentation protocol or below the quality that would be acceptable for clinical care. The original inclusion criteria for Head-Neck Cetuximab were patients with stage 3-4 carcinoma of the oropharynx, larynx, and hypopharynx, with a Zubrod performance of 0-1, and meeting predefined blood chemistry criteria between November 2005 and March 2009. The TCGA-HNSC data set included patients treated for head-neck squamous cell carcinoma, with no further restrictions being apparent [48,50].

Figure 2. Case selection from the University College London Hospitals and The Cancer Imaging Archive computed tomography data sets. A consort-style diagram demonstrating the application of inclusion and exclusion criteria to select the training, validation, and test sets used in this work. CT: computed tomography; HN_C: Head and Neck Carcinoma; N/A: not applicable; TCIA: The Cancer Imaging Archive; TCGA: The Cancer Genome Atlas; UCLH: University College London Hospitals; Val: validation.

All test sets were kept separate during model training and validation. Table 1 describes in detail the demographics and characteristics within the data sets; to obtain a balanced demographic in each of the tests, the validation and training data sets, we sampled randomly stratified splits and selected one that minimized the differences between the key demographics in each data set.

In addition, the (6) PDDCA open-source data set consisted of 15 patients selected from the Head-Neck Cetuximab open-source data set [48], owing to differences in selection criteria and test, validation, or training set allocation, five scans were present in both the TCIA and PDDCA test sets. This data set was used without further postprocessing and only accessed once to assess the volumetric Dice similarity coefficient (DSC) performance. The PDDCA test set differs from the TCIA test set in both the segmentation protocol and the axial slice thickness. The work by Raudaschl et al [25] provides more details on the data set characteristics and preprocessing. Table 1 details the characteristics of these data sets and patient demographics.
Table 1. Data set characteristicsa.

<table>
<thead>
<tr>
<th>Data set</th>
<th>UCLHb</th>
<th>TCIAc</th>
<th>PDDCAd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Validation</td>
<td>Test</td>
</tr>
<tr>
<td>Total scans (patients), n</td>
<td>663 (389)</td>
<td>100 (51)</td>
<td>21 (19)</td>
</tr>
<tr>
<td>Average patient age (years)</td>
<td>57.1</td>
<td>57.5</td>
<td>59.6</td>
</tr>
<tr>
<td><strong>Sex, number of scans (number of patients)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>207 (115)</td>
<td>36 (19)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Male</td>
<td>450 (271)</td>
<td>64 (32)</td>
<td>14 (13)</td>
</tr>
<tr>
<td>Unknown</td>
<td>6 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Tumor site, number of scans (number of patients)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oropharynx</td>
<td>145 (86)</td>
<td>27 (15)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Lip, oral cavity, and pharynx</td>
<td>80 (52)</td>
<td>20 (8)</td>
<td>4 (4)</td>
</tr>
<tr>
<td>Tongue</td>
<td>53 (26)</td>
<td>8 (5)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Larynx</td>
<td>46 (31)</td>
<td>8 (3)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Nasopharynx</td>
<td>48 (24)</td>
<td>5 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Head, face, and neck</td>
<td>37 (23)</td>
<td>8 (3)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Nasal cavity</td>
<td>32 (19)</td>
<td>2 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Connective and soft tissue</td>
<td>37 (18)</td>
<td>2 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Hypopharynx</td>
<td>17 (10)</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Accessory sinus</td>
<td>10 (7)</td>
<td>2 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Esophagus</td>
<td>6 (2)</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>33 (20)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>119 (71)</td>
<td>16 (9)</td>
<td>4 (3)</td>
</tr>
<tr>
<td><strong>Source, number of scans (number of patients)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCGAe</td>
<td>—f</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HN_Cetuxd</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Site, number of scans (number of patients)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCLH</td>
<td>663 (389)</td>
<td>100 (51)</td>
<td>21 (19)</td>
</tr>
<tr>
<td>MD Anderson Cancer Center</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aTumor sites were derived from International Classification of Diseases codes. The Cancer Genome Atlas Head-Neck Squamous Cell Carcinoma [52] is an open-source data set hosted on The Cancer Imaging Archive (TCIA). Head-Neck Cetuximab is an open-source data set hosted on TCIA [53]. Public Domain Database for Computational Anatomy data set released as part of the 2015 challenge in the segmentation of head and neck anatomy at the International Conference on Medical Image Computing and Computer Assisted Intervention.
bUCLH: University College London Hospitals.
cTCIA: The Cancer Imaging Archive.
dPDDCA: Public Domain Database for Computational Anatomy.
eTCGA: The Cancer Genome Atlas Program.
fThe University College London Hospitals (UCLH) data set was sourced entirely from UCLH.

**Clinical Taxonomy**

To select the organs at risk to be included in the study, we used the Brouwer Atlas (consensus guidelines for delineating organs at risk for head and neck radiotherapy, defined by an international panel of radiation oncologists [51]). From this, we excluded those regions that required additional magnetic resonance imaging for segmentation, those that were not relevant to routine head and neck radiotherapy, or those that were not used clinically at UCLH. This resulted in a set of 21 organs at risk (Table 2).
<table>
<thead>
<tr>
<th>Organ at risk</th>
<th>Total number of labeled slices included</th>
<th>Anatomical landmarks and definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain</td>
<td>11,476</td>
<td>Sits inside the cranium and includes all brain vessels excluding the brainstem and optic chiasm.</td>
</tr>
<tr>
<td>Brainstem</td>
<td>34,794</td>
<td>The posterior aspect of the brain including the midbrain, pons, and medulla oblongata. Extending inferior from the lateral ventricles to the tip of the dens at C2. It is structurally continuous with the spinal cord.</td>
</tr>
<tr>
<td>Cochlea-left</td>
<td>4526</td>
<td>Embedded in the temporal bone and lateral to the internal auditory meatus.</td>
</tr>
<tr>
<td>Cochlea-right</td>
<td>4754</td>
<td>Embedded in the temporal bone and lateral to the internal auditory meatus.</td>
</tr>
<tr>
<td>Lacrimal-left</td>
<td>17,186</td>
<td>Concave-shaped gland located at the superolateral aspect of the orbit.</td>
</tr>
<tr>
<td>Lacrimal-right</td>
<td>17,788</td>
<td>Concave-shaped gland located at the superolateral aspect of the orbit.</td>
</tr>
<tr>
<td>Lens-left</td>
<td>3006</td>
<td>An oval structure that sits within the anterior segment of the orbit. Can be variable in position but never sitting posterior beyond the level of the outer canthus.</td>
</tr>
<tr>
<td>Lens-right</td>
<td>3354</td>
<td>An oval structure that sits within the anterior segment of the orbit. Can be variable in position but never sitting posterior beyond the level of the outer canthus.</td>
</tr>
<tr>
<td>Lung-left</td>
<td>8340</td>
<td>Encompassed by the thoracic cavity adjacent to the lateral aspect of the mediastinum, extending from the first rib to the diaphragm excluding the carina.</td>
</tr>
<tr>
<td>Lung-right</td>
<td>9158</td>
<td>Encompassed by the thoracic cavity adjacent to the lateral aspect of the mediastinum, extending from the first rib to the diaphragm excluding the carina.</td>
</tr>
<tr>
<td>Mandible</td>
<td>25,074</td>
<td>The entire mandible bone including the temporomandibular joint, ramus, and body, excluding the teeth. The mandible joins to the inferior aspect of the temporal bone and forms the entire lower jaw.</td>
</tr>
<tr>
<td>Optic-nerve-left</td>
<td>3458</td>
<td>A 2 to 5 mm thick nerve that runs from the posterior aspect of the eye, through the optic canal and ends at the lateral aspect of the optic chiasm.</td>
</tr>
<tr>
<td>Optic-nerve-right</td>
<td>3012</td>
<td>A 2 to 5 mm thick nerve that runs from the posterior aspect of the eye, through the optic canal and ends at the lateral aspect of the optic chiasm.</td>
</tr>
<tr>
<td>Orbit-left</td>
<td>8538</td>
<td>Spherical organ sitting within the orbital cavity. Includes the vitreous humor, retina, cornea, and lens with the optic nerve attached posteriorly.</td>
</tr>
<tr>
<td>Orbit-right</td>
<td>8242</td>
<td>Spherical organ sitting within the orbital cavity. Includes the vitreous humor, retina, cornea, and lens with the optic nerve attached posteriorly.</td>
</tr>
<tr>
<td>Parotid-left</td>
<td>8984</td>
<td>Multi-lobed salivary gland wrapped around the mandibular ramus. Extends medi ally to the styloid process and parapharyngeal space. Laterally extending to the subcutaneous fat. Posteriorly extending to the sternocleidomastoid muscle. Anterior extending to posterior border of the mandible bone and masseter muscle. In cases where the retromandibular vein is encapsulated by parotid, this is included in the segmentation.</td>
</tr>
<tr>
<td>Parotid-right</td>
<td>11,752</td>
<td>Multi-lobed salivary gland wrapped around the mandibular ramus. Extends medi ally to the styloid process and parapharyngeal space. Laterally extending to the subcutaneous fat. Posteriorly extending to the sternocleidomastoid muscle. Anterior extending to posterior border of the mandible bone and masseter muscle. In cases where the retromandibular vein is encapsulated by parotid this is included in the segmentation.</td>
</tr>
<tr>
<td>Spinal-canal</td>
<td>37,000</td>
<td>Hollow cavity that runs through the foramen of the vertebrae, extending from the base of skull to the end of the sacrum.</td>
</tr>
<tr>
<td>Spinal-cord</td>
<td>37,096</td>
<td>Sits inside the spinal canal and extends from the level of the foramen magnum to the bottom of L2.</td>
</tr>
<tr>
<td>Submandibular-left</td>
<td>10,652</td>
<td>Sits within the submandibular portion of the anterior triangle of the neck, making up the floor of the mouth and extending both superior and inferior to the posterior aspect of the mandible and is limited laterally by the mandible and medially by the hypoglossal muscle.</td>
</tr>
<tr>
<td>Submandibular-right</td>
<td>10,716</td>
<td>Sits within the submandibular portion of the anterior triangle of the neck, making up the floor of the mouth and extending both superior and inferior to the posterior aspect of the mandible and is limited laterally by the mandible and medially by the hypoglossal muscle.</td>
</tr>
</tbody>
</table>
Clinical Labeling and Annotation

Owing to the large variability of segmentation protocols used and annotation quality in the UCLH data set, all segmentations from all scans selected for inclusion in the training set were manually reviewed by a radiographer with at least 4 years of experience in the segmentation of head and neck organs at risk. Volumes that did not conform to the Brouwer Atlas were excluded from the training. To increase the number of training examples, additional axial slices were randomly selected for further manual organ at risk segmentations to be added based on model performance or perceived imbalances in the data set. These were then produced by a radiographer with at least 4 years of experience in head and neck radiotherapy, arbitrated by a second radiographer with the same level of experience. The total number of examples from the original UCLH segmentations and additional slices are provided in Table 2.

For the TCIA test and validation sets, the original dense segmentations were not used owing to poor adherence to the chosen study protocol. To produce the ground truth labels, the full volumes of all 21 organs at risk included in the study were segmented. This was done initially by a radiographer with at least 4 years of experience in the segmentation of head and neck organs at risk and then arbitrated by a second radiographer with similar experience. Further arbitration was then performed by a radiation oncologist with at least 5 years of postcertification experience in head and neck radiotherapy. The same process was repeated with 2 additional radiographers working independently, but after peer arbitration, these segmentations were not reviewed by an oncologist; rather, they became the human reference to which the model was compared. This is schematically shown in Figure 3. Before participation, all radiographers and oncologists were required to study the Brouwer Atlas for head and neck organ at risk segmentation [51] and demonstrate competence in adhering to these guidelines.

Figure 3. Process for the segmentation of ground truth and radiographer organs at risk volumes. The flowchart illustrates how the ground truth segmentations were created and compared with independent radiographer segmentations and the model. For the ground truth, each computed tomography scan in The Cancer Imaging Archive test set was segmented first by a radiographer and peer reviewed by a second radiographer. This then went through one or more iterations of review and editing with a specialist oncologist before creating a ground truth used to compare with the segmentations produced by both the model and additional radiographer. CT: computed tomography.

Model Architecture

We used a residual 3D U-Net architecture with 8 levels (Figure 4). Our network takes in a CT volume (single channel) and outputs a segmentation mask with 21 channels, where each channel contains a binary segmentation mask for a specific organ at risk. The network consists of 7 residual convolutional blocks in the downward path, a residual fully connected block at the bottom, and 7 residual convolutional blocks in the upward path. A 1×1×1 convolution layer with sigmoidal activation produces the final output in the original resolution of the input image. Each predicted slice had 21 slices of context. The 21-slice context (ie, 21 × 2.5 mm=52.5 mm) was found to provide the optimal context. This is not the case with the 21 organs at risk used in this study.
We trained our network with a regularized top-k-percent, pixel-wise, binary, cross-entropy loss [54]; for each output channel, the top-k loss selects only the k% most difficult pixels (those with the highest binary cross-entropy) and only adds their contribution to the total loss. This speeds up training and helps the network to tackle the large class imbalance and to focus on difficult examples.

We regularized the model using standard L2 weight regularization with scale $10^{-6}$ and extensive data augmentation using random in-plane (ie, in x and y directions only) translation, rotation, scaling, shearing, mirroring, elastic deformations, and pixel-wise noise. We used uniform translations between $-32$ and 32 pixels, uniform rotations between $-9°$ and $9°$, uniform scaling factors between $0.8°$ and $1.2°$, and uniform shear factors.
between −0.1 and 0.1. We mirrored the images (and adjusted the corresponding left and right labels) with a probability of 0.5. We performed elastic deformations by placing random displacement vectors (SD 5 mm, in-plane displacements only) on a control point grid with 100x100x100 mm spacing and by deriving the dense deformation field using cubic b-spline interpolation. In the implementation, all spatial transformations are first combined to a dense deformation field, which is then applied to the image using bilinear interpolation and extrapolation with zero padding. We added zero-mean Gaussian intensity noise independently to each pixel with an SD of 20 Hounsfield units.

We trained the model with the Adam optimizer [53] for 120,000 steps and a batch size of 32 (32 graphical processing units) using synchronous stochastic gradient descent. We used an initial learning rate of $10^{-4}$ and scaled the learning rate by $1/2$, $1/8$, $1/64$, and $1/256$ at time steps of 24,000, 60,000, 108,000, and 114,000, respectively.

We used the validation set to select the model that performed at over 95% for most organs at risk according to our chosen surface DSC performance metric, breaking ties by preferring better performance on more clinically impactful organs at risk and the absolute performance obtained.

**Performance Metrics**

All performance metrics are reported for each organ independently (eg, separately for just the left parotid), so we only need to deal with binary masks (eg, a left parotid voxel and a non-left-parotid voxel). Masks are defined as a subset of $\mathbb{X}$, that is, $\mathbb{X}$ (Figure 5).

**Figure 5.** Illustrations of masks, surfaces, border regions, and the “overlapping” surface at tolerance $\tau$.

The volume of a mask is denoted as $\text{vol}(M)$, with

With this notation, the standard (volumetric) DSC for two given masks $M_1$ and $M_2$ and can be written as:

In the case of sparse ground truth segmentations (ie, only a few slices of the CT scan are labeled), we estimate the volumetric DSC by aggregating data from labeled voxels across multiple scans and patients as

where the mask $M_{1,p}$ and the labeled region $L_p$ represent the sparse ground truth segmentation for a patient $p$ and the mask $M_{2,p}$ is the full volume predicted segmentation for the patient $p$.

Owing to the shortcomings of the volumetric DSC metric for the presented radiotherapy use case, we introduced the surface DSC metric, which assesses the overlap of two surfaces (at a specified tolerance) instead of the overlap of two volumes (see Results section). A surface is the border of a mask, $\mathbb{X}$, and the area of the surface is denoted as

where $p$ is a point on the surface using arbitrary parameterization. The mapping from this parameterization to a point in $\mathbb{X}$ is denoted as $\mathbb{X}$, that is, $\mathbb{X}$. With this we can define the border region $\mathbb{X}$, for the surface $S_p$ at a given tolerance $\tau$ as (Figure 5)

Using these definitions, we can write the surface DSC at tolerance $\tau$ as

using an informal notation for the intersection of the surface with the boundary, that is,
Implementation of Surface DSC

The computation of surface integrals on sampled images is not straightforward, especially for medical images, where the voxel spacing is usually not equal in all 3 dimensions. The common approximation of the integral by counting the surface voxels can lead to substantial systematic errors.

Another common challenge is the representation of a surface with voxels. As the surface of a binary mask is located between voxels, a definition of surface voxels in the raster-space of the image introduces a bias: using foreground voxels to represent the surface leads to an underestimation of the surface, whereas the use of background voxels leads to an overestimation.

Our proposed implementation uses a surface representation that provides less-biased estimates but still allows us to compute the performance metrics with linear complexity $O(N)$, with $N$: number of voxels). We placed the surface points between the voxels on a raster that is shifted by half of the raster spacing on each axis (see Figure 6 for a 2D illustration).

Figure 6. 2D illustration of the implementation of the surface Dice similarity coefficient. (a) A binary mask displayed as an image. The origin of the image raster is (0,0). (b) The surface points (red circles) are located in a raster that is shifted half of the raster spacing on each axis. Each surface point has 4 neighbors in 2D (8 neighbors in 3D). The local contour (blue line) assigned to each surface point (red circle) depends on the neighbor constellation.

For 3D images, each point in the raster has 8 neighboring voxels. As we analyzed binary masks, there are only $2^8=256$ possible neighbor constellations. For each of these constellations, we computed the resulting triangles using the marching cube triangulation [55,56] and stored the surface area of the triangles (in mm$^2$) in a look-up table. With this look-up table, we then created a surface image (on the above-mentioned raster) that contains zeros at positions that have 8 identical neighbors or the local surface area at all positions that have both foreground and background neighbors. These surface images were created for masks $M_1$ and $M_2$. In addition, we created a distance map from each of these surface images using the distance transform algorithm [57]. Iterating over the nonzero elements in the first surface image and looking up the distance from the other surface in the corresponding distance map allows the creation of a list of tuples (surface element area and distance from other surfaces). From this list, we can easily compute the surface area by summing the area of the surface elements that are within the tolerance. To account for the quantized distances, there is only a discrete set of distances between voxels in a 3D raster with spacing $(d_1, d_2, d_3)$—we also rounded the tolerance to the nearest neighbor in set $D$ for each image before computing the surface DSC. Our open-source implementation of surface DSC provides more details.

Results

Selecting Clinically Representative Data Sets

Data sets are described in detail in the Methods section. In brief, the first data set was a representative sample of CT scans used to plan curative-intent radiotherapy of head and neck cancer for patients at UCLH NHS Foundation Trust, a single high-volume center. We performed iterative cycles of model development using the UCLH scans (training and validation subsets), taking the performance on a previously unseen subset (test) as our primary outcome.

It is also important to demonstrate a model’s generalizability to data from previously unseen demographics and distributions. To do this, we curated the test and validation data sets of open-source CT scans. These were collected from the TCIA test set [48-50] and the PDDCA data set released as part of the 2015 challenge (PDDCA test set [25]).

Table 1 details the characteristics of these data sets and their patient demographics. Ethnicity and protected-group status are not reported, as this information was not available in the source systems. In total, 21 organs at risk were selected to represent a wide range of anatomical regions throughout the head and neck. To provide a human clinical comparison for the algorithm, each case was manually segmented by a single radiographer with arbitration by a second radiographer. This was compared with...
our study’s gold standard ground truth graded by 2 other radiographers and arbitrated by one of 2 independent specialist oncologists, each with a minimum of 4 years specialist experience in radiotherapy treatment planning for patients with head and neck cancer.

An example of model performance is shown in Figure 7, two further randomly selected UCLH set scans are shown in Figures S1 and S2 of Multimedia Appendix 1 [19-31,34-46,56-90]. Three randomly selected TCIA set scans are shown in Figures S3, S4 and S5 of Multimedia Appendix 1 to visually demonstrate the model’s generalizability. We compared our performance (model vs oncologist) to radiographer performance (radiographer vs oncologist). For more information on data set selection and inclusion and exclusion criteria for patients and organs at risk, see the Methods section.

Figure 7. Example results. Computed tomography (CT) image: axial slices at 5 representative levels from the raw CT scan of a male patient aged 55-59 years were selected from the University College London Hospitals data set (patient 20). These were selected to best demonstrate the organs at risks included in the work. The levels shown as 2D slices have been selected to demonstrate all 21 organs at risks included in this study. The window leveling has been adjusted for each to best display the anatomy present. Oncologist contour: the ground truth segmentation, as defined by experienced radiographers and arbitrated by a head and neck specialist oncologist. Model contour: segmentations produced by our model. Contour comparison: contoured by oncologist only (green region) or model only (yellow region). Best viewed on a display. CT: computed tomography.

A New Metric for Assessing Clinical Performance

In routine clinical care, algorithm-derived segmentation is reviewed and potentially corrected by a human expert, just as those created by radiographers currently are. Segmentation performance is thus best assessed by determining the fraction of the surface that needs to be redrawn. The standard volumetric
DSC [91] is not well suited to this because it weighs all regions of misplaced delineation equally and independently of their distance from the surface. For example, two inaccurate segmentations could have a similar volumetric DSC score if one were to deviate from the correct surface boundary by a small amount in many places, whereas the other had a large deviation at a single point. Correcting the former would likely take a considerable amount of time as it would require redrawing almost all of the boundary, whereas the latter could be corrected much faster, potentially with a single edit action.

For quantitative analysis, we therefore introduced a new segmentation performance metric, the surface DSC (Figure 8), which assesses the overlap of two surfaces (at a specified tolerance) instead of the overlap of two volumes. This provides a measure of agreement between the surfaces of two structures, which is where most of the human effort in correcting is usually expended. In doing so, we also addressed the volumetric DSC’s bias toward large organs at risk, where the large (and mostly trivial) internal volume accounts for a much larger proportion of the score.

Figure 8. Surface Dice similarity coefficient performance metric. (a) Illustration of the computation of the surface Dice similarity coefficient. Continuous line: predicted surface. Dashed line: ground truth surface. Black arrow: the maximum margin of deviation that may be tolerated without penalty, hereafter referred to by \( \tau \). Note that in our use case each organ at risk has an independently calculated value for \( \tau \). Green: acceptable surface parts (distance between surfaces \( \leq \tau \)). Pink: unacceptable regions of the surfaces (distance between surfaces \( \leq \tau \)). The proposed surface Dice similarity coefficient metric reports the good surface parts compared with the total surface (sum of predicted surface area and ground truth surface area). (b) Illustration of the determination of the organ-specific tolerance. Green: segmentation of an organ by oncologist A. Black: segmentation by oncologist B. Red: distances between the surfaces.

When evaluating the surface DSC, we must define a threshold within which the variation is clinically acceptable. To do this, we first defined the organ-specific tolerances (in mm) as a parameter of the proposed metric, \( \tau \). We computed these acceptable tolerances for each organ by measuring the interobserver variation in segmentations between 3 different consultant oncologists (each with over 10 years of experience in organ at risk delineation) on the validation subset of TCIA images.

To penalize both false-negative and false-positive parts of the predicted surface, our proposed metrics measure both the nonsymmetric distances between the surfaces and then normalize them by the combined surface area. Similar to volumetric DSC, the surface DSC ranges from 0 (no overlap) to 1 (perfect overlap).

This means that approximately 95% of the surface was properly outlined (ie, within \( \tau \) mm of the correct boundary), whereas 5% needs to be corrected. There is no consensus as to what constitutes a nonsignificant variation in such a segmentation. Thus, we selected a surface DSC of 0.95, a stringency that likely far exceeds the expert oncologist intrarater concordance [19,92]. For a more formal definition and implementation, see the Methods section.

Model Performance

Model performance was evaluated alongside that of therapeutic radiographers (each with at least 4 years of experience) segmenting the test set of UCLH images independently of the oncologist-reviewed scans (which we used as our ground truth). The model performed similarly to humans. For all organs at risk studied, there was no clinically meaningful difference between the deep learning model’s segmentations and those of the radiographers (Figure 9 and Tables S1 and S2, Multimedia Appendix 1). For details on the number of labelled scans in the UCLH test set, see Table S3 in Multimedia Appendix 1.

To investigate the generalizability of our model, we additionally evaluated the performance of open-source scans (TCIA test set). These were collected from sites in the United States, where...
patient demographics, clinical pathways for radiotherapy, and scanner type and parameters differed from our UK training set in meaningful ways. Nevertheless, model performance was preserved, and in 90% (19/21) organs at risk, the model was performed within the threshold defined for human variability (Figure 10). The fact that performance in 2 organs at risk (brainstem and right lens) was less than that in UK data may relate to issues of image quality in several TCIA test set scans.

Figure 9. University College London Hospitals (UCLH) test set: quantitative performance of the model in comparison with radiographers. (a) The model achieves a surface Dice similarity coefficient similar to humans in all 21 organs at risk (on the UCLH held out test set) when compared with the gold standard for each organ at an organ-specific tolerance \( \tau \). Blue: our model; green: radiographers. (b) Performance difference between the model and the radiographers. Each blue dot represents a model-radiographer pair. The gray area highlights nonsubstantial differences (−5% to +5%). The box extends from the lower to upper quartile values of the data, with a line at the median. The whiskers indicate most extreme, nonoutlier data points. Where data lie outside, an IQR of 1.5 is represented as a circular flier. The notches represent the 95% CI around the median. DSC: Dice similarity coefficient; UCLH: University College London Hospitals.
Figure 10. Model generalizability to an independent test set from The Cancer Imaging Archive (TCIA). Quantitative performance of the model on TCIA test set in comparison with radiographers. (a) Surface Dice similarity coefficient (on the TCIA open-source test set) for the segmentations compared with the gold standard for each organ at an organ-specific tolerance $\tau$. Blue: our model, green: radiographers. (b) Performance difference between the model and the radiographers. Each blue dot represents a model-radiographer pair. Red lines show the mean difference. The gray area highlights nonsubstantial differences ($\pm 5\%$ to $+5\%$). The box extends from the lower to upper quartile values of the data, with a line at the median. The whiskers indicate most extreme, nonoutlier data points. Where data lie outside, an IQR of 1.5 is represented as a circular flier. The notches represent the 95% CI around the median. DSC: Dice similarity coefficient; TCIA: The Cancer Imaging Archive.

For more detailed results demonstrating surface DSC and volumetric DSC for each individual patient from the TCIA test set, see Table S4 and Table S5, respectively, in Multimedia Appendix 1.

Comparison With Previous Work

An accurate quantitative comparison with previously published literature is difficult because of inherent differences in definitions of ground truth segmentations and varied processes.
of arbitration and consensus building. Given that the use of surface DSC is novel in this study, we also reported the standard volumetric DSC scores achieved by our algorithm (despite the shortcomings of this method) so that our results can be directly compared with those in the existing literature. An overview of past papers that have reported mean volumetric DSC for unedited automatic delineation of head and neck CT organs at risk can be found in Table S6, Multimedia Appendix 1. Each used different data sets, scanning parameters, and labeling protocols, meaning that the resulting volumetric DSC results varied significantly. No study, other than ours, segmented the lacrimal glands. We compared these results with those obtained when we applied our model to three different data sets: the TCIA open-source test set, an additional test set from the original UCLH data set (UCLH test set) and the data set released by the PDDCA as part of the 2015 Medical Image Computing and Computer Assisted Intervention head and neck radiotherapy organ at risk segmentation challenge (PDDCA test set [25]). To contextualize the performance of our model, radiographer performance is shown on the TCIA test set, and oncologist interobserver variation is shown on the UCLH test set.

Although not the primary test set, we nevertheless present per-patient surface DSC and volumetric DSC for the PDDCA test set in Table S7 and Table S8 in Multimedia Appendix 1, respectively.

**Discussion**

**Principal Findings**

We demonstrated an automated deep learning–based segmentation algorithm that can perform as well as experienced radiographers for head and neck radiotherapy planning. Our model was developed using CT scans derived from routine clinical practice and therefore should be applicable in a hospital setting for the segmentation of organs at risk, routine radiation therapy quality assurance peer review, and in reducing the associated variability between different specialists and radiotherapy centers [93].

Clinical applicability must be supported not only by high model performance but also by evidence of model generalizability to new external data sets. To achieve this, we presented these results on three separate test sets, one of which (the PDDCA test set) uses a different segmentation protocol. In this study, performance in most organs at risk was maintained when tested on scans taken from a range of previously unseen international sites. Although these scans varied in patient demographics, scanning protocol, device manufacturer, and image quality, the model still achieved human performance on 19 of the 21 organs at risk studied; only the right lens and brainstem were below radiographer performance. For these organs at risk, the performance of the model might have been lower than expert performance owing to lower image quality. This is particularly evident for the right lens, where the anatomical borders were quite indistinct in some TCIA test set cases, thus preventing full segmentation by the model (Figure S6, Multimedia Appendix 1). Moreover, a precise CT definition of the brainstem’s proximal and distal boundaries is lacking, a factor that might have contributed to labeling variability and thus to decreased model performance. Finally, demographic bias may have resulted from the TCIA data set selection for cases of more advanced head and neck cancer [48] or from variability in the training data [10].

One major contribution of this paper is the presentation of a performance measure that represents the clinical task of organ at risk correction. In the first preprint of this work, we introduced surface DSC [70], a metric conceived to be sensitive to clinically significant errors in organ at risk delineation. Surface DSC has recently been shown to be more strongly correlated with the amount of time required to correct segmentation for clinical use than traditional metrics, including volumetric DSC [94,95].

Small deviations in organ at risk border placement can have a potentially serious impact, increasing the risk of debilitating side effects for the patient. Misplacement by only a small offset may thus require the entire region to be redrawn, and in such cases, an automated segmentation algorithm may offer no time savings. Volumetric DSC is relatively insensitive to such small changes in large organs, as the absolute overlap is also large. Difficulties identifying the exact borders of smaller organs can result in large differences in volumetric DSC, even if these differences are not clinically relevant in terms of their effect on radiotherapy treatment. By strongly penalizing border placement outside a tolerance determined by consultant oncologists, the surface DSC metric resolves these issues.

Although volumetric DSC is therefore not representative of clinical consequences, it remains to be the most popular metric for evaluating segmentation models and therefore the only metric that allows comparison with previously published works. In recent years, fully convolutional networks have become the most popular and successful methodology for organ at risk segmentation in head and neck CT for de novo radiotherapy planning [40-45,58-69]. Although not directly comparable owing to different data sets and labeling protocols, our volumetric DSC results compare favorably with the existing published literature for many of the organs at risk (see Table S6 and Figure S7, Multimedia Appendix 1, for more details on this and other prior publications). In organs at risk with inferior volumetric DSC scores compared with the published literature, both our model and human radiographers achieved similar scores. This suggests that current and previously published results are difficult to compare, either because of the inclusion of more difficult cases than previous studies or because of different segmentation and scanning protocols. To allow more objective comparisons of different segmentation methods, we made our labeled TCIA data sets freely available to the academic community (see the Acknowledgments section on data availability). At least 11 auto-segmentation software solutions are currently available commercially, with varying claims regarding their potential to lower segmentation time during radiotherapy planning [96]. The principal factor that determines whether automatic segmentation is time saving during the radiotherapy workflow is the degree to which automated segmentations require correction by oncologists.

The wide variability in state-of-the-art and limited uptake in routine clinical practice motivates the need for clinical studies evaluating model performance in practice. Future work will seek to define the clinical acceptability of the segmented organs.
at risk produced by our models and estimate the time saving that could be achieved during the radiotherapy planning workflow in a real-world setting.

A number of other study limitations should be addressed in future studies. First, we included only planning CT scans because magnetic resonance imaging and positron emission tomography scans were not routinely performed for all patients in the UCLH data set. Some organ at risk classes, such as optic chiasm, require co-registration with MR images for optimal delineation, and access to additional imaging has been shown to improve the delineation of optic nerves [29]. As a result, certain organ at risk classes were deliberately excluded from this CT-based project and will be addressed in future work that will incorporate magnetic resonance imaging scans. A second limitation is with regard to the classes of organs at risk in this study. Although we presented one of the largest sets of reported organs at risk in the literature [44,97,98], some omissions occurred (eg, oral cavity) owing to an insufficient number of examples in the training data that conformed to a standard international protocol. The number of oncologists used in the creation of our ground truth may not have fully captured the variability in organ at risk segmentation or may have been biased toward a particular interpretation of the Brouwer Atlas used as our segmentation protocol. Even in an organ as simple as the spinal cord that is traditionally reliably outlined by auto-segmentation algorithms, there is ambiguity between the inclusion of, for example, the nerve roots. Such variation may widen the thresholds of acceptable deviation in favor of the model, despite a consistent protocol. Future studies will address these deficits alongside time-consuming lymph node segmentation.

Finally, neither of the test sets used in this study included the patients’ protected-characteristic status. This is a significant limitation, as it prevents the study of intersectional fairness.

Conclusions

In conclusion, we demonstrated that deep learning can achieve human expert–level performance in the segmentation of head and neck organs at risk in radiotherapy planning CT scans, using a clinically applicable performance metric designed for this clinical scenario. We provided evidence of the generalizability of this model by testing it on patients from different geographies, demographics, and scanning protocols. This segmentation algorithm was performed with similar accuracy compared with experts and has the potential to improve the speed, efficiency, and consistency of radiotherapy workflows, with an expected positive influence on patient outcomes. Future work will investigate the impact of our segmentation algorithm in clinical practice.
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Abstract

Background: The supervised deep learning approach provides state-of-the-art performance in a variety of fundus image classification tasks, but it is not applicable for screening tasks with numerous or unknown disease types. The unsupervised anomaly detection (AD) approach, which needs only normal samples to develop a model, may be a workable and cost-saving method of screening for ocular diseases.

Objective: This study aimed to develop and evaluate an AD model for detecting ocular diseases on the basis of color fundus images.

Methods: A generative adversarial network–based AD method for detecting possible ocular diseases was developed and evaluated using 90,499 retinal fundus images derived from 4 large-scale real-world data sets. Four other independent external test sets were used for external testing and further analysis of the model’s performance in detecting 6 common ocular diseases (diabetic retinopathy [DR], glaucoma, cataract, age-related macular degeneration, hypertensive retinopathy [HR], and myopia), DR of different severity levels, and 36 categories of abnormal fundus images. The area under the receiver operating characteristic curve (AUC), accuracy, sensitivity, and specificity of the model’s performance were calculated and presented.

Results: Our model achieved an AUC of 0.896 with 82.69% sensitivity and 82.63% specificity in detecting abnormal fundus images in the internal test set, and it achieved an AUC of 0.900 with 83.25% sensitivity and 85.19% specificity in 1 external proprietary data set. In the detection of 6 common ocular diseases, the AUCs for DR, glaucoma, cataract, AMD, HR, and myopia were 0.891, 0.916, 0.912, 0.867, 0.895, and 0.961, respectively. Moreover, the AD model had an AUC of 0.868 for detecting any DR, 0.908 for detecting referable DR, and 0.926 for detecting vision-threatening DR.

Conclusions: The AD approach achieved high sensitivity and specificity in detecting ocular diseases on the basis of fundus images, which implies that this model might be an efficient and economical tool for optimizing current clinical pathways for ophthalmologists. Future studies are required to evaluate the practical applicability of the AD approach in ocular disease screening.

(J Med Internet Res 2021;23(7):e27822) doi:10.2196/27822
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Introduction

Globally, approximately 2.2 billion people have vision impairment or blindness, according to the first World Report on Vision issued by the World Health Organization in 2019 [1]. In addition, the growth of the global population and the changes in its age structure are leading to accelerated growth of this number [2]. There is adequate evidence that retinal screening and referral for treatment can prevent avoidable blindness [3]. Advances in fundus imaging are expected to decrease preventable visual morbidity by enabling convenient and timely eye disease screening [4,5]. Color fundus camera imaging is an essential and easy-to-master technique for detecting a variety of eye diseases, such as diabetic retinopathy (DR) [6], age-related macular degeneration (AMD) [7], glaucoma [8], cataracts [9], and myopia [10,11]. However, in most countries, especially in low-income countries or regions with insufficient medical resources, there are not enough highly skilled ophthalmologists engaged in eye screening. Therefore, there is an urgent need to develop a convenient and low-cost auxiliary diagnostic system to screen for ocular diseases.

With the promotion of artificial intelligence (AI) in medicine over the past decade [12,13], AI has proven to be effective and feasible for automatic eye disease screening or diagnosis based on color retinal fundus images. Over the past few years, supervised deep learning approaches have provided state-of-the-art performance in eye disease classification tasks and have achieved excellent sensitivity and specificity in the detection of DR [14-16], AMD [17,18], cataracts [11], glaucoma [15,19], and pathological myopia [20]. However, these models may fail in real-life settings because they are trained on the basis of only one type of fundus disease, when a given fundus image used for inference is neither normal nor the specific ocular disease used in training; in such situations, the model is bound to make an incorrect prediction. A multiclass model that includes all types of ocular diseases may be an option to consider. However, such a model would require large data sets annotated by ophthalmologists, which is laborious and expensive. Furthermore, the gamut of all possible anomalies is not available in most cases owing to the rarity of certain diseases and disorders.

In disease screening, the proportion of normal samples is generally much higher than that of anomalies, which implies that the task is akin to anomaly detection (AD). In AD, a model is developed on the basis of only normal samples to capture the distribution of normality and is then evaluated on both unseen normal and abnormal samples to test their deviation from the distribution [21]. Numerous previous studies have focused on AD in understanding visual scenes [22-25], with a wide range of application domains [26-29]. However, AD has rarely been applied to medical images, where the distinctions between normality and anomaly may be subtler and more variable than those in natural images.

In the field of ophthalmology, Seebök et al [30] developed the first AD system by training a 1-class support vector machine model unsupervised to identify anomalous regions in optical coherence tomography (OCT) images. Furthermore, a series of generative adversarial network (GAN)–based AD methods were proposed for OCT AD, which demonstrated excellent performance [31-33]. To date, only 1 study has adopted the isolation forest AD algorithm to detect ocular diseases on the basis of small-scale data sets of color retinal fundus images [34]. The area under the receiver operating characteristic curve (AUC) of the model for detecting premature retinopathy and DR were 0.770 and 0.745, respectively, which do yet meet clinical requirements. Hence, we decided to test the prospects of a deep learning–based AD model developed on a large-scale data set of color fundus images.

The primary aim of our study was to develop an AD model based on normal retinal fundus images for the detection of ocular diseases. Our secondary aim was to evaluate the performance of this approach in detecting 6 common ocular diseases, DR of different severity grades, and a variety of fundus abnormalities.

Methods

Methods Overview

Figure 1 represents the workflow for the establishment and verification of the proposed AD method in this study. The first step was to compile fundus images from various sources into a large-scale data set, which contains public data sets available on websites and data sets of our own. The next step was to preprocess the fundus images, including manual removal of fundus images that are not qualified for diagnosis because of substandard quality, as well as cropping of images from different sources to a uniform size. In the third step, the AD model was developed on the training and validation sets. Specifically, the training set was applied to optimize the learnable parameters of the model, whereas the validation set was used to determine the best configuration of the hyperparameters (such as the learning rate, batch size, and momentum) through the random search strategy. The optimal hyperparameters refer to the combination of hyperparameters that can make the AD model achieve the highest AUC on the validation set. In the last step, the final model was first evaluated on internal and primary external test sets, and then we evaluated the model’s ability to detect 6 common ocular diseases, different severity levels of DR, and 36 types of fundus abnormal findings or diseases.
Training, Validation, and Test Sets

Eight color fundus image data sets from various sources were collected for model development and evaluation in our study, which are described in Table 1. These fundus images were collected from numerous clinical or health care institutions with diverse models of color fundus cameras in 4 countries (United States, India, China, and France). All fundus images were centered near the macula, while the pupil dilation and field of vision were inconsistent.

We compiled 4 data sets (3 publicly available and 1 proprietary), which comprise 64,351 normal fundus images and 26,148 fundus images with lesions, as training, validation, and internal test sets. Since the model only needs normal fundus images for training, we randomly sampled 60% of normal fundus images as the training set, 20% of normal and 50% of abnormal fundus images as the validation set for hyperparameter tuning of the model during the training phase, and the remaining 20% of normal and 50% of abnormal fundus images as the test set for internal testing of the model’s performance.

The model was externally tested using 4 additional fundus image data sets, of which 1 is proprietary and the other 3 are publicly available (Table 1). Ocular Disease Intelligent Recognition (ODIR-5K) contains images of 6 common ocular diseases, namely DR (1334 diagnosable images), glaucoma (456 images), cataract (439 images), AMD (322 images), HR (251 images), and myopia (377 images). The Messidor-2 data set is a collection of DR examinations [35,36], which contains only abnormal images of DR, and each image is rated by a medical expert as 1 of 5 severity levels in accordance with the International Clinical Diabetic Retinopathy Disease Severity Scale [37]. The JSIEC1000 data set contains 36 categories of abnormal retinal fundus images, including some rare diseases such as retinitis pigmentosa, congenital disc abnormality, fundus neoplasm, and Vogt-Koyanagi-Harada disease.

We used these 4 data sets to further evaluate different aspects of model performance. The primary analysis was performed to evaluate the performance of the AD algorithm in detecting all abnormal fundus images in the Local-2 data set. Next, the following subsidiary analyses were performed: (1) the detection of 6 common ocular diseases was analyzed in the ODIR-5K data set, (2) the detection of different severities of DR was evaluated in the Messidor-2 data set, and (3) the detection of 36 abnormal findings or diseases was assessed on the basis of the JSIEC1000 data set.
Table 1. Summary of all data sets used to develop and evaluate the anomaly detection model.

<table>
<thead>
<tr>
<th>Source data sets</th>
<th>Abbreviation</th>
<th>Race or ethnicity</th>
<th>Cohort</th>
<th>Camera models</th>
<th>Annotators</th>
<th>Number of diagnosable images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Normal</td>
</tr>
<tr>
<td><strong>Training, validation and internal test sets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EyePACS program in California</td>
<td>EyePACS</td>
<td>Various ethnicities</td>
<td>Clinic-based</td>
<td>A variety of cameras</td>
<td>A panel of medical specialists</td>
<td>47,306</td>
</tr>
<tr>
<td>(United States)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Examination Center of</td>
<td>Local-1</td>
<td>Chinese</td>
<td>Population-based</td>
<td>Topcon TRC-NW100</td>
<td>1 ophthalmologist</td>
<td>14,933</td>
</tr>
<tr>
<td>Beijing Xiaotangshan Hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(China)</td>
<td>AEHI</td>
<td>Indian</td>
<td>Clinic-based</td>
<td>A variety of cameras</td>
<td>1 clinician</td>
<td>1764</td>
</tr>
<tr>
<td>Aravind Eye Hospital (India)</td>
<td>IDRID</td>
<td>Indian</td>
<td>Clinic-based</td>
<td>Unclear</td>
<td>Medical experts</td>
<td>348</td>
</tr>
<tr>
<td>Eye Clinic of Sushrusha Hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(India)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>External test sets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beijing Physical Examination</td>
<td>Local-2</td>
<td>Chinese</td>
<td>Population-based</td>
<td>Topcon TRC-NW400</td>
<td>1 ophthalmologist</td>
<td>17,027</td>
</tr>
<tr>
<td>Center (China)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 400 clinical hospitals</td>
<td>ODIR-5K</td>
<td>Chinese</td>
<td>Clinic-based</td>
<td>A variety of cameras</td>
<td>Trained human readers</td>
<td>3492</td>
</tr>
<tr>
<td>in China (China)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ophthalmology department of</td>
<td>Messidor-2</td>
<td>French</td>
<td>Clinic-based</td>
<td>Topcon TRC NW6</td>
<td>1 medical expert</td>
<td>1017</td>
</tr>
<tr>
<td>Brest University Hospital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(France)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint Shantou International Eye</td>
<td>JSEIC1000</td>
<td>Chinese</td>
<td>Clinic-based</td>
<td>A variety of cameras</td>
<td>Medical experts</td>
<td>54</td>
</tr>
<tr>
<td>Centre (China)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Image Preprocessing**

Our data sets were obtained from a wide range of real-world sources, and their characteristics reflect their origins; some images may be out of focus, of inaccurate exposure, or contain artefacts and noise that are not relevant to the diagnosis. For unsupervised AD methods, it is necessary to eliminate these low-quality fundus images to ensure that they are not recognized as abnormal images [38]. Two trained junior ophthalmologists (with 2~3 years of experience) were asked to identify and discard low-quality fundus images that were insufficient to make a reliable diagnosis independently. In case of discordance between these 2 screeners, arbitration was performed by a senior ophthalmologist (with 12 years of experience) to generate a final judgment. The number of diagnosable images in each data set is listed in Table 1.

Moreover, owing to the diverse fundus camera models and settings, the regions captured by the fundus photographs are also markedly heterogeneous, which may cause the model to learn features that are extraneous to disease diagnosis. Hence, we cropped all fundus images to save the same area and standardized the image sizes to a width and height of 800 pixels and 660 pixels, respectively. Multimedia Appendix 1 provides details regarding the pipeline for fundus image preprocessing. We determined the optimal input image resolution for loading into the model through a pilot study, which investigated image resolutions ranging from 32 × 32 pixels to 640 × 640 pixels. The results showed that an image resolution of 256 × 256 pixels achieved the maximum AUC (Multimedia Appendix 2). Hence, we reshaped the fundus images to 256 × 256 pixels when loading them into the AD model for training or inference.

**AD Algorithm**

In this study, we adopted an AD method, known as Skip-GANomaly, proposed by Akçay et al [21]. This approach learns representations within both image and latent vector space jointly and achieves state-of-the-art performance both statistically and computationally.

As shown in Figure 2, this algorithm is a GAN network that includes a generator (G) and a discriminator (D) network. The generative network is similar to an automatic encoder, which comprises an encoder (G_E) and a decoder (G_D) network and skip connections between them. In the training phase, the model is trained only on normal samples, and the training objective is to capture the distribution of normal images within not only image space but also latent vector space. To achieve this goal, 3 loss equations are established: adversarial loss \(L_{adv}\), contextual loss \(L_{con}\), and latent loss \(L_{lat}\). The total training objective becomes a weighted sum of the aforementioned losses. In the inference phase, an anomaly score composed of weighted
contextual loss ($L_{con}$) and latent loss ($L_{lat}$) was used to detect the anomalies. The training objective would yield minimum anomaly scores for training samples (normal samples) but higher scores for abnormal images. Hence, a higher anomaly score for a given sample $x$ indicates that $x$ is likely abnormal with respect to the distribution of normal samples learned by the AD model from the training set during training [21]. The optimal threshold for the anomaly scores was determined using the Youden index [39]; that is, the critical threshold value that achieved the maximum Youden index was referred to as the optimal threshold.

**Figure 2.** Overview of the training procedure of the Skip-GANomaly model.

We trained the AD model in an unsupervised manner on the training set (38,611 normal samples) and tuned the hyperparameters of the model on the validation set (containing 12,870 normal and 13,074 abnormal samples). The configuration of the optimal hyperparameters, the optimization objective of the model in the training phase, and the calculation method of anomaly score in the inference phase are detailed in Multimedia Appendix 3.

**Statistical Analysis**

The metrics AUC, accuracy, sensitivity, and specificity were used to evaluate the performance of the AD algorithm. For the calculation, abnormal fundus images were regarded as positive samples, and normal fundus images were regarded as negative. The binomial exact 95% CI was calculated for the AUC, and the Wilson score was applied to calculate the Wilson 95% CIs for accuracy, sensitivity, and specificity. All statistical analyses were conducted using R (version 3.6.0, The R Foundation).

**Results**

In total, the AD algorithm for detecting abnormal fundus images was developed using a training set of 38,611 normal fundus images and a validation set comprising 12,870 normal fundus images and 13,074 anomalies. With the optimal hyperparameters derived from model tuning, a final complete model was trained on all 51,481 images, including all normal fundus images in the training set and the validation set. Then, we evaluated the model’s performance in detecting abnormal fundus images in the internal and external test sets.

First, we investigated the model’s performance on the internal test set (containing 12,870 normal fundus images and 13,074 anomalies) and the external test set Local-2 (containing 17,027 normal fundus images and 1089 anomalies). The algorithm achieved an AUC of 0.896 on the internal test set (Table 2 and Figure 3). The maximum Youden index was 0.6536 (sensitivity=82.69% and specificity=82.63%), which corresponded to the optimal threshold of $2.874 \times 10^{-3}$. The model’s performance on external test set Local-2 was equal to its performance on the internal test set (Table 2).
Table 2. The performance of the anomaly detection model in detecting abnormal fundus images in the internal and external test sets.

<table>
<thead>
<tr>
<th>Test data sets</th>
<th>Area under the receiver operating characteristic curve (95% CI)a</th>
<th>Proportion (%) (95% CI)b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Internal test set</td>
<td>0.896 (0.891-0.900)</td>
<td>82.67 (82.10-83.22)</td>
</tr>
<tr>
<td>Local-2</td>
<td>0.900 (0.893-0.906)</td>
<td>83.35 (82.63-84.04)</td>
</tr>
</tbody>
</table>

aThe binomial exact 95% CI was calculated for each are under the receiver operating characteristic curve.
bThe Wilson score was applied to calculate the Wilson 95% CI for accuracy, sensitivity, and specificity.

Figure 3. ROC and AUC of the anomaly detection model for detecting abnormalities in the internal test set, as well as detecting aDR, rDR, and vDR in the Messidor-2 data set. “internal” refers to internal test set. aDR diabetic retinopathy of any severity, AUC: area under the receiver operating characteristic curve, rDR: referable diabetic retinopathy, ROC: receiver operating characteristic, vDR vision-threatening diabetic retinopathy.

Next, to explore the model’s capacity to detect different ocular diseases, we evaluated the model’s effectiveness in detecting 6 common types of ocular diseases by using the ODIR-5K data set (Table 3 and Figure 4). The top 3 AUCs were 0.961, 0.916, and 0.912, which corresponded to myopia, glaucoma, and cataract, respectively. AMD had the lowest AUC of 0.867 among all 6 categories. The model had greater than 80% accuracy, sensitivity, and specificity for the detection of all evaluated ocular diseases, except for AMD. Furthermore, we calculated the anomaly score of each fundus image and plotted the distribution of the scores by using probability density curves (Figure 5).
Table 3. The Ocular Disease Intelligent Recognition-5K test set: area under the receiver operating characteristic curve, accuracy, sensitivity, and specificity of the anomaly detection model in detecting 6 ocular diseases.

<table>
<thead>
<tr>
<th>Ocular diseases</th>
<th>Area under the receiver operating characteristic curve (95% CI)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Proportion (%) (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>All anomalies</td>
<td>0.896 (0.885-0.906)</td>
<td>80.72 (79.39-81.99)</td>
</tr>
<tr>
<td>Diabetic retinopathy</td>
<td>0.891 (0.875-0.905)</td>
<td>80.39 (78.42-82.23)</td>
</tr>
<tr>
<td>Glaucoma</td>
<td>0.916 (0.892-0.937)</td>
<td>83.89 (80.81-86.56)</td>
</tr>
<tr>
<td>Cataract</td>
<td>0.912 (0.887-0.933)</td>
<td>83.44 (80.33-86.14)</td>
</tr>
<tr>
<td>Age-related macular degeneration</td>
<td>0.867 (0.837-0.893)</td>
<td>78.37 (74.90-81.48)</td>
</tr>
<tr>
<td>Hypertensive retinopathy</td>
<td>0.895 (0.866-0.920)</td>
<td>82.37 (78.93-85.36)</td>
</tr>
<tr>
<td>Myopia</td>
<td>0.961 (0.942-0.975)</td>
<td>88.78 (85.97-91.08)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The binomial exact 95% CI was calculated for each are under the receiver operating characteristic curve.

<sup>b</sup>The Wilson score was applied to calculate the Wilson 95% CI for accuracy, sensitivity, and specificity.

Figure 4. ROC and AUC of the anomaly detection model for detecting 6 ocular diseases. AMD: age-related macular degeneration, AUC: area under the receiver operating characteristic curve, DR: diabetic retinopathy, HR: hypertensive retinopathy, and ROC: receiver operating characteristic curve.
Figure 5. The probability density curves of the anomaly scores for the Ocular Disease Intelligent Recognition-5K test set. The solid red curve indicates the anomaly score distribution of normal fundus images, and the solid blue curve indicates the anomaly score distribution of all abnormal fundus images. The dotted line represents the anomaly score distribution of 6 types of abnormal fundus images. AMD: age-related macular degeneration, and DR: diabetic retinopathy, HR: hypertensive retinopathy.

Then, we assessed the performance of the model in detecting fundus images of referable DR and vision-threatening DR by using the Messidor-2 data set. Referable DR was defined as moderate DR or worse (severe DR and proliferative DR), and vision-threatening DR was defined as severe or proliferative DR. The AUC of the AD model was 0.908 for referable DR and 0.926 for vision-threatening DR, both of which were higher than the AUC of 0.868 for any DR (Table 4 and Figure 3).

Finally, we evaluated the model’s performance in detecting 36 abnormal findings or diseases on retinal fundus images by using the JSIEC1000 data set. In detecting any abnormal findings or diseases, the model’s AUC was 0.895 with an accuracy of 82.35%, sensitivity of 82.69%, and specificity of 82.99%. For each of the 36 abnormal findings or diseases, the AUC values ranged from 0.630 to 0.987, in which 23 of 36 categories had AUCs greater than 0.9, 9 categories had AUCs ranging from 0.8 to 0.9, and 4 categories had AUCs less than 0.8 (Multimedia Appendix 4).

Table 4. The Messidor-2 test set: area under the receiver operating characteristic curve, accuracy, sensitivity, and specificity of the anomaly detection model in detecting diabetic retinopathy of different severities.

<table>
<thead>
<tr>
<th>Severity of diabetic retinopathy</th>
<th>Area under the receiver operating characteristic curve (95% CI)</th>
<th>Proportion (%) (95% CI)</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any diabetic retinopathy</td>
<td>0.868 (0.854-0.880)</td>
<td>79.45 (78.36-80.52)</td>
<td>79.47</td>
<td>79.45</td>
<td>79.41</td>
</tr>
<tr>
<td>Referable diabetic retinopathy</td>
<td>0.908 (0.899-0.916)</td>
<td>83.38 (81.49-84.84)</td>
<td>83.36</td>
<td>83.36</td>
<td>83.39</td>
</tr>
<tr>
<td>Vision-threatening diabetic retinopathy</td>
<td>0.926 (0.918-0.933)</td>
<td>86.40 (81.45-88.19)</td>
<td>86.38</td>
<td>86.38</td>
<td>86.43</td>
</tr>
</tbody>
</table>

aThe binomial exact 95% CI was calculated for each area under the receiver operating characteristic curve.
bThe Wilson score was applied to calculate the Wilson 95% CI for accuracy, sensitivity, and specificity.
Discussion

Principal Findings

In this study, a GAN-based AD approach was developed to detect ocular diseases or abnormalities by using only normal fundus images. Four data sets containing over 53,236 color fundus images from various geographic and ethnic groups were applied for model training, validation, and internal testing, along with 4 data sets for external testing. Our results show that our approach achieved an AUC of 0.896, sensitivity of 80.69%, and specificity of 81.00% in detecting abnormal fundus images in the internal test set, and the developed model showed stable and consistent performance in the primary external test set, Local-2. This study further analyzed the model’s ability to detect DR, glaucoma, cataracts, AMD, HR, and myopia and compared the performance of the model in detecting different severities of DR. To our knowledge, this is the first study using large-scale data sets of color fundus images to detect various ocular diseases by using an AD approach. The contribution of the AD model we established is to automatically detect abnormal fundus images so that the ophthalmologist can focus on the diagnosis based on abnormal fundus images and avoid spending extensive time and effort on masses of normal fundus images.

Comparison With Existing Studies

Previous studies have applied AD to screen eye disorders; however, most of those studies were based on OCT images. Retinal fundus photography is simpler to operate and more cost-effective than OCT, which renders it suitable for early screening of ocular disease [40]. Thus far, only Ouardini et al [34] have used AD with regard to color retinal fundus images; however, the 2 data sets they used were small, and only 1 type of fundus abnormality (retinopathy of prematurity or DR) was included in each data set. In our study, we developed an AD model based on 4 large-scale data sets derived from clinical or population screening and conducted external validation on 4 independent data sets, which ensured the robustness and generalizability of the model. Hence, this study substantially complements the findings of previous studies.

In recent years, there has been a surge in supervised deep learning studies for classifying fundus images, and many studies have achieved excellent performance. For example, Ting et al [41] trained a deep learning system to detect specific ocular diseases through binary classification tasks, achieving 90.5% sensitivity and 91.6% specificity for the detection of referable DR, 96.4% sensitivity and 87.2% specificity for possible glaucoma, and 93.2% sensitivity and 88.7% specificity for AMD, which is markedly higher than those of our method. The main reason may be that we used unsupervised learning; the model only learns the distribution pattern of normal images in model training, rather than the distributions of normal and abnormal images simultaneously as in supervised learning [42].

However, the unsupervised AD approach applied in our study has several specific advantages. First, model fitting does not require any labeled abnormal fundus images for training, which greatly reduces the cost of image annotation. Second, the AD model from our study can theoretically detect all classes of abnormal fundus images, including those of rare ocular diseases, while supervised learning is limited to detecting the types of abnormal images used in model training. Third, owing to the existence of various types of abnormal fundus images in clinical practice, the applicability of binary classification models is very low. For instance, the premise for a binary classification model to be applicable for distinguishing between normal and DR images is that the fundus image to be discriminated by the model must be either a normal fundus image or a DR fundus image. Any other type of image will inevitably lead to incorrect classification results. However, AD models do not present such issues.

Limitations

This study has some limitations of note. First, the model we established in this study has lower precision than that achievable by a supervised learning model. Nevertheless, the detection performance of the AD algorithm remained clinically acceptable and highly reproducible both in the internal test set and in external data sets. For DR screening, international guidelines recommended a minimum sensitivity of 60% (Australia) to 80% (United Kingdom) [43,44]. In clinical applications, to ensure that the model has a minimal false-negative rate, the sensitivity of the model can be increased by lowering the threshold of anomaly scores. Second, this model can only screen out abnormal fundus images and cannot directly provide specific diagnoses, which still require an ophthalmologist for completion. As such, the model is not capable of making a fully automated diagnosis, and its primary function is to allow ophthalmologists to focus more on the fundus images of possible lesions. The AD model is well suited for fundus screening in the general population, which predominately includes normal fundus images. Owing to the wide variety of existing ocular diseases, the use of fundus images alone is not a sufficient basis for accurate diagnosis of ocular diseases, and the model also requires information regarding the patient’s medical history and clinical findings. Furthermore, the AD approach can detect anomalies only at the image level, not at the pixel level, and cannot show the specific locations of anomalies (eg, hard exudate, retinal vein occlusion, and macular hole) with heatmaps. The inherent black-box nature of deep learning may affect its acceptance for clinical use by ophthalmologists [45].

Conclusion

In conclusion, we developed and evaluated a cost-effective and time-efficient AD model to screen for ocular diseases or abnormalities, which showed high sensitivity and specificity. Further studies are required to determine the feasibility of applying this algorithm for clinical diagnosis or screening and to determine whether the use of this algorithm could lead to improved care and outcomes, compared to the current diagnostic workflow.
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<table>
<thead>
<tr>
<th>AD</th>
<th>anomaly detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>AMD</td>
<td>age-related macular degeneration</td>
</tr>
<tr>
<td>AUC</td>
<td>area under the receiver operating characteristic curve</td>
</tr>
<tr>
<td>DR</td>
<td>diabetic retinopathy</td>
</tr>
<tr>
<td>GAN</td>
<td>generative adversarial network</td>
</tr>
<tr>
<td>HR</td>
<td>hypertensive retinopathy</td>
</tr>
<tr>
<td>OCT</td>
<td>optical coherence tomography</td>
</tr>
<tr>
<td>OD</td>
<td>Ocular Disease Intelligent Recognition</td>
</tr>
</tbody>
</table>
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Abstract

Background: Machine learning techniques are increasingly being applied in health research. It is not clear how useful these approaches are for modeling continuous outcomes. Child quality of life is associated with parental socioeconomic status and physical activity and may be associated with aerobic fitness and strength. It is unclear whether diet or academic performance is associated with quality of life.

Objective: The purpose of this study was to compare the predictive performance of machine learning techniques with that of linear regression in examining the extent to which continuous outcomes (physical activity, aerobic fitness, muscular strength, diet, and parental education) are predictive of academic performance and quality of life and whether academic performance and quality of life are associated.

Methods: We modeled data from children attending 9 schools in a quasi-experimental study. We split data randomly into training and validation sets. Curvilinear, nonlinear, and heteroscedastic variables were simulated to examine the performance of machine learning techniques compared to that of linear models, with and without imputation.

Results: We included data for 1711 children. Regression models explained 24\% of academic performance variance in the real complete-case validation set, and up to 15\% in quality of life. While machine learning techniques explained high proportions of variance in training sets, in validation, machine learning techniques explained approximately 0\% of academic performance and 3\% to 8\% of quality of life. With imputation, machine learning techniques improved to 15\% for academic performance. Machine learning outperformed regression for simulated nonlinear and heteroscedastic variables. The best predictors of academic performance in adjusted models were the child’s mother having a master-level education ($P<.001$; $\beta=1.98$, 95\% CI 0.25 to 3.71), increased television and computer use ($P=.03$; $\beta=1.19$, 95\% CI 0.25 to 3.71), and dichotomized self-reported exercise ($P=.001$; $\beta=2.47$, 95\% CI 1.08 to 3.87). For quality of life, self-reported exercise ($P<.001$; $\beta=1.09$, 95\% CI 0.53 to 1.66) and increased television and computer use ($P=.002$; $\beta=-0.95$, 95\% CI $-1.55$ to $-0.36$) were the best predictors. Adjusted academic performance was associated with quality of life ($P=.02$; $\beta=0.12$, 95\% CI 0.02 to 0.22).

Conclusions: Linear regression was less prone to overfitting and outperformed commonly used machine learning techniques. Imputation improved the performance of machine learning, but not sufficiently to outperform regression. Machine learning techniques outperformed linear regression for modeling nonlinear and heteroscedastic relationships and may be of use in such cases. Regression with splines performed almost as well in nonlinear modeling. Lifestyle variables, including physical exercise, television and computer use, and parental education are predictive of academic performance or quality of life. Academic performance is associated with quality of life after adjusting for lifestyle variables and may offer another promising intervention target to improve quality of life in children.
modelling; linear regression; machine learning; artificial intelligence; quality of life; academic performance; continuous/quasi-continuous health outcomes

Introduction

In trials and quasi-experimental designs, reported sample sizes range from less than 100 to several thousand [1]. Linear regression approaches are widely used for modeling continuous outcome data in such studies [2]. Processor advancements, data abundance, and routine data collection have generated a general rise in popularity of artificial intelligence or machine learning techniques. In contrast to regression, the use of machine learning techniques requires making fewer assumptions about data structure [3]. Machine learning techniques have been used extensively in areas such as biomedicine and, to a lesser extent, in areas such as chronic disease, pain, psychology, and sociology, where data have not typically been available in such abundance [4-6]. Machine learning techniques have yielded useful health classification models [7,8]. Numerous comparisons exist between machine learning techniques and traditional logistic or multinomial logit regression, demonstrating that approaches can yield similar performance and highlighting a risk of overfitting in machine learning techniques [9]. However, few comparisons exist between machine learning techniques and linear regression for continuous outcomes in health data sets, and where such comparisons have been made, sample sizes have been small [10,11].

Quality of life is an important health outcome in trials [2,12]. Child quality of life is associated with parental socioeconomic status and activity levels [13-16]. Diet is associated with child mental health, but the nature of the relationship between diet and child quality of life is less clear [17,18]. It has been suggested that aerobic fitness and muscular strength are positively associated with child quality of life [13,19]. The extent to which academic performance and quality of life are associated is also unclear. Known predictors of academic performance include parental socioeconomic status, child IQ, and activity levels, and there is some evidence of association with diet [20-22]. Thus, any relationship between quality of life and academic performance may be confounded by common associations with socioeconomic status, activity, and diet. Our aims were to examine the performance of linear regression and common machine learning techniques; the extent to which lifestyle variables (including physical activity, aerobic fitness, muscular strength, diet) and parental education are predictive of academic performance and quality of life; and the association between academic performance and quality of life, after adjusting for confounding variables, using a relatively large data set with continuous health outcomes.

Methods

Data Set

We used data from fifth-year students attending 9 schools in Norway between 2015 and 2019, within the Health Oriented Pedagogical Project (HOPP), which is an ongoing quasi-experimental study (ClinicalTrials.gov; NCT02495714) in which data up to 2019 were captured [23]. Schools were allocated to receive intervention (n=7) or usual curriculum (n=2). In intervention schools, child activity was increased by 225 minutes per week and an activity-based learning component (emphasizing mathematics and language studies, including English) was undertaken during the physical activity [23]. Both parent and child quality of life was measured using the Norwegian version of the Inventory of Life Quality [24]. The Norwegian Inventory of Life Quality has good internal consistency (normative 11- to 12-year-old children: Cronbach α=82; parents: Cronbach α=80) and good test–retest reliability in Norwegian children (normative 11- to 14-year-old children: intraclass correlation coefficient 0.86) [25]. In parents, test–retest has been reported as satisfactory, although we found no reports of a published intraclass correlation coefficient [25]. The Inventory of Life Quality spans domains of perceived school performance, family relations, peer relations, autonomy in play, physical health, mental health, and global assessment of well-being and uses a measurement scale of 0 to 100, where higher scores indicate greater quality of life. Academic performance was measured using the Norwegian Directorate for Education and Training’s compulsory National Academic Tests for fifth year students. We had access to reading, mathematics, and English test results; each academic subject was measured on a quasi-continuous scale (ranging from 0 to 100). Because we were interested in general academic performance, we used the average of these tests [26].

Physical activity level (defined by movement counts per minute: sedentary 0-99, light 100-1999, moderate 2000-4999, and hard or vigorous ≥5000 [13], while a monitor was worn between 8 hours and 6 days), percentage of time spent at each activity level, and average moderate-to-vigorous physical activity level (the sum of the minutes spent in moderate-to-vigorous activity divided by the number of valid monitored days) [27]; weight; height; blood pressure; waist circumference; muscle mass; percentage body fat; hand strength; aerobic fitness (Andersen intermittent running test [28]); executive functions (Stroop test [29,30]); parental education (university education or not; masters level or above or not); and lifestyle (self-reported diet; physical activity, and health questions from the Ungkost-2000 questionnaire [31]) data were included as predictor variables. Where there were missing observations in year 5 Ungkost variables, we carried forward observations from the same pupils in year 4.

Modeling Approaches

We split the data set randomly into training (70%) and validation (30%) sets in order to train models and subsequently evaluate performance. We expected missing data (approximately 20% overall, with few variables >50%). Full imputation may often be performed with machine learning techniques regardless of
the extent of missing data or whether or not data are missing at random. We performed a sensitivity analysis using single-mean imputation for continuous predictor variables and mode for nonbinary or categorical predictors (stratified by school) under the assumption that observations were missing at random. We tested this assumption for variables in final models by fitting a dummy variable for variable missingness, examining effect on outcome using 2-tailed independent \( t \) tests. In addition, we simulated variables with no missing data. We first examined strengths and limitations of different approaches, modeling academic performance with worked examples, and then modeled child quality of life.

**Regression Modeling**

We took a pragmatic approach to regression modeling that we judged to approximate best practice. In cases of high between-predictor correlations (\( p > 0.75 \)), we selected 1 variable for modeling. In the absence of strong clinical or theoretical indications, we chose the variable that explained the most variance. To enable comparisons to regression approaches in which individuals are clustered by site, we fitted linear mixed models with a random intercept by school. We also built nonhierarchical models, without this random effect, to compare adjusted \( R^2 \) like-for-like with machine learning techniques (in which clustering was not nominated). To facilitate comparison of residual mean square error (RMSE), we standardized variables by subtracting the mean and dividing by the standard deviation, which is required by machine learning techniques. For curvilinear relationships, we explored fitting polynomial terms. In the case of truly nonlinear relationships—variables that are not well modeled with a single linear predictor (notwithstanding polynomial terms)—we fitted splines (ie, piecewise fitting of models) [32].

The diet and lifestyle variables from the Ungkost-2000 questionnaire have multiple quasi-continuous responses (eg, for sugared soda consumption, response options ranged from ‘Never/rarely’ and increased incrementally over 7-levels to a maximum that indicated >7 glasses per day). Where responses were normally distributed, we treated the variables as quasi-continuous. If distributions did not satisfy normality criteria, we dichotomized variables using a cut-point [33]. Variables with significant crude effects were considered for an adjusted model. We took a manual approach to model building, using a combination of the lowest Akaike Information Criterion and variables that we judged to be clinically or theoretically useful for outcome prediction [34]. When modeling academic performance, in order to facilitate performance comparisons with partly automated machine learning techniques, we did not favor modifiable exposures, but instead, favored those we judged would explain the most variance. For quality of life, we built 2 models: (1) optimized for prediction and (2) based on modifiable exposures. Models for sensitivity analyses with imputed data were built independently.

**Machine Learning Techniques**

We evaluated the performance of 4 machine learning techniques (Table 1) [35,36]. We selected machine learning techniques that were able to be used with continuous outcome measures (and not only binary or categorical), appear commonly in health research literature, and we judged health researchers would find comparisons useful. It is beyond the scope of this paper to explain each technique in detail; however, overviews are provided in Table 1.

Variables that did not make sense to include were removed (eg, age, since participants were from the same school year). We set each approach to start with a null model and successively added variables that provided the best improvement, measured by RMSE in cross-validation [35]. We only selected tuning characteristics, such as the optimum value of \( k \) in k-nearest neighbor models, or optimum decay and threshold activation levels in neural network models, after graphical assessment. For machine learning techniques, we did not dichotomize nonnormal diet and lifestyle variables, since machine learning techniques are not sensitive to normality.

### Table 1. Machine learning techniques that were evaluated in this study.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-Nearest neighbors</td>
<td>A classification technique that assigns class or predicts a continuous value based on the classes or values of ( k ) nearest neighbors.</td>
</tr>
<tr>
<td>Neural network</td>
<td>A technique in which artificial neuron cores are connected with ( n ) input channels, inputs are weighted and summed, and the output (if above an activation threshold) feeds into another neuron in a deeper hidden layer. This deeper neuron receives multiple inputs from each neuron in the layer above, and communicates output with either another hidden layer, or an output layer. Synaptic weights in this structure are determined by back propagation, based on error, until convergence is reached.</td>
</tr>
<tr>
<td>Random forest</td>
<td>An iteratively grown set of decision trees, where each tree outputs outcome means, with branches split by variable characteristics, and where each tree is formed from randomly bootstrapping data, with averages taken from all trees.</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>A technique that minimizes error to individualize a hyperplane.</td>
</tr>
</tbody>
</table>

**Simulations**

We simulated data to explore types of relationship that were not present within our real data, but which we reasoned, may perform better with either regression or machine learning techniques. We simulated, without missing data, (1) a variable with a quadratic relationship with academic performance; (2) a variable with a true nonlinear relationship with academic performance; and (3) a variable with marked heteroscedasticity (ie, changing variance) with respect to academic performance (we acknowledge this is a technical violation of regression; therefore, we recorded \( R^2 \) and RMSE rather than standard error...
We permitted slight heteroscedasticities to remain in the first 2 simulations to approximate limits of real-life pragmatic decisions. We expected curvilinear simulation to favor regression, since we reasoned it would be modeled well with polynomial terms; nonlinear simulation to favor machine learning techniques, or linear regression with splines, since truly nonlinear relationships are not conducive to modeling by a single linear predictor; and heteroscedastic simulation to favor machine learning techniques, since modeling is not derived using minimum squared error, which in the presence of heteroscedasticity would no longer be the best estimator.

Performance Comparisons and Using Worked Examples for Modeling Quality of Life

To compare performance, we calculated RMSE and $R^2$ using predicted observations from training sets and observed observations from validation sets (Multimedia Appendix 1). Informed by findings from modeling academic performance, we judged the most appropriate modeling technique for quality of life, and to confirm that we had made the correct choice, we compared the performance of the approaches that we selected with those that we did not select.

To aid interpretation of adjusted regression model outputs for those unfamiliar with the outcome scales, we calculated Cohen $d$ for our judgements of clinically intuitive predictor magnitudes, by outcome variable; where $d$ may be interpreted by thresholds of small (0.2), medium (0.5), and large (0.8) effects [37].

All analyses were performed using Stata (version 15.1; StataCorp LLC) and R (version 3.6; R Foundation for Statistical Computing). The HOPP project received approval from the Norwegian Regional Ethical Committee (2014/2064/REK south-east), and parents of all children provided written informed consent for their child’s participation.

Results

Overview

Data comprised outcomes from 1711 year 5 (11- and 12-year-old) children (Tables S1 and S2 in Multimedia Appendix 1), of whom 1368 (80.0%) had completed National Test outcomes and 1560 (91.6%) had completed quality of life outcomes. Missing data ranged from 4% to 81%, by variable. Our training and validation data sets had data from 1205 and 506 children, respectively.

Academic Performance and Simulated Data

Academic performance was approximately normally distributed (Figure 1). From crudely modeled academic performance variables (Table S3 in Multimedia Appendix 1), we selected 7 variables for modeling (Table 2). We noted that after adjustment, dietary variables either explained too little variance or had too few observations for us to select for inclusion. Machine learning techniques did retain some dietary variables (Table S4 in Multimedia Appendix 1).

In real complete-case data, nonhierarchical and mixed models explained approximately 30% of the variance in the training set and 22% to 24% of the variance in the validation set (Table 3). Model residuals were normally distributed. Machine learning models explained between 13% and 63% of the variance in the training set and approximately 0% of the variance in validation (Table 3).

Figure 1. Histogram of average national test scores.
### Table 2. Adjusted effects in selected mixed regression model for predicting academic performance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>β (95% CI)</th>
<th>n</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroop test congruent (milliseconds)</td>
<td>−0.0037 (−0.0047 to −0.0027)</td>
<td>384</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effect of master-level education for father</td>
<td>1.59 (−0.06 to 3.25)</td>
<td>384</td>
<td>.06</td>
</tr>
<tr>
<td>Effect of master-level education for mother</td>
<td>1.98 (0.25 to 3.71)</td>
<td>384</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Average hand strength (kilograms)</td>
<td>0.21 (0.08 to 0.34)</td>
<td>384</td>
<td>.001</td>
</tr>
<tr>
<td>Hours of physical activity (self-reported; dichotomized)</td>
<td>2.47 (1.08 to 3.87)</td>
<td>384</td>
<td>.001</td>
</tr>
<tr>
<td>Effect of mother having higher education</td>
<td>1.82 (0.07 to 3.57)</td>
<td>384</td>
<td>.04</td>
</tr>
<tr>
<td>Hours of television per week (self-reported; 7-level quasi-continuous)</td>
<td>1.19 (0.25 to 3.71)</td>
<td>384</td>
<td>.03</td>
</tr>
</tbody>
</table>

### Table 3. Performance indicators in real data and real data augmented with simulated data (quadratic, nonlinear, or heteroscedastic) for academic performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training (n=962)</th>
<th>Validation (n=406)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$R^2$ value&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Nonhierarchical linear model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.81</td>
<td>0.30</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.45</td>
<td>0.78</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.55</td>
<td>0.68</td>
</tr>
<tr>
<td>Mixed model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.83</td>
<td>0.30</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.46</td>
<td>0.79</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>Regression with splines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.54</td>
<td>0.70</td>
</tr>
<tr>
<td>Mixed model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.32</td>
<td>0.91</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.36</td>
<td>0.89</td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.55</td>
<td>0.63</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.33</td>
<td>0.87</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.46</td>
<td>0.77</td>
</tr>
<tr>
<td>k-Nearest neighbors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.90</td>
<td>0.13</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.37</td>
<td>0.84</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.41</td>
<td>0.81</td>
</tr>
<tr>
<td>Neural network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.43</td>
<td>0.79</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.41</td>
<td>0.79</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: residual mean square error.

<sup>b</sup>Unlike unadjusted $R^2$, it is possible for adjusted $R^2$ values to be negative.

<sup>c</sup>Not performed.
Figure 2 shows scatter plots of academic performance and simulated variables. All had strong effects in regression models when modeled as quadratic, quadratic, and linear. Adding a simulated quadratic variable to crude regression models explained approximately 79% of the variance in the training set and 82% to 83% of the variance in the validation (Table 4). Corresponding machine learning models explained 80% to 94% of the variance in the training set and 78% to 83% of the variance in the validation set, with support vector machine and neural network performing best. The nonlinear simulation was the only one with a variable that had a nonlinear relationship with academic performance, and we fitted 4 splines. Regression with splines explained 83% of the variance in the training set and 85% of the variance in the validation set. Corresponding machine learning models explained 81% to 94% of variance in the training set and 81% to 86% of the variance in the validation set, with neural network performing best. Adding a simulated heteroscedastic variable to crude regression models explained 64% of variance in the training set and 62% of the variance in the validation set. Corresponding machine learning models explained 68% to 90% of the variance in the training set and 58% to 66% of the variance in the validation set, with neural network and support vector machine performing best.

Regression performed best for modeling real data augmented with simulations (Table 3). Regression with splines performed best when adding the nonlinear simulated variable. Table 5 shows machine learning performance improved after imputation; however, regression models outperformed machine learning. Regression models built using imputed data included 13 variables (Multimedia Appendix 1). Variables selected by machine learning techniques are shown in Table S4 in Multimedia Appendix 1. The missing at random assumption was widely acceptable, with 3 out of 35 variables selected for modeling (master’s education or above for mother, master’s education or above for father, and parent quality of life score) having an effect on academic performance.

Regression performed best for modeling real data augmented with simulations (Table 3). Regression with splines performed best when adding the nonlinear simulated variable. Table 5 shows machine learning performance improved after imputation; however, regression models outperformed machine learning. Regression models built using imputed data included 13 variables (Multimedia Appendix 1). Variables selected by machine learning techniques are shown in Table S4 in Multimedia Appendix 1. The missing at random assumption was widely acceptable, with 3 out of 35 variables selected for modeling (master’s education or above for mother, master’s education or above for father, and parent quality of life score) having an effect on academic performance.

Figure 2. Scatter plots of average national test score and simulated (A) curvilinear, (B) nonlinear, and (C) heteroscedastic variables.
### Table 4. Crude performance of simulated variables.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training (n=962)</th>
<th>Validation (n=406)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$R^2$ value</td>
</tr>
<tr>
<td>Nonhierarchical linear model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.45</td>
<td>0.79</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.59</td>
<td>0.64</td>
</tr>
<tr>
<td>Mixed model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.45</td>
<td>0.79</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.57</td>
<td>0.68</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.59</td>
<td>0.64</td>
</tr>
<tr>
<td>Regression with splines</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.41</td>
<td>0.83</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.25</td>
<td>0.94</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.24</td>
<td>0.94</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.32</td>
<td>0.90</td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.44</td>
<td>0.80</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.44</td>
<td>0.81</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.57</td>
<td>0.68</td>
</tr>
<tr>
<td>k-Nearest neighbors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.40</td>
<td>0.84</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.34</td>
<td>0.88</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.49</td>
<td>0.76</td>
</tr>
<tr>
<td>Neural network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.44</td>
<td>0.80</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>0.40</td>
<td>0.84</td>
</tr>
<tr>
<td>Heteroscedastic</td>
<td>0.56</td>
<td>0.68</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: residual mean square error.

### Table 5. Performance indicators for academic performance in sensitivity analyses (single-mean imputation).

<table>
<thead>
<tr>
<th>Model</th>
<th>Training (n=962)</th>
<th>Validation (n=406)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$R^2$ value</td>
</tr>
<tr>
<td>Nonhierarchical linear model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-Nearest neighbors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neural network</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: residual mean square error.
Quality of Life

Despite a ceiling effect, we judged the distribution of child-reported quality of life (Figure 3) to be within limits of tolerance for untransformed parametric modeling (and we confirmed there was a normal distribution of residuals postmodeling). Since visual inspection revealed no nonlinear relationships, and only very slight heteroscedasticity at times, we judged regression modeling would perform best. We dichotomized 1 diet variable (fish oil consumption) based on crude effects (Table S5 in Multimedia Appendix 1). We selected a parsimonious 3-variable model (Regression model 1) on the basis of raw performance (Table S6 in Multimedia Appendix 1) and a second 4-predictor model (Regression model 2) using only variables with a high number of observations and representing modifiable risk factors (Table 6). When added, academic performance had a significant association with quality of life ($P=.02$), with an adjusted effect of 0.12 (95% CI 0.02 to 0.22). We did not include academic performance in our comparative model because it reduced observations and led to lower training $R^2$ values. Two of the machine learning techniques retained academic performance and several diet variables in addition to fish oil (Table S4 in Multimedia Appendix 1).

Figure 3. Histogram of child-reported quality of life scores.

Table 6. Adjusted effects of with modifiable risk factors in mixed regression model for predicting quality of life.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\beta}$ (95% CI)</th>
<th>n</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of physical activity (7-level quasi-continuous)</td>
<td>1.09 (0.53 to 1.66)</td>
<td>676</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hours of television per week (self-reported; 7-level quasi-continuous)</td>
<td>-0.95 (-1.55 to -0.36)</td>
<td>676</td>
<td>.002</td>
</tr>
<tr>
<td>Hard exercise (minutes)</td>
<td>0.02 (0.002 to 0.03)</td>
<td>676</td>
<td>.008</td>
</tr>
<tr>
<td>Percentage of time in moderate exercise</td>
<td>0.29 (0.002 to 0.59)</td>
<td>676</td>
<td>.048</td>
</tr>
</tbody>
</table>

Our parsimonious 3-variable mixed model explained 12% of variance in the training set and 15% of the variance in the validation set. Machine learning techniques retained more observations than the first regression model due to our selection of the fish oil variable, which had fewer observations (Table 7). Our second 4-predictor model explained 8% of the variance in the training set and 6% to 7% of the variance in the validation set. This was outperformed by support vector machine; however, our second regression model retained more observations and had been limited by us to modifiable risk factors.
Table 7. Performance indicators by modeling approach for quality of life.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training (n=1107)</th>
<th>Validation (n=453)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE(^a)</td>
<td>R(^2) value</td>
</tr>
<tr>
<td>Regression model 1</td>
<td>0.89</td>
<td>0.11</td>
</tr>
<tr>
<td>Mixed model 1</td>
<td>0.89</td>
<td>0.12</td>
</tr>
<tr>
<td>Regression model 2</td>
<td>0.91</td>
<td>0.08</td>
</tr>
<tr>
<td>Mixed model 2</td>
<td>0.91</td>
<td>0.08</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.85</td>
<td>0.14</td>
</tr>
<tr>
<td>k-Nearest neighbors</td>
<td>0.78</td>
<td>0.33</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.80</td>
<td>0.28</td>
</tr>
</tbody>
</table>

\(^a\)RMSE: residual mean square error.

Table 8 shows the results from imputed sensitivity analyses. Regression models included 8 variables (Multimedia Appendix 1). The variables selected by the machine learning techniques are shown in Table S4 in Multimedia Appendix 1. The missing at random assumption was mostly acceptable, with 5 out of the 17 variables selected for modeling (hard exercise, percentage of time in moderate and light exercise, parent quality of life score, and master’s education for father) having an effect on quality of life.

Table 8. Performance indicators by modeling approach for quality of life in sensitivity analysis (single-mean imputation).

<table>
<thead>
<tr>
<th>Model</th>
<th>Training (n=1107)</th>
<th>Validation (n=453)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE(^a)</td>
<td>R(^2) value</td>
</tr>
<tr>
<td>Regression model</td>
<td>0.95</td>
<td>.09</td>
</tr>
<tr>
<td>Mixed model</td>
<td>0.95</td>
<td>.09</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.80</td>
<td>.59</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.92</td>
<td>.17</td>
</tr>
<tr>
<td>k-Nearest neighbors</td>
<td>0.94</td>
<td>.12</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.96</td>
<td>.09</td>
</tr>
</tbody>
</table>

\(^a\)RMSE: residual mean square error.

Discussion

Principal Results and Comparisons to Existing Research

In modeling continuous health outcomes in a data set containing some missing data, linear regression was less prone to overfitting, retained more observations, and outperformed common machine learning techniques. In validation, regression explained approximately one-quarter of the variance in academic performance and up to 15% of the variance in quality of life, using exercise, lifestyle, and parental education quality of life data. Imputation improved machine learning performance, but improvements were not sufficient to outperform regression. Machine learning techniques outperformed regression for modeling nonlinear and heteroscedastic simulations and may be of use when there are no missing data or imputation is plausible, and where complex nonlinearity or heteroscedasticity exists. However, regression with splines performed almost as well for nonlinear modeling.

Multiple comparisons exist between machine learning techniques and logistic regression, multiclass, and survival analysis models, which taken together suggest similar results and an increased risk of overfitting with machine learning techniques [9,38-44]. However, few comparisons exist between machine learning techniques and linear regression for continuous health outcome measures. Hoffman et al [10] compared linear regression and support vector machine to predict Oswestry Disability Index score after surgery and found an adjusted R\(^2\) of 0.42 for linear regression and 0.93 from support vector machine in a sample of 20 individuals. We observed that R\(^2\) for support vector machine in our academic performance training set was approximately twice those for linear regression. However, the same relationship is not borne out in validation, suggesting the high R\(^2\) value in the primary data is an artefact of overfitting. Laitinen and Räsänen [45] compared a regression equation with neural network in a sample of 125 patients with congenital heart disease and found that neural network performed best. However, the neural network used study data alone, and thus, was likely subject to overfitting, while the regression equation was externally validated. Hayward et al [11], in 91 patients with pancreatic cancer, compared linear regression to several machine learning techniques, including decision trees, k-nearest neighbors, and neural network across
a range of outcomes. They reported machine learning techniques and regression were comparable in 45 (35%) comparisons, machine learning techniques were superior in 33 (25%) comparisons, and machine learning techniques were inferior in 52 (40%) comparisons [11]. Our study uses more data than were used in prior work and more clearly demonstrates the superiority of linear regression for modeling continuous outcomes.

We found very strong evidence that reported physical activity, time recorded in vigorous exercise, and percentage of time spent in moderate exercise are positively associated with quality of life as continuous health outcomes in typical circumstances when adjusted for each of the other modeled variables. Associations between socioeconomic status, increased physical activity, and child quality of life are well established [13-15,46-48]. It has been suggested that the association may be explained via mechanisms involving affective response, increased self-efficacy, and improved mood-regulating neurotransmitter and endorphin release [14,49,50]. We found strong evidence that television and computer use is inversely proportional to quality of life. Increases of 1 use level (eg, going from 0 to 2 hours use per day), 100 minutes of vigorous exercise, or a 10% increase in exercise, are associated with small or small-to-medium (Multimedia Appendix 1) effects on quality of life. A systematic review [51] of physical activity and sedentary behavior on child quality of life found consistent evidence that watching television, using computers, or playing video games for more than 2 hours per day was significantly associated with lower child or adolescent quality of life. We found very strong evidence that parental assessment of child quality of life is associated with child quality of life assessment; this has been noted previously [25]. We found some evidence of association between academic performance and quality of life after adjustment; a 20-unit increase academic performance was associated with a small quality of life increase, and we are aware of no comparative work.

We found very strong evidence that reported physical activity, increased hand strength, mother having master’s education or above, and decreased Stroop time, are associated with increases in academic performance. We found some evidence that a mother having university education and increases in television and computer use, are associated with increased academic performance. Reporting exercise that causes a sweat for at least 2 hours per week, 10 kg greater hand strength, a mother having master’s education or above, and decreased Stroop time, are associated with increases in academic performance. We found very strong evidence that parental assessment of child quality of life is associated with child quality of life assessment; this has been noted previously [25]. We found some evidence of association between academic performance and quality of life after adjustment; a 20-unit increase academic performance was associated with a small quality of life increase, and we are aware of no comparative work.

Diet may affect both quality of life and academic performance via mechanisms related to the consumption of adequate micronutrients [17,58]. An association between healthy diet and the emotional functioning subscale of the Pediatric Quality of Life Inventory was demonstrated in a prospective study [18] of 3040 Australian adolescents (age 11 to 18 years). Our findings suggest small crude effects of diet across quality of life domains more generally. Decreased attendance, attention, and academic performance have been reported in undernourished children when compared to those reported in well-nourished children; fruit and vegetables, fat, and iron intake have been highlighted as having moderate effects in a study [58] of 5200 Canadian school children. A study [20] of 4245 Australian school-aged children (age 8-15 years) showed increased consumption of evening meal vegetables, breakfast consumption, and fruit are associated with higher spelling or writing scores, and increased sugar beverages are associated with lower scores. In our study, crude effects of increased sugared cordial consumption, sugar-free cordial, and pizza were associated with decreased academic performance generally but explained too little variance for us to select for inclusion in an adjusted model.

Implications

The rising popularity of machine learning techniques is understandable given the general abundance of data and a need for fewer assumptions. Machine learning techniques may be useful simply by virtue of the amount of data available. However, in public health research and health services research, data are less abundant and often missing. When modeling continuous outcomes in such circumstances, machine learning techniques are likely to perform worse unless marked nonlinear or heteroscedastic relationships exist. We have shown that the tendency to overfit that is often demonstrated in binary and multiclass machine learning techniques is also a challenge when modeling continuous outcomes. Furthermore, an innate inability for parameter estimation hampers interpretation and may make machine learning techniques generally less useful. At the time of writing, machine learning techniques have made relatively little impact in public health research on COVID-19 (with either continuous or categorical outcomes) where there is a pressing and immediate need for good modeling. We find this unsurprising—in most cases, public health data have normal distributions, and marked nonlinearity is rare. In these cases,
traditional regression methods use the most efficient estimators and will lead to better models.

Interventions aiming to improve activity levels in children may have a positive effect on both child quality of life and academic performance. The small association between academic performance and quality of life could follow satisfaction of achievement, although reversed causal direction, or residual confounding is plausible. In addition to increasing physical activity, new interventions to improve quality of life might target improvements in academic performance. Televison and computer use is associated with decreases in quality of life but improvements in academic performance and these factors should be examined separately to clarify other promising intervention targets.

Strengths, Limitations, and Recommendations for Future Research

We provide like-for-like comparisons between machine learning techniques and regression for modeling continuous health outcomes, with larger sample size than those used in previous research, and separate validation. Nevertheless, our work has limitations. We used an average of reading, math, and English tests as a proxy for academic performance. Not including subjects such as science may impair construct coverage of academic performance. Using single-mean imputation and last observation carried forward (in missing Ungkost variables) allowed us to avoid using multiple imputation (which is based on regression approaches) for data used in machine learning models (ie, to avoid mixing methods). However, multiple imputation provides better coverage than single-mean imputation, and last observation carried forward is known to be problematic [59]. It has been highlighted that the assumption of no change over (limited) time may hold in some contexts and can be better than ignoring missingness altogether [60]. In our case, we believed the assumption of no or limited change would be better than ignoring missingness completely or mixing methods when comparing regression approaches with machine learning techniques. There is a potential limitation regarding the validity and generalizability of results to 11- and 12-year-old children in the case of greater than assumed unobserved changes in missing Ungkost variables. With respect to single-mean imputation, our results showed that the missing at random assumption was not valid for some modeled variables. We believe that the applied techniques have been kept robust to imputation issues because results were in alignment with those from complete-case analyses; however, results derived from our imputed sensitivity analyses should be interpreted cautiously. Generalization of results to other countries should also be done with caution, since there may be baseline differences in activity and culture among Norwegian children. Finally, we focused on machine learning techniques that we judged to be the most common and which we thought researchers would find useful; we acknowledge that this is not a comprehensive comparison of regression with all possible machine learning techniques.

Future focus on comparisons to other machine learning techniques, separate analysis of academic performance components, and iteratively varying the size of the training set to explore how training set size affects overfitting will provide further useful knowledge. The Ungkost item on television and computer use combines 2 activities. We found large positive associations between the item and academic performance and a small negative association with quality of life. We suspect the positive associations may be grounded in computer use for education, and the negative associations may be grounded in uses for leisure. Separation of these exposures will provide clarity. Some machine learning techniques retained diet variables that we did not select for adjusted models. One strength of machine learning techniques may be an ability to detect mild and easily missed nonlinear relationships, which is worth further exploration.

Conclusions

For modeling continuous health outcomes when some data are missing, linear regression is less prone to overfitting and outperforms common machine learning techniques. Imputation improves the performance of machine learning techniques, but improvements are not sufficient to outperform regression. Machine learning techniques outperform regression in modeling nonlinear and heteroscedastic relationships and may be of use in cases where imputation is sensible or there are no or few missing data. Otherwise regression is preferred. Regression with splines performs almost as well in nonlinear modeling. Lifestyle variables, including physical activity, television and computer use, muscular strength, and parental education were predictive of academic performance or quality of life explaining up to 24% and 15% of the variance in these outcomes, respectively. Targeting these areas in future interventions may help improve child quality of life and academic performance.
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Abstract

Background: Food is one of the most frequently promoted commodities, and promoted foods are overwhelmingly unhealthy. Marketing normalizes unhealthy foods, creates a positive brand image, and encourages overconsumption. Limited research is available to describe the extent of food marketing to children on web-based media, and measuring actual exposure is challenging.

Objective: This study aims to monitor the extent of children’s exposure to web-based media food marketing as an essential step in increasing the accountability of industry and governments to protect children.

Methods: Children aged 13-17 years were recruited from October 2018 to March 2019. Children recorded their mobile device screen for 2 weekdays and 1 weekend day any time they visited relevant web-based platforms. After each day, the participants uploaded the video files to a secure server. Promoted products were defined using the World Health Organization European Region nutrient profile model.

Results: The sample of 95 children uploaded 267.8 hours of video data. Children saw a median of 17.4 food promotions each hour on the internet. Considering the usual time spent on the internet on mobile devices, children would be exposed to a median of 168.4 food promotions on the web on mobile devices per week, 99.5 of which would not be permitted to be marketed based on nutrient profiling criteria. Most promotions (2613/4446, 58.77%) were peer endorsed and derived from third-party sources.

Conclusions: Exposure to brand content that is seemingly endorsed by peers or web-based communities likely heightens the effects of marketing on children. Regulations to protect children from this marketing must extend beyond paid advertising to paid content in posts generated through web-based communities and influencers.
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food; beverage; marketing; online; digital

Introduction

Background
Protecting children from the impacts of unhealthy food and beverage marketing has been repeatedly identified at the highest levels of global policy agenda setting as a priority intervention for childhood obesity prevention. The report from the World Health Organization (WHO) from the Commission on Ending Childhood Obesity explicitly urged governments to regulate the marketing of unhealthy food to protect children from obesity and related noncommunicable diseases [1]. The commission called for the implementation of previous WHO recommendations to restrict the exposure and power (persuasive content) of food marketing across all platforms and settings where children gather [2]. Robust empirical and review evidence
indicates that children’s exposure to food marketing leads to a cascade of effects, including food brand awareness, positive brand attitudes, and purchase and consumption behaviors [3]. As promoted foods and beverages are almost exclusively for products high in added fat, sugar, and salt (unhealthy foods) [4], this may contribute to excess energy intake and poor dietary patterns [5].

For more than a decade, evidence on children’s exposures to, and the impacts of, food marketing has identified the increasing prominence of digital or web-based media marketing [6]. Almost all Australian adolescents aged 13-18 years (94%) have their own mobile screen devices, and three-quarters have a social media account [7]. Most primary school-aged children also have their own mobile devices (67%), whereas 1 in 6 has a social media account. Adolescents spend an average of 43.6 hours at home in front of screens each week, most frequently engaged in web-based social media [7]. This includes screen time for entertainment, communication, and education. Screen time is lower for younger children, with an average of 31.5 hours per week [7] but still greatly in excess of screen time recommendations. Australian guidelines advise limiting recreational screen time to no more than 2 hours per day for children and adolescents [8].

With the advancement of the internet as a social and participatory space, marketers have been able to target and engage users with personal communications, infiltrate web-based communities with brand content, and enable peer endorsement of brand messages [9]. This means that brands can be embedded in web-based content and distort boundaries between marketing and editorial, entertainment, and personal material, diminishing children’s capacity to recognize marketing as a paid promotion [10-12]. Crucially, web-based marketing is tailored to the unique characteristics and preferences of users, using data analytics that include users’ personal information, browsing history, geolocations, and social media engagement [13]. This behavioral targeting of marketing on the internet has major implications for various aspects, including children’s privacy, the impact of marketing on children, web-based marketing regulation, and monitoring of children’s web-based marketing exposure to describe and understand the problem [13-15]. The immersive and interactive nature of web-based media and related marketing likely means that the effects of web-based food marketing on children are greater than those of other offline marketing [9,16].

Research evidence on the impact of web-based food marketing on young people has predominately focused on digital games, specifically advergames or branded games [17]. A meta-analysis of experimental studies examining the effect of exposure to web-based branded games on children’s attitudes, choices, or intake of unhealthy foods identified a significant positive effect of small to moderate size [18]. Less evidence is available on the effects of other forms of web-based food marketing. In an earlier cross-sectional survey by the authors, we identified that children who reported higher web-based engagement with food brands and content, particularly through web-based videos, were more likely to consume unhealthy foods and drinks [19]. A systematic review of the evidence on the effects of web-based marketing of risk-associated products, including unhealthy foods, alcohol, and tobacco, indicated an association with children and young adults’ attitudes toward, and intended and current use of, these products [20]. In interactive social contexts, including social media, child-brand interactions may be more influential in influencing children to form preferences for, and perceptions of, brands [21].

Monitoring children’s exposure to food marketing is necessary for engaging policy makers and civil society on the issue, holding industries accountable for their marketing practices, and measuring the effectiveness of any regulations and compliance [22]. The International Network for Food and Obesity/noncommunicable diseases Research, Monitoring and Action Support (INFORMAS) is an international consortium of public interest organizations and researchers that seeks to support the generation of monitoring intelligence to describe food environments, including food marketing, and related policy responses. Global monitoring of children’s exposure to food marketing across media platforms and settings, including television, has been undertaken [23]. However, the individualized nature of behavioral targeting of web-based marketing complicates efforts to monitor children’s exposure to food marketing on web-based media.

Objective

This study aims to quantify and describe children’s exposure to food and beverage marketing during their time spent on the internet, including the types of foods and beverages promoted and the platforms from where exposures were derived. We also sought to describe the nature of promotions, including the extent to which these were found in paid advertising space, on food companies’ own sites and pages, or transmitted through web-based social networks. The approach used to capture marketing exposures also allowed us to identify the extent of children’s engagement or interaction with food promotions. We hypothesized that children would be exposed to a high volume of unhealthy food and beverage marketing in their usual web-based interactions, which exceeded the number of promotions that they see for healthy choices, and that a large proportion of marketing would be peer endorsed and skewed toward third-party sources, such as shared content and blogs. Children aged 13-17 years were selected for the study, as they were deemed to have sufficient cognitive capacities to undertake the web-based survey and monitoring aspects of this project and to comprehend the ethical and privacy considerations of participating. Adolescents are also key social media users and targets for web-based food marketing [13]. Adolescents are susceptible to unhealthy food marketing despite their increasing cognitive ability, and they may be more impulsive in their purchase decisions [24].

Methods

Sampling and Recruitment

The study was approved by the University of Wollongong Human Research Ethics Committee (HREC 2018/158). Children were recruited through the national adolescent survey panel of the market research agency McNair yellowSquares. This panel comprises parents of young people across Australia who have agreed to be contacted to participate in research studies...
(approximately 15,000 panel members). Panel members with children aged 13-17 years were invited to indicate their interest in participating in this study. Interested parents and children were sent the participant information sheets and consent forms to both sign and return. Participants were then asked to complete a short prestudy questionnaire that assessed their eligibility to participate, along with collecting information on their usual time spent on the internet on a mobile device and also on desktop and laptop computers, split by weekdays and weekend days. To be included in the study, children needed to have at least one social media account, log on to social media at least once per day, and have access to a mobile device (phone or tablet) that was compatible with the screen recording apps or settings. Only one child per family was chosen for participation. Participants were recruited in 2 rounds to avoid the school holiday period—October to November 2018 and February to March 2019. A sample size of approximately 150 children was sought from a national population estimate of approximately 1.4 million adolescents [25]. This was based on a margin of error of 5% for estimates of the average number of exposures to unhealthy food or beverage web-based promotions per day with a conservative population variance of 1000.

**Procedure**

**Piloting**

The study required children to record and upload data on their internet use on mobile devices and complete pre- and poststudy questionnaires. The main study was preceded by a pilot study of 26 children. The pilot led to major changes in the recruitment strategy (eg, increasing compensation for participant time), participant tracking and reminders, data coding, and improvements to the data upload server.

**Screen Recording**

Each participant was asked to video record their mobile device screen for 2 weekdays and 1 weekend day anytime they went onto relevant web-based platforms or apps. Relevant platforms include social media websites or apps, video sharing websites or apps, or browsing on the internet. They were asked not to record their screen when they were using any banking platform, using personal messaging (eg, SMS, Facebook Messenger, WhatsApp, or personal messaging on Snapchat or Instagram), making phone calls, or browsing through photos in their device’s gallery. Participants nominated which days they would record within a 2-week period of entry into the study. They were sent 3 SMS text messages on nominated days as a reminder to record their screens.

Participants were provided with detailed written instructions and an instructional video to complete the study screen recording and upload tasks. The recording process varied across mobile device operating systems. For Android devices, participants were asked to download an app called the Lollipop screen recorder. The iOS participants had to move the screen recording setting of the control panel of their device. Participants could turn the recording on and off through this app or setting. The device showed a symbol at the top of the screen to indicate that the screen was being recorded. This recording function captures all user actions on their mobile device, such as scrolling, typing, and clicking.

**Data Upload**

Each participant was sent a unique log-in link to the McNair yellowSquares web-based database to upload the data. This was a bespoke platform for uploading files, completing questionnaires, tracking participants’ study progress, and communicating any data issues. After each day of recording, the participants were instructed to upload their video files to the database. Participants were encouraged to edit videos using the video editing function on their device and to remove any footage they did not want the researchers to view. Given the size of the video files and the number of uploads being attempted simultaneously, upload to the database experienced issues with slow uploads and file corruption (inoperable files). Consequently, midway through data collection, new participants were instructed to submit their videos using WhatsApp. WhatsApp uses end-to-end encryption and does not store messages on its own servers.

The participants’ video uploads were monitored daily during the data collection period. Data were deemed to be acceptable if the total duration of uploaded videos for the day was at least 30% of the reported usual time on the web on mobile devices (for weekdays and weekend days separately; from the prestudy questionnaire). When participants failed to reach this threshold of recording, they were contacted by email and phone, given further instruction, and asked to complete a replacement day. Participants received Aus $50 (US $38), paid into their research panel account, if they completed all 3 days of data recording. They received Aus $20 (US $15) if they only completed 1 or 2 days of recording. Participants were included in the final sample if they had at least one acceptable weekday and one weekend day.

Although there was minimal risk involved in participation, some of the main ethical concerns in the project were related to potential risks to privacy and confidentiality. Measures were taken to protect the privacy of the participants and to ensure data security.

**Coding of Video Data**

At the end of the study, all video data were transferred to CloudStor, a secure cloud storage server. Each video was watched at least twice by 1 person from a pool of 3 trained research assistants. In the first viewing of the video, all food and beverage promotions (including food and beverage products, retailers, and services) were identified and coded. The second viewing focused on recording the length of time spent on different platforms. Only branded food promotions were captured, including branded products and packages, brand logos, and brand characters. To be included, promotions needed to be shown onscreen for a minimum of 1 second and at least half of the brand name or logo needed to be visible.

The coding frame captured both the frequency and duration (seconds) of promotions onscreen, the nature of these promotions, and any participant engagement. Promotions were classified according to the platform (app or website) on which they occurred and the extent to which participants engaged with
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the promotion by liking, sharing, commenting, or clicking on a link. Promotions were also classified as paid, owned, or earned media [26,27]. Paid media includes promotions generated by the food company, which pays to place these on third-party platforms. Examples include banner advertisements, paid search advertisements, and sponsored posts on social media. Owned media includes food brands’ own websites, blogs, and social media pages. Earned media refers to promotions that do not directly come from the brand but are shared by third parties through reviews, reposts, blogs, referrals, and word-of-mouth.

Promoted products were defined using the WHO Regional Office for Europe nutrient profile model [28]. The WHO model designates products as not permitted or permitted to be advertised to children based on the thresholds for negative nutrients and energy content. Marketing for food companies, retailers, and restaurants that do not promote specific food products are not covered by the model. As there were a large number of company brand–only promotions for food retailers and restaurants that could not be classified using the WHO model, we also used the INFORMAS food classification system for monitoring food promotions (Table 1). This system classifies food into 3 broad categories—core or healthy, noncore or unhealthy, and miscellaneous—and 37 smaller food groups. Food and beverage retailers, restaurants, and delivery services were variously classified as noncore or miscellaneous, depending on whether they promoted a specific product and the nature of that product.

Interrater reliability was assessed with each research assistant independently coding the video data of the same 6 participants (15 days). The intraclass correlation coefficient was calculated for absolute agreement between the raters, giving an intraclass correlation coefficient of 0.97, indicating excellent reliability. Reliability results were discussed among the research team, and all issues were resolved before continuing. Reliability testing helped to refine the coding rules about the threshold of time, and the visibility of the brand, onscreen for the promotion to be counted.
Table 1. Frequency of food and beverage promotions in sample recordings (N=4446).

<table>
<thead>
<tr>
<th>Food category</th>
<th>Frequency of promotions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core or healthy foods</strong></td>
<td></td>
</tr>
<tr>
<td>Plain breads, rice, noodles, and crackers</td>
<td>108 (2.43)</td>
</tr>
<tr>
<td>Fruits and fruit products without added fats, sugars, or salt; ≥98% fruit juices</td>
<td>20 (0.45)</td>
</tr>
<tr>
<td>Milks and yogurts (≤3 g fat/100 g), cheese (≤15 g fat/100 g), and alternatives</td>
<td>19 (0.43)</td>
</tr>
<tr>
<td>Bottled water</td>
<td>15 (0.34)</td>
</tr>
<tr>
<td>Low sugar or high fiber breakfast cereals (&lt;20 g sugar and &gt;5 g dietary fiber/100 g)</td>
<td>15 (0.34)</td>
</tr>
<tr>
<td>Meat and alternatives, including unsalted nuts, seeds, and their pastes</td>
<td>10 (0.22)</td>
</tr>
<tr>
<td>Vegetables and vegetable products without added fats, sugars, or salt</td>
<td>4 (0.08)</td>
</tr>
<tr>
<td>Low fat or salt meals: frozen or packaged meals (&lt;6 g saturated fat and &lt;900 mg sodium per serve), soups (&lt;2 g fat/100 g, exclude dehydrated), sandwiches, and mixed salads</td>
<td>3 (0.07)</td>
</tr>
<tr>
<td>Healthy snacks: based on core foods (&lt;600 kJ and &lt;3 g saturated fat and &lt;200 mg sodium per serve)</td>
<td>3 (0.07)</td>
</tr>
<tr>
<td>Oils high in mono- or polyunsaturated fats</td>
<td>1 (0.02)</td>
</tr>
<tr>
<td><strong>Noncore or unhealthy foods</strong></td>
<td></td>
</tr>
<tr>
<td>Chocolate and confectionery</td>
<td>2579 (58.01)</td>
</tr>
<tr>
<td>Fast food restaurant or delivery service: unhealthy options</td>
<td>539 (12.12)</td>
</tr>
<tr>
<td>Sugar-sweetened beverages</td>
<td>503 (11.31)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>435 (9.78)</td>
</tr>
<tr>
<td>Sweet breads, cakes and biscuits, and high-fat savory biscuits and pastries</td>
<td>244 (5.48)</td>
</tr>
<tr>
<td>Savory snack foods with added salt or fat include chips, extruded snacks, flavored popcorn, and salted or coated nuts</td>
<td>165 (3.71)</td>
</tr>
<tr>
<td>Local restaurant or delivery service: unhealthy options</td>
<td>155 (3.48)</td>
</tr>
<tr>
<td>Supermarket or retailer: unhealthy options</td>
<td>142 (3.19)</td>
</tr>
<tr>
<td>Ice cream and iced confection</td>
<td>85 (1.91)</td>
</tr>
<tr>
<td>Other high-fat or salt products include spreads with added salt, animal fats, high-fat savory sauces (&gt;10 g fat/100 g), and soups (&gt;2 g fat/100 g, dehydrated)</td>
<td>84 (1.88)</td>
</tr>
<tr>
<td>High-sugar or low-fiber breakfast cereals (&gt;20 g sugars or &lt;5 g dietary fiber/100 g)</td>
<td>75 (1.68)</td>
</tr>
<tr>
<td>Full cream milk and yogurts (&gt;3 g fat/100 g) and cheese (&gt;15 g fat/100 g, high-salt cheeses) and alternatives</td>
<td>34 (0.76)</td>
</tr>
<tr>
<td>Flavored or fried instant rice and noodles</td>
<td>32 (0.72)</td>
</tr>
<tr>
<td>Sweet snack foods include sugar-coated dried fruits or nuts and nut- or seed-based bars</td>
<td>37 (0.83)</td>
</tr>
<tr>
<td>Fruit juice or drinks with &lt;98% fruit</td>
<td>14 (0.31)</td>
</tr>
<tr>
<td>Meat and alternatives processed or preserved in salt</td>
<td>13 (0.31)</td>
</tr>
<tr>
<td>High-fat or salt meals: frozen or packaged meals (&gt;6 g saturated fat or &gt;900 mg sodium per serve)</td>
<td>12 (0.27)</td>
</tr>
<tr>
<td><strong>Miscellaneous</strong></td>
<td></td>
</tr>
<tr>
<td>Fast food restaurant or delivery service: no specific product</td>
<td>1759 (39.56)</td>
</tr>
<tr>
<td>Local restaurant or delivery service: no specific product</td>
<td>931 (20.94)</td>
</tr>
<tr>
<td>Supermarket or retailer: no specific product</td>
<td>365 (8.21)</td>
</tr>
<tr>
<td>Local restaurant or delivery service: only healthier options</td>
<td>207 (4.66)</td>
</tr>
<tr>
<td>Tea and coffee</td>
<td>111 (2.49)</td>
</tr>
<tr>
<td>Dietary supplements and sugar-free gum</td>
<td>51 (1.15)</td>
</tr>
<tr>
<td>Fast food restaurant or delivery service: only healthier options</td>
<td>26 (0.58)</td>
</tr>
<tr>
<td>Supermarket or retailer: only healthier options</td>
<td>25 (0.56)</td>
</tr>
<tr>
<td>Recipe additions: include soup cubes, seasonings, and other sauces</td>
<td>22 (0.49)</td>
</tr>
<tr>
<td>Food manufacturer: no specific product</td>
<td>19 (0.43)</td>
</tr>
<tr>
<td></td>
<td>2 (0.04)</td>
</tr>
</tbody>
</table>
Pre-Post Questionnaires

Participants were sent a unique link to a web-based questionnaire at the start and end of the study. This captured data on their usual time spent on the web on mobile devices and on all devices on weekdays and weekend days, social media use (on which platforms they had accounts, number of people per pages they followed on each account, and number of food brands they followed), number of food or beverage brand apps they had on their device, and number of emails or SMS messages they received each week from food or beverage companies.

Analyses

Statistical analyses were conducted using SPSS for Windows, version 25 (IBM Corporation). Data were analyzed descriptively, including the types of promotions (owned, earned, or paid) and nature of promoted foods. The rates of promotions (promotions per hour) were calculated based on the number of promotions on a sampled day divided by the total relevant video duration for that day. Relevant time spent on the internet included that which captured web-based use, excluding personal messaging and banking. The average hourly rate over the 3 days for each person was then calculated and weighted by day type (weekdays and weekend days). The reported usual time spent on the internet was used to extrapolate the rates of marketing during the recorded period to weekly exposures. On the basis of visual inspection of the data and the Shapiro-Wilk test of normality, the rates of web-based food marketing did not meet normality assumptions, and therefore, medians and IQRs were reported. The Kruskal-Wallis one-way analysis of variance with post hoc test and Bonferroni correction was used to compare the median rates of promotions across web-based platforms. Negative binomial regression was used to identify factors associated with higher weekly exposure to promotions. Independent variables included participant age, usual weekly time spent on mobile devices, number of accounts followed on social media, number of food brands followed on social media, and number of food apps on mobile devices. Negative binomial regression was used because the distribution of the outcome had greater variability than expected under a Poisson distribution. The sample mean of the dependent variable (210.0) was substantially smaller than its variance (43,813.1), and the dispersion parameter was 0.593 with a 95% CI that did not include zero, indicating overdispersion.

Results

Sample Description

The final sample of 95 children uploaded 272.8 hours of recordings, of which 267.8 hours were relevant (captured web-based use, excluding personal messaging and banking). The study completion rate was 14.8% (95/644). Across the 2 rounds of recruitment, 736 people were disqualified based on the prescreening questionnaire. Furthermore, 429 people declined to participate or did not start the task after qualifying, 95 dropped out during the study, and 25 were excluded as they did not reach the 30% video upload threshold of reported usual time on the web on mobile devices. Across the 280 days of recordings captured, 23% (22/95) reached a threshold of 75%-100% of the usual recorded time spent on the internet, 45% (43/95) captured 50%-74% of the usual time spent on the internet, and 32% (30/95) captured less than 50% of the usual time spent on the internet. Table 2 shows the characteristics of the study participants. Approximately half of the sample lived in suburbs classified as having a high socioeconomic status, based on the Australian Bureau of Statistics Socioeconomic Indices for Areas. Children reported usually spending an average of 12 hours on the web each week on mobile devices and almost 30 hours on the web each week across all devices. Almost all children held accounts on Instagram; in addition, most also had accounts on Facebook, Snapchat, and music streaming apps.
Table 2. Sample description (n=95).

<table>
<thead>
<tr>
<th>Child characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>16.2 (1.07)</td>
</tr>
<tr>
<td>Usual weekly web-based media use mobile devices (hours), mean (SD)</td>
<td>12.1 (9.71)</td>
</tr>
<tr>
<td>Usual weekly web-based media use all devices (hours), mean (SD)</td>
<td>28.9 (18.36)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>32 (34)</td>
</tr>
<tr>
<td>Female</td>
<td>63 (66)</td>
</tr>
<tr>
<td>Socioeconomic status (n=92), n (%)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>15 (16)</td>
</tr>
<tr>
<td>Medium</td>
<td>26 (27)</td>
</tr>
<tr>
<td>High</td>
<td>51 (54)</td>
</tr>
<tr>
<td>Social media platform users, n (%)</td>
<td></td>
</tr>
<tr>
<td>Instagram</td>
<td>87 (92)</td>
</tr>
<tr>
<td>Facebook</td>
<td>69 (73)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>68 (72)</td>
</tr>
<tr>
<td>Music streaming apps</td>
<td>68 (72)</td>
</tr>
<tr>
<td>YouTube</td>
<td>43 (45)</td>
</tr>
<tr>
<td>Twitter</td>
<td>29 (31)</td>
</tr>
<tr>
<td>Pinterest</td>
<td>25 (26)</td>
</tr>
<tr>
<td>Twitch</td>
<td>10 (11)</td>
</tr>
<tr>
<td>Follow food brands on social media</td>
<td></td>
</tr>
<tr>
<td>Frequency (n=91), n (%)</td>
<td>43 (45)</td>
</tr>
<tr>
<td>Number followed, mean (SD)</td>
<td>0.8 (0.47)</td>
</tr>
<tr>
<td>Food apps on phone</td>
<td></td>
</tr>
<tr>
<td>Frequency (n=91), n (%)</td>
<td>71 (75)</td>
</tr>
<tr>
<td>Number of apps, mean (SD)</td>
<td>1.9 (1.80)</td>
</tr>
<tr>
<td>Emails or texts from food brands (n=91), n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>27 (28)</td>
</tr>
<tr>
<td>1-5 per week</td>
<td>51 (54)</td>
</tr>
<tr>
<td>6-10 per week</td>
<td>11 (12)</td>
</tr>
<tr>
<td>11 or more per week</td>
<td>2 (2)</td>
</tr>
</tbody>
</table>

Types of Promotions

Across the sample recordings, there were 4446 food and beverage promotions. Of these 4446 promotions, 2613 (58.77%) were earned media impressions, 732 (16.46%) were on media owned by the brand (apps, websites, and pages), and 1101 (24.76%) were paid advertisements. Earned media impressions were mostly seen in content from other nonbrand organization or community sites or pages (eg, meme pages; 2221/2613, 84.99% of earned impressions). A smaller number of earned media impressions were from content shared by a friend (242/2613, 9.26%) or celebrity endorsements (150/2613, 5.74%).

Promoted Foods and Beverages

The INFORMAS food classification system was used to describe the nature of foods and beverages, as a large number (n=1840) could not be classified using the WHO European nutrient profiling food categories. The highest proportion of promoted foods and beverages was noncore (2579/4446, 58.01%; Table 1). An additional 20.94% (931/4446) of promoted foods and beverages were for fast food restaurants or delivery services that did not promote a specific food or beverage product. The most frequently promoted foods and beverages were fast food restaurants or delivery services (all advertisements combined: 1459/4446, 32.82%), local restaurants or delivery services (all advertisements combined: 618/4446, 13.9%), chocolate and confectionery (539/4446, 12.12%), sugar-sweetened beverages (435/4446, 9.78%), and supermarkets or retailers (all...
advertisements combined: 371/4446, 8.34%). The most frequently promoted food and beverage brands were McDonald’s (416/4446, 9.36% of all promotions), KFC (184/4446, 4.14%), Coca Cola (137/4446, 3.08%), Uber Eats (135/4446, 3.04%), Starbucks (123/4446, 2.77%), Boost Juice (113/4446, 2.54%), Woolworths (supermarket; 96/4446, 2.16%), Nutella (84/4446, 1.88%), Kit Kat (73/4446, 1.64%), and Coles (supermarket; 73/4446, 1.64%). Together, these top 10 promoted food brands contributed to almost one-third of all promotions.

Rate of Food and Beverage Promotions

Children were exposed to a median of 17.4 food or beverage promotions each hour on the internet for a total duration of 1.3 minutes per hour (IQR 1-2; Table 3). This included a median of almost 10 earned media impressions per hour. The median rate of promotions for foods that would not be permitted to be marketed based on the WHO nutrient profiling model was 50 times higher than the rate of promotions for foods permitted to be marketed. The food categories with the highest rates of promotions were fast food restaurants or delivery services (company promotions), fast food restaurants or delivery services (promoting unhealthy choices), sugar-sweetened beverages, and chocolates and confectioneries.

Table 3. Weighted median rates of web-based food and beverage promotions per hour and by weekly exposures on mobile devices.

<table>
<thead>
<tr>
<th>Rate of promotions</th>
<th>Weighted median rate per hour (IQR)</th>
<th>Weighted median rate on mobile devices per week (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total promotion count</td>
<td>17.4 (10-26)</td>
<td>168.4 (85-289)</td>
</tr>
<tr>
<td><strong>Rate by media type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earned media</td>
<td>9.9 (6-15)</td>
<td>84.8 (40-177)</td>
</tr>
<tr>
<td>Paid media</td>
<td>3.7 (1-8)</td>
<td>36.1 (12-75)</td>
</tr>
<tr>
<td>Owned media</td>
<td>0.6 (0-3)</td>
<td>5.3 (0-36)</td>
</tr>
<tr>
<td><strong>Rate by World Health Organization Nutrient profiling classification</strong>&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not permitted</td>
<td>10.0 (5-17)</td>
<td>99.5 (43-159)</td>
</tr>
<tr>
<td>Company brand only</td>
<td>4.4 (2-8)</td>
<td>37.2 (17-89)</td>
</tr>
<tr>
<td>Permitted</td>
<td>0.2 (0-1)</td>
<td>3.6 (0-8)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>0.0 (0-0.4)</td>
<td>0.0 (0-5)</td>
</tr>
<tr>
<td><strong>Rate by INFORMAS&lt;sup&gt;c&lt;/sup&gt; food classification&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noncore foods</td>
<td>10.1 (5-17)</td>
<td>99.4 (43-159)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>6.4 (2-10)</td>
<td>52.9 (24-99)</td>
</tr>
<tr>
<td>Core foods</td>
<td>0.0 (0-1)</td>
<td>0.0 (0-8)</td>
</tr>
<tr>
<td><strong>Rate by food type</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast food restaurants, no specific product</td>
<td>1.9 (0.6-4)</td>
<td>17.1 (6-46)</td>
</tr>
<tr>
<td>Fast food restaurants, unhealthy products</td>
<td>1.8 (0.3-4)</td>
<td>16.5 (5-34)</td>
</tr>
<tr>
<td>Chocolate and confectionery</td>
<td>1.5 (0.3-3)</td>
<td>12.4 (4-29)</td>
</tr>
<tr>
<td>Sugar-sweetened beverages</td>
<td>0.9 (0-3)</td>
<td>11.6 (0-27)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Using World Health Organization for Europe Nutrient Profiling Model.
<sup>b</sup>2.59% (115/4446) could not be specified because of unavailable nutrition composition information.
<sup>c</sup>INFORMAS: International Network for Food and Obesity/noncommunicable diseases Research, Monitoring and Action Support.
<sup>d</sup>Using International Network for Food and Obesity/noncommunicable diseases Research, Monitoring and Action Support food classification.

Considering children’s reported usual time on the web on mobile devices, children would be exposed to a median of 168.4 food and beverage promotions on the internet per week for a total duration of 13.2 minutes (IQR 7-27). Children would be exposed to a median of 99.5 food promotions per week on their mobile devices that would not be permitted using WHO nutrient profiling criteria. This includes a median of almost 34 promotions per week for fast food restaurants or delivery services (company only or promoting unhealthy choices), 12.4 promotions for chocolate and confectionery, and 11.6 promotions for sugar-sweetened beverages.

The rates of promotions per hour varied by platform (Kruskal-Wallis H<sub>7</sub>=142.12; P=.001; Figure 1). Post hoc pairwise comparisons with Bonferroni correction identified significantly higher rates of promotions on Instagram than on Pinterest, Twitter, YouTube, other platforms (apps and websites), and food apps (all values of P=.001). The rates of promotions on Facebook were significantly higher than those on YouTube, other platforms, and food apps (all values of P=.001). The rates of promotions on Snapchat were significantly lower than those on other platforms, and food apps (all values of P=.001).
higher than those on other platforms and food apps (all values of $P=.001$).

**Figure 1.** Weighted median rates of web-based food and beverage promotions, by platform. The rates given as a function of time spent on platform, except for food apps, which is given as a function of total time on the web for only those reporting having food apps on phone. Error bars represent IQR. The number of participants visiting each site during the study was 76 for Instagram, 57 for Facebook, 40 for Snapchat, 11 for Pinterest, 22 for Twitter, 58 for YouTube, and 53 for other platforms (apps and websites).

### Participant Engagement With Promotions

Participant engagement with promotions included *likes*, comments, shares, and clicking on links. Participant engagement with food and beverage promotions was low, with a median of 0.3 (IQR 0-2) overall engagements per hour of time spent on the web or one engagement approximately every 3.4 hours. Each week, participants were estimated to engage with brands a median of 3.9 times, although this was highly variable (IQR 0-21). In the highest decile of engagement, children were estimated to engage with brands at least 47 times per week.

### Predictors of Exposure to Food and Beverage Promotions

Using negative binomial regression, the only factor that was significantly associated with weekly exposure to food and beverage promotions was the amount of time spent on the internet on mobile devices ($B=0.54$, SE 0.01; $P<.001$; 95% CI 0.03-0.08; **Table 4**). The incidence rate ratio (IRR) shows that for every 1 hour increase in usual time spent on the internet on mobile devices per week, exposure to food promotions increased by 6% (IRR=1.056, 95% CI 1.028-1.085; $P<.001$). Variables including age, number of accounts followed on social media, number of food or drink brands followed on social media, and number of food apps on mobile devices were not associated with exposure to promotions.

**Table 4.** Negative binomial regression incident rate ratios of the count of weekly exposures to food and beverage promotions on mobile devices.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Incidence rate ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of food apps</td>
<td>1.09 (0.98-1.21)</td>
</tr>
<tr>
<td>Usual weekly time on the web (mobile devices)</td>
<td>1.06 (1.03-1.08)$^a$</td>
</tr>
<tr>
<td>Any accounts following on social media</td>
<td>1.02 (0.96-1.08)</td>
</tr>
<tr>
<td>Age</td>
<td>1.02 (0.85-1.24)</td>
</tr>
<tr>
<td>Food brands following on social media</td>
<td>0.95 (0.81-1.11)</td>
</tr>
</tbody>
</table>

$^aP=.001$. 

---
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Discussion

Principal Findings

This study exposes Australian children’s exceedingly high exposure to food marketing during their usual time on mobile devices. During each hour that a child spends on the internet on their mobile device, they would see more than 17 food and beverage promotions, equating to 168 promotions per week and 8736 promotions per year. For each hour increase in usual time on the internet on mobile devices per week, children’s exposure to food promotions was found to increase by 6%. Our food marketing exposure estimates are likely to be highly conservative, given that they capture exposures only on mobile devices and not on desktop computers. There is some evidence to suggest that marketing on mobile and nonmobile devices is similar [29]; however, most social media use (where we observed the greatest rates of food promotions) is likely to occur on mobile devices [30]. In contrast, based on some of the most recent data on Australian children’s food advertising on television, children were estimated to see around 4 food advertisements per hour during broadcast periods that attracted the greatest child audience, including 2 for unhealthy foods [31]. Considering that children aged 0-14 years watch commercial television for an average of 39 minutes per day [32], this would result in 3 exposures to food advertising on television each day or almost 19 exposures per week.

The rates of promotions for unhealthy products were far greater than promotions for healthier choices. Each week, children would be exposed to almost 100 promotions on their mobile devices for foods and beverages that would not be recommended to be marketed to children according to WHO nutrient profiling criteria. In addition, children would see around 17 promotions per week for fast food restaurant companies without a specific product promoted. These could not be appropriately classified using the WHO criteria as recommended to be permitted or otherwise, thus identifying a major limitation of these criteria for classifying food-related brands that should or should not be marketed to children. Although many fast-food outlets sell and promote healthier choices, observational data have identified that actual purchase of these healthier choices is infrequent [33]. Nutritional profiling of food companies that sell a range of products of varying nutritional quality, for the purposes of marketing policies, could be applied to the most frequently sold products.

We found that the greatest proportion of food promotion exposures earned media impressions. Although these promotions ostensibly derive from children’s web-based social networks, the brand is often the initiator of earned media messages [34]. Almost all of the earned impressions were from either social media communities or celebrity pages, such as meme pages or web-based influencers. Posts from such third-party pages are increasingly sponsored by brands, allowing brands to access pages’ huge networks of followers on the internet and social cache [35]. Experimental studies have identified that exposure to earned media impressions using web-based influencers leads children to consume more of a promoted snack compared with an alternative nonpromoted product [36]. The inclusion of advertisement disclosure in the web-based promotion had no effect on reducing the intake of the promoted snack. In Australia, the media industry introduced new standards in 2017, requiring marketing to be clearly distinguishable from other content, including promotions by web-based influencers [37]. Another review identified some evidence that exposure to, and engagement with, earned media impressions for alcohol positively increased intentions to consume alcohol and alcohol intake, whereas paid and owned media impressions had no effect [20].

Children in our study engaged with food and beverage promotions by liking, commenting or sharing content, or clicking on links in branded content. Although children engaged with relatively few of the overall branded impressions that they were exposed to, this would still equate to a median of almost 4 engagements with web-based food marketing on their mobile devices every week. It is worth noting that viewing impressions of web-based content is an important measure of reach, and even in the absence of engagement, is important to brands. Brands use a mix of promotions designed to increase reach, engagement, and click-throughs [38]. In an earlier cross-sectional survey of young Australian adults, participants’ engagement with, but not their exposure to, web-based marketing for energy drinks was a predictor of their energy drink consumption [39]. The association between engagement with energy drink branded content and consumption in this earlier study was mediated by participants’ subjective norms related to energy drinks, such as the perception that their peers frequently consumed energy drinks. The nature of earned media impressions on social media, which are shared through personal networks, likely boost such perceptions of product acceptability or use by peers [39]. Other qualitative studies have found that young adults are more distrustful of paid advertising on the internet but do not perceive earned media shared by friends as a form of marketing [11,12].

Our finding of the high rates of earned media impressions for unhealthy foods and beverages has major implications for public policy responses to protect children from this marketing. To inform new regulations planned in the United Kingdom to protect children from unhealthy food marketing on television and on the web, the government undertook an impact assessment to evaluate the potential costs and benefits of marketing restrictions [40]. This involved estimating current web-based food marketing exposures, which were based on marketing expenditure and principally considered banner advertisements. The number of advertising impressions (views by children) that were estimated using this approach was approximately five times greater for television advertising than for web-based marketing. Interrogations of the approach used by academics suggested that the impact assessment underestimated children’s actual web-based food marketing exposures by 10-fold [41]. This study supports this finding, whereby Australian children’s web-based food marketing exposures are approximately nine times higher than their exposure to food advertising on television. Our data also clearly refute the premise that banner advertising is a major source of web-based marketing.

To date, most studies seeking to assess the nature and extent of food marketing to children on the internet have been limited to...
measuring either paid advertising on third-party websites [42] or owned media, including food company websites [43,44] or social media pages [45]. These studies are useful for capturing the range of techniques used by food companies and the techniques that generate the greatest overall user engagement. However, they are unable to quantify children’s exposure to web-based food marketing or the extent of child engagement with brand promotions [9]. There are 2 notable earlier studies that assessed children’s exposure to and engagement with food brand–related content on the web [27,46]. In one study, 101 Canadian children were recorded engaging in 2 social media apps for 5 minutes each on their own mobile device [46]. Similar to this study, based on the extrapolated study data, 12- to 16-year-old children were estimated to be exposed to food promotions an average of 189 times per week. The most promoted products were fast food and sugary drinks. Another study with 12- to 18-year-old from Belgium required participants (n=21) to capture screenshots of food images on their social media platforms over a 1-week period [27]. Aligned with our study, of the branded food images captured, approximately half were earned media impressions, including posts by web-based influencers and celebrities. Inspection of these earned media impressions in this earlier study suggested that these were likely paid marketing.

This study has some limitations. We did not achieve our target sample of 150 children. The final sample was lower than our original anticipated sample because of the substantial time involved in subject recruitment, technical errors with video uploads, and difficulties in obtaining complete data from participants. In an earlier pilot study, we had achieved a response rate of approximately 50%. This was substantially reduced in the main study, as we introduced a minimum threshold for daily video upload time. Surprisingly, we did not find significant associations between the number of overall accounts or food accounts that children followed on the internet or the number of food apps they had on their device and their marketing exposures. The CIs around the IRRs for these variables were wide, and future studies may be more adequately powered to detect significant associations. The minimum threshold for daily video upload of 30% of the usual time spent on the web on mobile devices meant that we did not capture all time spent on the internet on mobile devices. However, a comparison of the rates of food marketing exposures across data sets manipulated to include between 30% and 80% of the usual time spent on the internet recorded found there to be excellent reliability across the data sets (data not shown). Finally, the recruitment of children through the market research company survey panel may affect the generalizability of the findings to a broader population. However, this approach allowed us to capture a national sample, with representation from metropolitan and regional areas. This panel recruits multiple web-based and offline sources to recruit a broad spectrum of participants.

Opportunities for protecting children from web-based food marketing span legislative or regulatory controls, industry codes of practice for responsible marketing, and interventions that operate on an individual level to block exposure to marketing content. Internationally, some governments have introduced or are introducing restrictions on unhealthy food marketing to children on the web. As mentioned previously, the UK government announced plans to introduce a ban on all web-based marketing of unhealthy foods and beverages by 2022, as part of its national obesity prevention strategy [47]. In other jurisdictions, including Brazil, Peru, and Quebec, Canada, food marketing regulations apply comprehensively across all or most settings and media platforms, including digital media [48]. These latter regulations preclude advertising directed to children. The potential for marketers to circumvent this provision of restricting only marketing that is of specific appeal to children may limit the impact of such regulations.

To date, food industry codes of practice for responsible marketing largely fail to cover the types of web-based platforms that children use or the types of marketing they see or engage with on these platforms. For example, the International Food & Beverage Alliance Global Policy on Marketing Communications to Children only applies to media primarily directed to children aged <12 years and only applies to company-owned websites [49]. It does not, therefore, apply to any form of marketing on social media platforms, including company-owned pages. More recently, the digital media industry introduced responsible food marketing codes of practice. In October 2020, Google introduced restrictions on unhealthy food and beverage advertising for children aged <18 years in the United Kingdom and European Union [50]. This code requires advertisers to self-declare if they are using a web-based account to promote unhealthy foods or beverages, after which Google will block advertising from this account to children through its network of websites, videos, and apps. Although ostensibly this represents exceptional leadership by the media industry on this issue, previous restrictions on data mining and behavioral targeting of advertising to children aged <13 years on social media sites in the United Kingdom have been ineffective [51]. Given the global nature of Google, there is also no discernible reason why the policy should not be extended to all jurisdictions, rather than only where there is a threat or promise of government intervention. Our study identified significantly higher rates of exposure to food marketing on Instagram, Facebook, and Snapchat, signaling opportunities for these platforms to self-regulate to protect children from unhealthy food and beverage promotions. These platforms already self-regulate advertising content for tobacco products, although this is limited to restricting paid advertising. Research evidence shows that web-based promotion of tobacco products continues unabated through web-based influencers [52].

Finally, ad blockers and antitracking apps are available to block paid advertising and web-based tracking, which enables targeted advertising, on desktop computers and mobile devices. This includes software to block advertising and sponsored posts on social media. Some paid versions of social media platforms, such as YouTube Premium, also offer ad-free content. Although this study and others have highlighted that paid advertising is only a minority of the marketing impressions that children see on the web, this software may still be useful in reducing up to one-fifth of the web-based food marketing that children are exposed to. However, it is likely that widespread uptake of ad blockers would lead brands to invest further in earned and...
owned media, thereby further increasing those types of media impressions.

Conclusions
Using real-time monitoring over a 3-day period, this study identified that Australian children are exposed to an outstanding volume of web-based food marketing on their mobile devices. This marketing is predominantly for unhealthy products and is shared through web-based communities. Children typically engage in web-based marketing multiple times each week. This exposure to, and interaction with, brand content that is seemingly endorsed by peers or web-based communities likely heightens the effects of marketing on children’s brand attitudes and consumption behaviors. Governments and the media industry can and have designed policies to protect children from this marketing. The rapid acceleration and the use of data analytics and technologies used to capture personal data for targeted marketing is outstripping current legislation and policies for appropriate marketing regulations and related ethical concerns. To ensure that such policies are effective, they need to extend beyond paid advertising to paid content in posts generated through web-based communities, influencers, and celebrities.
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Abstract

Background: Health care systems are currently undergoing a digital transformation that has been primarily triggered by emerging technologies, such as artificial intelligence, the Internet of Things, 5G, blockchain, and the digital representation of patients using (mobile) sensor devices. One of the results of this transformation is the gradual virtualization of care. Irrespective of the care environment, trust between caregivers and patients is essential for achieving favorable health outcomes. Given the many breaches of information security and patient safety, today’s health information system portfolios do not suffice as infrastructure for establishing and maintaining trust in virtual care environments.

Objective: This study aims to establish a theoretical foundation for a complex health care system intervention that aims to exploit a cryptographically secured infrastructure for establishing and maintaining trust in virtualized care environments and, based on this theoretical foundation, present a proof of concept that fulfills the necessary requirements.

Methods: This work applies the following framework for the design and evaluation of complex intervention research within health care: a review of the literature and expert consultation for technology forecasting. A proof of concept was developed by following the principles of design science and requirements engineering.

Results: This study determined and defined the crucial functional and nonfunctional requirements and principles for enhancing trust between caregivers and patients within a virtualized health care environment. The cornerstone of our architecture is an approach that uses blockchain technology. The proposed decentralized system offers an innovative governance structure for a novel trust model. The presented theoretical design principles are supported by a concrete implementation of an Ethereum-based platform called VerifyMed.

Conclusions: A service for enhancing trust in a virtualized health care environment that is built on a public blockchain has a high fit for purpose in Healthcare 4.0.

(J Med Internet Res 2021;23(7):e28496) doi:10.2196/28496
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Introduction

Overview
As a result of health care development, societies are undergoing a current demographic shift—people live longer, and fewer are born. The overall increase in life expectancy between 1970 and 2013 was 10.4 years on average for Organization for Economic Cooperation and Development countries [1]. A direct effect of this demographic shift [2,3] is that noncommunicable and chronic diseases become more prevalent, which presents a substantial socioeconomic challenge. Consequently, fewer
caregivers need to support an ever-increasing number of retirees with a rising number of chronic diseases. This unsustainable scenario is the strongest motivation behind many different ongoing proposals for transformations in the health care industry. Delivering health care, as we know it today, will most likely be unaffordable for any health system in 15 years from now, and many health services will have to be delivered by nonprofessionals and machines. This includes artificial intelligence health workers and devices connected via machine-to-machine protocols and automated, computerized services, which will be accessible via fast connections from anywhere, anyhow, and at any time (5G).

Furthermore, individuals will be forced to take more responsibility for their own health, take preventative measures, seek proper care in a timely manner, and behave more like autonomous patients. To facilitate this, there is a need to provide the right tools to encourage and enforce this transformation, both from the delivery side (health care providers) and the receiver side (patients). This transformation toward Healthcare 4.0 will challenge many of the present key components in a functional health system, where the concept of trust is one.

The first contribution of this paper is to review and predict the evolution of health care, and to identify the potential problems that could emerge in this transformation. It forms a theoretical foundation and urges the need for novel solutions to enhance trust. Second, the presented theoretical design principles are supported by the concrete implementation of a proof of concept. For this contribution, we choose the cornerstone in our architecture to be a blockchain technology implemented as an Ethereum-based platform called VerifyMed.

The remainder of this paper is organized as follows: the first section introduces blockchain and previous related work; the next section presents the method applied in this work; the following section outlines the results of technology forecasting and presents a trust issue in a virtualized health care environment; the next section presents a novel blockchain-based trust model for competence verification of health care personnel, and the final section provides a discussion and conclusions of the work.

**Related Work and Blockchain Overview**

Blockchain can be seen as an unconventional platform that alleviates the reliance on a single, centralized authority, yet it still supports secure and pseudoanonymous (or anonymous) transactions and agreements directly between interacting parties. It offers various degrees of decentralization, immutability, and consensus firmly founded in the mathematical principles of modern cryptography. A blockchain can also be described as an immutable ledger that logs data entries in a decentralized manner. In its original form, a blockchain enables entities to interact without a central trusted third party. The blockchain consists of a continuously growing set of data entries bundled together into blocks of data (Figure 1). Upon acceptance of the blockchain, these blocks are linked to the previous and future blocks sequentially [4]. In blockchain’s original definition, this ledger of data blocks is decentralized and distributed across many nodes. This distributed ledger is transparent, verifiable by all, and tamper-proof. Owing to these properties, the blockchain has gained much attention for various applications. The first use case of a blockchain, Bitcoin, was introduced by a person or a group under the name of Satoshi Nakamoto in 2008 [5]. Bitcoin is also known as a cryptocurrency. Although cryptocurrencies remain the primary use case for blockchain, there is a substantial interest in applying this technology for other purposes and sectors [6]. Additionally, a blockchain allows for smart contracts—self-execution contracts that do not require any central authority. The use cases of blockchain in the health domain are increasing exponentially, as shown by Hasselgren et al [7], among others.

**Figure 1. A generic overview of a blockchain structure.**

![Blockchain Structure](https://www.jmir.org/2021/7/e28496)
Blockchain technology has five fundamental attributes that define the technology: (1) distribution, (2) decentralization, (3) time stamping, (4) data provenance, and (5) nonrepudiation. These five attributes are applied when addressing the fundamental problems in health care informatics and are part of driving the transformation toward Healthcare 4.0. The first generation of blockchain platforms led by Bitcoin [5] had a specially defined programming language for users to construct different transactions in the blockchain. The initial design rationale was that the programming language should be as simple as possible to satisfy the needs for building various transaction types and should not be a fully developed and powerful programming language. In computer science, the category of powerful programming languages is called the Turing Complete. The first blockchain platform that offered a Turing Complete language for programming, not just simple transactions but also more complex smart contracts and fully developed apps, was Ethereum [8]. There is an active debate on which concept is better and safer—development of malicious programs for blockchain platforms that do not have the Turing Complete programming language is very difficult and limited, in contrast to blockchain platforms that have the Turing Complete languages [5,9]. Nevertheless, it seems that the blockchain platforms that come with a fully developed Turing Complete programming language are very suitable for developing decentralized applications (dApps) for Healthcare 4.0, which is further elaborated in the next section.

Blockchain Platforms, dApps, and Smart Contracts

There are several decentralized platforms and frameworks for building dApps. Ethereum is the most common in health care applications [10]. This is most likely due to the large number of developers in the Ethereum community. Nevertheless, Ethereum has proven to be a solid platform for health care dApps [11]. Compared with the first and largest blockchain to date—Bitcoin—Ethereum has incorporated smart contracts, a function that substantially opens up the features of dApps built on Ethereum.

Smart contracts can be considered as self-executing contractual agreements, where preagreed upon provisions are formalized in the source code. Smart contracts can be automatically enforced based on these preagreed provisions, and they can work without any third party. The functions within a smart contract can be awoken in a blockchain transaction, and the use of this functionality could appeal to the health domain [8].

Zhang et al [11] stated that a well-designed health care dApp should limit the storage of encrypted sensitive data on the blockchain. Furthermore, they recommend that a dApp dealing with health care data should support Turing completeness to facilitate communication among various parties and handle the exchange of sensitive patient data. In the study by Kuo et al [10], there were clear indications that Ethereum, Hyperledger, and Multichain are more suitable platforms for the health domain than other blockchains.

Blockcerts [12] is a standard developed for verifying certificates of competence by storing signatures on a blockchain. The standard relies on existing trust relationships between the issuer and verifier of the certificate. Baldi et al [13] showed that certificates within this system could be spoofed. They also proposed the use of decentralized identifiers to govern such certificates. At present, there are private initiatives for medical credentials that use a blockchain. The first on the market was ProCredEx by Hashed Health [14]. They state that they have developed a blockchain-based solution that enables faster onboarding and credential verification.

Furthermore, a newly introduced collaborative project between Axuall, Inc and Metro-Health [15] announced a service for credentials of clinical practitioners. They state that they will enable digital portfolios that will include documentation of a practitioner’s education, specialty training and board certifications, licenses, sanctions or medical malpractice judgments, evaluations, work history, and hospital affiliations. As these are private endorsers, there is no published peer-reviewed literature on their technical solutions. In addition to what is mentioned above, based on our knowledge, there is no published research that has addressed the same scope as our framework. As described earlier, several private organizations have created solutions for medical credentials by using blockchain technology. However, these are all based on the United States and are somewhat tailored to the US health system. We explore a broader solution in the form of a decentralized trust model that addresses the current issues with board certificates and credentials and creates an immutable portfolio of completed clinical work by a health care professional that is verifiable by all. The research approach used in this study is described in the following section.

Methods

Overview

The research approach used in this study, as shown in Figure 2, follows one of the frameworks presented by Campbell et al [16], which describes a framework for the design and evaluation of complex intervention research within health care. Our study aims to address the following two key issues outlined in the framework: (1) establish the theoretical basis of the intervention and (2) identify and describe the components of the complex intervention.
Summary of Knowledge and Technology Forecasting

We applied the most common method for addressing technology forecasting by reviewing the current literature and consulting domain experts [17]. The domain expert consultation was conducted in an unstructured manner; a convenient sample of (health) informatics experts from Norway was consulted about their views on the future of health care and Healthcare 4.0. A scoping review of the literature on the future of health care was performed in a semisystematic manner; and this is described in the section Summary of Knowledge: Healthcare 4.0.

Identifying Components of the Intervention

On the basis of the forecasting of Healthcare 4.0, a potential trust challenge is described and elaborated as the primary component of the intervention. This is presented in section Trust in Healthcare 4.0.

Proof of Concept

Furthermore, our work presents some technical components of a proof of concept to conceptualize (1) and (2), following the principles of design science [18] and requirements engineering [19]. This is presented in the section VerifyMed: A Novel Trust Model.

Results

Overview

We first describe a technology forecast of health care and then demonstrate how trust will emerge in this transformed health care system as a component of an intervention. The proof-of-concept VerifyMed is presented in a separate section, that is, VerifyMed: A Novel Trust Model.

Summary of Knowledge: Healthcare 4.0

Healthcare 4.0 [20] is a strategic concept for the health domain derived from the Industry 4.0 concept. The aim of Healthcare 4.0 is to allow for advanced virtualization to enable the personalization of health care in real time for patients, professionals, informal health workers, and nonhuman health workers. A transformation toward Healthcare 4.0 will be a shift from hospital or professional-centered health care (patient in hospitals) to a globalized, virtualized, and self-administered health care via distributed patient-centric care (multiple care providers) and later to patient-driven care fueled by personally generated health data.

Lasi et al [21] define Industry 4.0 with a wide range of current concepts: smart factories, cyber-physical systems, self-organization, new systems in distribution and procurement, new systems in the development of products and services, adaptation to human needs, and corporate social responsibility. Similarly, this categorization has been applied to health system development in the Healthcare 4.0 concept.

Thuemmler and Bai [20] state that: The aim of Healthcare 4.0 is to allow for progressive virtualization in order to enable the personalization of healthcare next to real-time for patients, professionals, and formal and informal caregivers. The personalizing of healthcare will be achieved through the massive use of cyber-physical systems, cloud/edge computing, the Internet of everything including things, services and people and evolving mobile communication networks (5G).

The six design principles from Industry 4.0 could be applied to Healthcare 4.0 to forecast health care transformation and to design applications with a high fit for purpose. The following design principles were proposed [22]:

1. Interoperability: enable people and machines to communicate through data standards and standardized infrastructure.
2. Virtualization: technologies for interoperability, faster internet connections, and connected devices enable the movement of parts of the physical processes in health care to a virtual environment.
3. Decentralization: linking real-time data and users together opens up more autonomous decisions and reduces the necessity of centralized services.
4. Real-time capability: a higher proportion of connected devices and people enables changes in real time.
5. Service orientation: a shift from products to services based on accumulating data could adapt faster to market changes.

6. Modularity: a higher degree of module-based delivery and configuration enables faster adoption of changing needs.

From an academic perspective, design principles are the foundation of the design theory [23]. As outlined in the section Proof of Concept, the design theory method is followed in developing our proof-of-concept platform, VerifyMed.

The following section presents an emerging problem in Healthcare 4.0, which serves as the basis for the components of our intervention.

Trust in Healthcare 4.0

Overview
The definition of trust is a broad, multilayered, and complex concept that varies depending on the academic discipline that uses the term [24]. For this study, we have adopted the following broad definition of trust: a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another [25].

Trust From a Human Psychology Perspective
A central part of clinical practice is trust between a patient and a health care professional [26]. Maintaining trust with patients is a core function for physicians in their clinical practice [27]. The General Medical Council states “patients must be able to trust doctors with their lives and health” [28]. This is also a part of the obligations of other health care professionals such as nurses [29]. Trust in health care professionals is considered a foundation for effective service delivery [30] and a core attribute in patient-centered care [31].

Commonly, trust is divided into interpersonal, social, and dispositional trust [32].

Furthermore, trust between a trustor and a trustee is encouraged by the trustee’s reliability (good reputation), competence (having skills to perform the task at hand), and integrity (honesty) [33]. Trust in a physician is related to increased treatment adherence, patient satisfaction, and improved health status [34]. Patients most commonly base their trust on doctor’s characteristics such as competence, compassion, privacy and confidentiality, reliability and dependability, and communication skills [35].

We know from other industries that a successful web-based consultation in health care delivery service requires a value cocreation between the caregiver and the patient [36]. Caregivers need active participation from patients to benefit from this cocreation. Several factors contribute to the trust foundation, which is the basis for value creation, as illustrated in Figure 3. Our approach targets the verification of competence, experience, and training (highlighted in Figure 3).

Figure 3. Factors influencing trust in a patient-caregiver interaction.

Trust in Medical Technologies
When trusting medical technologies, institutional trust and technical reliability are deeply intertwined [37]. A key takeaway when reviewing Industry 4.0 is the need to explore further and understand how to build trust in the context of digital and virtualized health. This is related to trust in systems and information (human system) and people having the control of sharing information (human-human through the system).

Trust Issues in Healthcare 4.0
To conceptualize one part of the trust ecosystem in health care, we present the following theoretical issues with trust in a virtual patient-caregiver relationship: the patient needs to trust that the caregiver has the right competence (and authority) to deal with his or her health problem in a physical as well as in a virtualized health care environment. The caregiver needs to show the patient that he or she possesses the right competence to deal with the health problem of that specific patient; otherwise, the patient will possibly go somewhere else.

There are currently few or no systematic and objective tools to verify the competence and experience of health professionals in a transparent and accessible manner. The records of cases of delivered care are often stored in the electronic health record of the respective hospital. If a health care worker changes an employer, there is little or no opportunity to bring the ledger of given care (work experience). Like other industries, the health care industry has experienced a fast turnover of personnel. More health care workers change employers at a faster rate [38]. More health care workers are also moving across borders and jurisdictions at an increasingly higher pace [39]. In these cases, a tamper-proof, accessible record of the work history of someone as a health care professional, owned and controlled by no single entity, could be valuable. If this portfolio was stored in a decentralized manner, easily accessible with the consent of the
particular health care worker, onboarding processes for employers in the health care domain could be improved and that the health care worker could feel confident in that they control their own reputation by providing evidence-based care that could be verified at any time.

There is a need for patients, health care workers, and health care facilities to be able to verify the skill, competence, and formal certificates of health care personnel, especially when health care is moving toward Healthcare 4.0. Furthermore, it is essential to create an audit trail of complete work for health care workers; this could function as a portfolio that could potentially be used for future employers, freelance work, and increased confidence among health care workers.

Previous work has concluded that perceived competence and perceived goodwill are contributing factors to the system and interpersonal trust [24,32]. In a virtualized health care environment, it becomes increasingly important to verify the competence and credentials of health care professionals, as perceived competence is an essential component in building trust [40,41]. This highlighted component of perceived competence in Figure 4 is one part that the concept of VerifyMed partially addresses.

Figure 4. Trust model (adapted from Leimeister et al [32]).

The following section presents a proof of concept that addresses those needs.

**VerifyMed: A Novel Trust Model**

**Overview**

Our proposed architecture’s technical core and the operational functionality are described in the studies by Rensaa et al [42-44]. In addition to that technical part, we describe some of the crucial functional and nonfunctional requirements and the principles that influenced our design rationale.

Our proposed architecture provides a solution for enhancing trust between a caregiver and a patient within a virtualized health care environment. The cornerstone feature in our architecture is its ability to capture trust relationships within the health care system and put them in a blockchain. Patients can use this trust mechanism to confirm credentials and potentially enhance trust in a caregiver during their interaction. Furthermore, the architecture includes tools for evaluating these interactions publicly on a blockchain. These evaluations served as a file for the caregiver’s experience. We proposed the following three types of evidence for building trust in a virtualized health care environment: evidence of authority, evidence of experience, and evidence of competence [43].

The functional requirements describe the key features that we desire in our system based on our problem statement. Nonfunctional requirements describe the properties of the system, such as security, privacy, and performance requirements. Nonfunctional requirements often have a sizable architectural impact on how the system is implemented, whereas the functional requirements present the functionality that should be present within the architecture. These requirements are deduced from both industry requirements for handling patient data and the perceived problems deduced from our problem statement.

Previous research on blockchain apps within the health care industry has defined general principles for the requirements and system design principles that should be followed. Zhang et al [11] defined the metrics for evaluating blockchain apps within the health care industry. Although they are primarily directed toward the American Health Insurance Portability and Accountability Act (HIPAA), we generalize and try to capture some of these principles in our requirements.

**Regulatory Compliance: Compliance With Current Health Data Laws and (Health) Privacy Regulations**

Several regulatory bodies are responsible for preserving privacy and access rights to personal health data. The most prominent are the HIPAA for the United States and the General Data Protection Regulation (GDPR) for the European Union. In addition, most countries have national health data laws that further regulate health data for their citizens. In the scope of this study, we explored the GDPR compliance for VerifyMed. There are currently some uncertainties around general blockchain compliance with the GDPR [44], and these uncertainties, mainly around the level of anonymization and identification of data controllers in a decentralized network,
have not yet been clarified in any court case by the European Data Protection Board. However, it has been argued that there are no compliant blockchains, only complaint use cases, and apps [44]. The VerifyMed platform is designed to enhance user privacy and access control, and the following relevant GDPR articles have been addressed [45].

The VerifyMed platform is also designed to enhance the right of access by the data subject (Article 15 of the GDPR). As the system is designed not to store any personal data on the blockchain, it is also compliant with Article 17 of the GDPR (right to erasure or “right to be forgotten”), which only refers to personal data.

As the system is decentralized by design and there are possibilities for the user to access and receive the data at any time, it is compliant with Article 20 of the GDPR (right to data portability). The system requires an identity management solution to ensure full anonymization of the users and complies with Article 32 of the GDPR (security of processing). Identity management is not addressed within the scope of this study.

Key Functional Requirements

In accordance with the patient-centric health care system, we chose to define our main functional requirements in the context of the patient. As will be described later, the blockchain component of our architecture can be defined as a provider-centered model. We also note that fulfilling our patient-centered requirements allows the architecture to be used in settings outside of the patient and caregiver relationship. The main purpose of the model was to serve a patient-centered use case. The key patient-centered functional requirements were as follows:

1. Verification of caregiver credentials: a patient using a third-party system to talk with a caregiver should be able to verify the credentials by only using data from the blockchain. The patient must be able to do so without relying on any trust in the medical professional.
2. Verification of caregiver experience: a patient should be able to evaluate the experience of a medical professional by looking at data from the blockchain. Thus, the credibility of the data on blockchain must be enforced. The presented patient-centered requirements trigger opinionated system design choices to support this functionality. We additionally define two key features and refer to them as other deduced requirements. Therefore, these features will be subject to further specifications through nonfunctional requirements.
3. Transparency of blockchain data: to support data transparency to patients, we chose to use a publicly available blockchain to store the blockchain data. As these blockchains often have an associated fee with transactions, the system must take this into account.
4. Governance of blockchain data: to ensure that the trust relationships on the blockchain are anchored in the real world, they should be anchored in the existing corresponding trust relationships within the health care system. Just as there are governance entities responsible for credentials in the real world, they should be present in the proposed architecture as well.

Nonfunctional Requirements (via Quality Attributes)

Overview

In addition to the functional requirements above, we also surface the nonfunctional attributes of the system through quality attributes. The number of quality attributes of a system is unbounded. Therefore, this section presents the quality attributes that are considered to have the most significant architectural impact on the system.

Security Requirements

Fraudulent Treatments

A treatment cannot be published in the blockchain by unauthorized parties. All treatments must be cryptographically protected by an entity with direct or implicit authority to publish treatments.

Fraudulent Treatment Approvals

A treatment cannot be approved on the blockchain by unauthorized parties. All treatments must be approved by a license holder who the patient approves.

Fraudulent Evaluation

It should be impossible to publish an evaluation without going through a valid treatment. Once treatment has a related patient-reported outcome measure (PROM) published, it should not be possible to create another PROM related to the same treatment.

The Integrity of Treatments

It must be possible to ensure that a treatment or evaluation has not been tampered after their publication to ensure the credibility of these data sets. It is possible to prove this by using blockchain data.

Privacy Requirements

Unlinkability to Patients

The identity of patients must be treated as confidential. It should not be possible to link a transaction on the blockchain to a specific patient without any further knowledge from outside the blockchain. This will contribute to making the proposed system GDPR and HIPAA compliant (reference to regulatory compliance).

The Anonymity of Patients

The content of evaluations and treatments published on the blockchain should not reveal the identity of patients. The data published on the blockchain should either be a summary that cannot be linked to the patient or in another format that cannot be linked to a specific patient.

Access to Patient Data

The complete evaluations, including data linkable to patients, should be stored outside the blockchain. These data sets should be used to control patients. Access to these data sets for entities outside the patient and caregiver interaction should be denied unless the patient grants access.
Availability Requirements

Addition of New Governance Entities
It should be possible to add new governance entities dynamically without any code changes to the original contracts on the blockchain.

Recoverability After Authority Loss
If a governance entity becomes permanently unavailable or misbehaves, it should be possible to remove it, that is, to recover the dApp into a healthy state without interaction from the misbehaving authorizing entity.

Scalability Requirements
The amount of data on the blockchain should be minimal: the public blockchain is an expensive storage medium. Small data formats and encoding should be used to represent the data in the blockchain.

Performance Requirements
Minimization of transactions: interactivity with the blockchain should be reduced. The number of transactions required to go from the start to the published PROM should be small.

The Architecture

Overview
Our novel architecture provides trust between caregivers and patients within a virtualized health care environment. This is done through three main processes: evidence of authority, evidence of experience, and evidence of competence, each with its own components and stakeholders associated with them. We first define the terminology used in our architecture. Second, we present our proposition through an overall reference architecture. Finally, we describe how we further refine the reference architecture. We do this by describing the processes in the order in which they occur in the real world, along with the main components associated with them.

Terminology
Our architecture uses a concept for many different stakeholders, each represented by a given terminology. The stakeholders shown in Figure 5 are defined as follows:
1. Authorities: these are top-level government actors that have the overall responsibility of the health care sector (e.g., national health directorates).
2. License: a license represents the practitioner’s role as health personnel. Although a license in a traditional sense is the authorization of health personnel, we instead use it to represent the personnel themselves. Authorization is captured through trust relationships related to licenses.
3. License issuer: organizations that issue licenses for health personnel. License issuers are the only ones that can create licenses.
4. License provider: organizations that give formal authorization to practice for a license.
5. Treatment provider: organizations in which practitioners operate and are responsible for issuing treatments for patients. Examples include hospitals, clinics, and virtualized health care services.

Figure 5. Trust relationships published on the blockchain.

Overall Reference Architecture

Overview
As described in the functional requirements, the goal of VerifyMed is to provide trust in a health worker from a patient’s perspective. The high-level reference architecture is shown in Figure 6. It captures trust by using a blockchain to store the formal trust relationship from health care organizations to health workers. Furthermore, health workers issue treatments over time, summaries of these are published on blockchain. Finally, the evaluations of these treatments were published on the blockchain. The result is that the formal credentials of a practitioner can be validated through trust relationships, and their experience can be captured through logged treatments and evaluations.
Creating Trust in a Caregiver

The first goal of the architecture is to capture the formal trust relationships between organizational actors and care providers within the health care industry. The end goal is to form a deduced trust relationship from health care authorities to the care provider and to capture the relationship in a way that is transparent and can be validated by the patients.

Figure 5 describes our model for trust relations between organizations and care providers. The top level was composed of large health care authorities. Authorities organize themselves through a model of distributed governance, for example, through simple voting, where existing trusted authorities can vote for the addition or removal of an authority. The main role of authorities is to provide trust in the defined stakeholders, who issue, authorize, and hire license holders. License holders can only practice and otherwise interact with the blockchain if all their upstream relations are linked to an authority. The patient entity is not part of this trust hierarchy; that is, patients are invited to publish PROMs on the blockchain by the care providers who have a trusted license after a completed treatment or interaction.

Caregiver and Patient Interaction

Once a license is considered trusted through the relationships captured on the blockchain, patients can use this information to check it. When meeting a practitioner, they can use the procedures defined in the smart contracts to check if their license is trusted and valid. Figure 7 illustrates the verification of the license, experiences, and skills of health practitioners.

Figure 6. The VerifyMed architecture for providing trust in a virtualized health care environment. PROMS: patient-reported outcome measures.
Evaluation of the Treatment

Once the treatment is completed, the patient may evaluate the treatment. The patient can do so via the one-time key generated during the treatment creation and thus create the evaluation without revealing their identity. This evaluation can be linked implicitly to a treatment provider and an approving practitioner. Future patients can use this information to enforce or decrease their trust in a practitioner.

Usage Outside of the Patient and Caregiver Relationship

Although we focus on the patient and caregiver relationship in the context of treatment, we also surface how public data sets have many use cases outside of this setting, such as audits, second opinion services, reporting, and evaluation of treatment providers. Figure 8 shows the user interface for the patients.
Figure 8. Overview of the user interface for patients.

Discussion

This work outlines a theoretical basis for the need for a blockchain enhanced trust model in a virtual health care setting, which contributes to the overall understanding of how the health care sector transforms into a new era, Healthcare 4.0, and the potential problems that could arise along with this transformation. Following this analysis, we built and implemented the novel VerifyMed platform that could trust in a virtualized health care environment.

We have used design principles from the Industry 4.0 concept to forecast Healthcare 4.0 and address an emerging problem in a future health care system. Our results show that our proof-of-concept implementation can be used to verify the authority of a health care worker, experience, and competence. The verifier does not have to place any trust in the health care workers themselves. This process can be performed by anyone with access to the Ethereum blockchain network, making the evaluation process fully transparent. In the further development of the system, microcredentialing can be incorporated, making it possible to verify specific skills among health care professionals.

Our trust model is justified in real-world governance of health care. As an environment with heavy regulatory oversight, capturing pre-existing governance relationships on a public blockchain serves as a natural first step for providing trust in virtualized settings. Furthermore, we strengthen our model by adding revocation abilities, where the trust of a governance entity can be revoked if it acts in bad faith. The result is a trust model justified in the inherited trust relationship between patients and the currently established health care system.

The VerifyMed platform enables individuals to store their respective credentials in a secure and accessible manner. The provenance of these data can be guaranteed using the immutability of the blockchain. In theory, this should mitigate the need to constantly verify the credentials from the issuing body and potentially speed up recruitment and onboarding processes in the health care sector.
We note that our trust model is extensible. A patient may trace all trust relationships from any evidence back to a top-level authority. The patient stands free to blindly trust the blockchain or use a third-party service to independently verify each of the upstream governance entities.

Health data are inherently sensitive, and thus, demand privacy. The management, storage, and access rights of health care data are highly regulated, both through general data protection acts such as the GDPR, health data specific acts such as the HIPAA, and often national health data laws. In an initial analysis [46], VerifyMed complies with the GDPR, although the general compliance of blockchain and the GDPR is under investigation; this work may have to be updated. Future work should include a comprehensive compliance analysis, and if appropriate, suggest an adaptation to comply with specific national health data laws and the HIPAA.

VerifyMed does not cover an identity solution for any of the users, and this is obviously an important component for the system to be ready for a real-life setting. As identity management is a core function in a health informatics system, future work must address this issue and develop an identity solution fitted to this particular use case.

VerifyMed uses the public Ethereum blockchain to host smart contracts. This choice is incorporated into the architecture, as the public nature of the blockchain is considered. Using a public blockchain requires limiting the published data to protect patient privacy, and access control schemes must be implemented within smart contracts. In addition, there is a need to incorporate a mechanism to transfer Ether (or smaller fractions of gas; ie, gwei or nanoeth) between accounts, thereby allowing them to submit transactions. The key advantage of using a public blockchain for this use case is transparency, no need for interorganizational agreements, and the possibility of interacting with the underlying cryptocurrency of Ethereum. The disadvantages of using the Ethereum blockchain are the monetary price of transactions and scalability issues related to low throughput. Furthermore, as the platform is governed by a set of authorities, license issuers, license providers, and treatment providers, this allows the publication of evidence for trust rooted in real-world trust relationships on the blockchain. This model contrasts with the fully trustless principles, which are usually applied within public blockchains but are necessary for the complex system of the health care domain. However, this can open up using a permissioned blockchain instead of fully public, which could have benefits such as reduced transaction costs and higher scalability. This should be explored in future studies.

VerifyMed could, with future updates, enrich the current trust model by including more trust requirements, such as (1) the caregiver must trust that the patient exists, (2) the caregiver must trust the authenticity of the data that the patient is willing to share, and (3) a third party (eg, an insurance company) must be able to trust the claim of the patient that care provision has taken place. The patient cannot really understand the credentials and experience of a caregiver because having a license is not the same as having credentials and having competency is not the same as having experience. Thus, the system should make the credentials or competency contextually important to the patient.

In the forecasting analysis, experts were consulted based on a convenience sample. This is not a comprehensive review of the general opinions of experts but just guidance in the direction of forecasting. It is not possible to preclude that this sample was not biased. However, a review of the literature supports input from expert consulting.

The trust mechanism that the blockchain enables in this concept provides a more transparent, accountable, and controlled handling of verifying competence and experience. This could also be achieved using a centralized solution. However, in the transition to Healthcare 4.0, decentralization is of increasing importance. This concept is consistent with this development.

Future research also needs to further validate the use case and the proof of concept of VerifyMed. Before modifying and updating the proof of concept, a feasibility study with real users should be undertaken to validate the concept and explore the interface design. The feasibility study could also address the challenge of how a patient interprets the presented verification of experience and verification of the competence of a caregiver.
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Abstract

Background: Internet hospitals have been encouraged by the Chinese government to develop an innovative medical service model that mainly uses new internet-based technologies to increase access to health care and improve the quality and efficiency of health care delivery. However, the academic exploration of the institutional and sectoral development of internet hospitals in China is scarce in the existing literature.

Objective: This study aimed to investigate the policy interventions, development trends, and service innovations of internet hospitals in China. It is expected that the findings from this study will contribute to the further innovation of internet hospitals in China and provide references for the international development of internet hospitals for personalized digital health and patient-centric services.

Methods: This study analyzed official policies related to internet hospitals that were implemented by the government in China since 2005. The data of formally approved internet hospitals were collected from official websites to analyze development trends. In-depth semistructured interviews were conducted with 58 key stakeholders who represented comprehensive viewpoints about the service innovations of internet hospitals between March and November 2019.

Results: In total, 25 policies that promoted the development of internet hospitals in China were identified. These policies encompassed informatization infrastructure construction, medical resource integration, development model design, service model design, and payment model design. Of the 268 internet hospitals that had received an official license from the government, 153 public internet hospitals had been built mainly by medical institutions. Public tertiary hospitals were the main actors in founding internet hospitals that were created to provide services that targeted patients with common diseases or chronic diseases or patients living in remote and rural areas. Promoting convenient access to high-quality medical resources and saving patients’ and their families’ time were the key values of internet hospitals.

Conclusions: The policy interventions strongly promoted the development of internet hospitals in China. Public tertiary hospitals led the development of internet hospitals. However, internet hospitals in China have mainly played roles that are complementary to those of physical medical institutions. The service model of internet hospitals needs more distinguished innovations to provide personalized digital health and patient-centric services.

(J Med Internet Res 2021;23(7):e22330) doi:10.2196/22330

KEYWORDS
internet hospital; health policy; medical service; public hospital; digital health; China
Introduction

A total of 10 years have passed since the launch of new health reform in China. Substantial progress in providing equal access to health care and improving financial risk protection has been achieved. However, there are still gaps in medical quality, the control of noncommunicable disease, the control of health expenditures, public satisfaction, and the distribution of medical resources [1]. Indeed, due to the vast population and uneven distribution of medical resources in China, the use of medical resources is contentious [2]. In order to promote China’s health care, there is a need to further reform the medical payment system, the hospital governance structure, primary health care institutions’ capacity-building methods, and health education and a need to make full use of digital medical technology [3-5]. The expected outcomes are the promotion of the construction of health-oriented medical alliances [6-8], improvements in medical service quality through medical insurance payments, and the acceleration of medical service innovation [9]. As such, internet hospitals have been encouraged in recent years by the Chinese government.

In order to develop internet hospitals effectively, the Chinese government issued various relevant policy interventions in the past 15 years. The government aimed to develop an innovative medical service model that mainly used new internet-based technologies to increase access to health care and improve the quality and efficiency of health care delivery. Notably, technological innovations were used to improve health care use across hospitals in China [10]. As an emerging innovation in China, internet hospitals are expected to improve the availability of medical resources and decrease the costs of distant medical services [11].

Telehealth (or telemedicine) is 1 kind of worldwide medical service model that is similar to the internet hospital model in China [12]. In advanced countries like the European Union, the United States, and Japan, telehealth has been studied and practiced for many years, mainly in fields such as ophthalmology, cardiovascular, and dermatology [13]. However, in terms of service scope and means, the internet hospital model in China is more advanced than the traditional telehealth model. In theory, internet hospitals in China are internet-based medical platforms that medical institutions use to directly provide medical services to patients by using information technology to extend medical resources from hospitals to the internet and carry out web-based medical care and health services that can be received by patients in a home setting [14]. The internet hospital model is a new format that is derived from the “Internet + Health Care” format, which is an extension of the telemedicine and traditional hospital formats. By using the medical resources of physical hospitals and internet technology, internet hospitals provide patients with closed-loop medical services (ie, web-based and offline medical services, including web-based registration, web-based medical consultation, web-based drug supply and support, and web-based payment services), so that patients can use the more convenient medical services of physical hospitals and optimize and match existing medical needs and health care resources [15]. It is believed that the scope of internet hospitals not only encompasses telemedicine but also covers electronic prescriptions, medical insurance, commercial health insurance, health management, hospital operation, and hospital logistics. The internet hospital model is expected to become an innovative medical service model that is different from traditional hospital models [16]. In particular, during the COVID-19 pandemic, internet hospitals in China have become important components of infection prevention and control measures by offering essential medical support to the public despite the strict social distancing requirements, promoting self-care and self-protection, and facilitating epidemiological screening [17,18].

At present, the development of internet hospitals is far from mature and is limited by many factors, such as the scarcity of web-based doctors and the unavailability of medical insurance coverage [19]. Existing literature on internet hospitals mainly focuses on informatization infrastructure construction and development model design [20]. Consequently, while internet hospitals have been encouraged by the Chinese government to optimize health care resource use, the academic exploration of the institutional and sectoral development of internet hospitals in China remains scarce in existing literature. Thus, this study aimed to investigate the policy interventions, development trends, and service innovations of internet hospitals in China. It is expected that the findings from this study will contribute to the further innovation of internet hospitals in China and provide references for the international development of internet hospitals for personalized digital health and patient-centric services.

Methods

Research Design

This study had a qualitative research design and collected data via the following three methods: (1) policy file collection and analysis; (2) the documentary analysis of internet hospital approval; and (3) qualitative interviews with key stakeholders.

Policy File Collection and Analysis

To understand the policy interventions on internet hospital development in China, we collected and analyzed the relevant policy files of internet hospitals. We searched for these files on the websites of relevant government departments, including the websites of the State Council, the National Health Commission, the National Administration of Traditional Chinese Medicine, the National Health Security Administration, and the National Medical Product Administration. These websites were searched for relevant policies and regulations describing “Internet + Health Care” and internet hospitals. We used the following search terms: Internet hospital, Internet + health, Internet + healthcare, Internet medical consultation, telemedicine, Internet + medical insurance service, Internet drug business, healthcare big data, health information, Healthy China 2030, tiered healthcare delivery, medical treatment combination (yi lian ti), and medical alliance (yi gong ti). We also used combinations of these terms. The date of the last search was March 10, 2020.

In terms of the inclusion and exclusion criteria, this study only included formal and legal policy documents from official authorities. These selected policy documents were reviewed.
based on their objectives and their relevance to supporting internet hospitals by (1) providing a legal framework for practice, (2) identifying a development plan, (3) formulating specific development actions, (4) formulating management actions, and (5) formulating security measures.

**Documentary Analysis of Internet Hospital Approvals**

To explore the development trends of internet hospitals in China, we conducted a documentary analysis of the official approvals of internet hospitals. With regard to the data source, the data of formally approved internet hospitals that were published up to April 15, 2020, were directly collected from the official websites of provincial health commissions in China—the competent authorities that approve the establishment of internet hospitals in their provinces. The names, locations, owners, and approval times of internet hospitals were directly searched on and extracted from the official websites of the provincial health commissions by our research term. After collecting all of the data, we conducted descriptive statistical analyses to analyze the number, geographical distribution, approval time, ownership, and founding institutions (medical institution vs company) of established internet hospitals.

**Qualitative Interviews With Key Stakeholders**

To investigate key stakeholders’ perceptions about the service innovations of internet hospitals, we used a qualitative interviewing method. Between April and November 2019, semistructured interviews were conducted with a wide range of key stakeholders in the internet hospital sector, including policy makers, not-for-profit professional societies, hospital administrators, doctors, managers of pharmaceutical companies, managers of internet companies, information technology engineers, academic researchers, and financial investors.

Purposive sampling was used to select the interviewees. A total of 58 key stakeholders took part in the interviews, and their characteristics are presented in Table 1. There were 44 males and 14 females. Interviewees were from 10 regions and included 26 stakeholders from Beijing, 16 from Guangdong, 6 from Sichuan, 4 from Shanghai, 2 from Zhejiang, 1 from Chongqing, 1 from Tianjin, 1 from Jiangsu, and 1 from Hubei.

**Table 1. Characteristics of interviewees (N=58).**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Interviewees, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy makers</td>
<td>9</td>
</tr>
<tr>
<td>Not-for-profit professional societies</td>
<td>5</td>
</tr>
<tr>
<td>Hospital management staffs</td>
<td>8</td>
</tr>
<tr>
<td>Doctors</td>
<td>5</td>
</tr>
<tr>
<td>Pharmaceutical company managers</td>
<td>12</td>
</tr>
<tr>
<td>Internet company managers</td>
<td>9</td>
</tr>
<tr>
<td>Information technology engineers</td>
<td>2</td>
</tr>
<tr>
<td>Academic researchers</td>
<td>7</td>
</tr>
<tr>
<td>Financial investors</td>
<td>1</td>
</tr>
</tbody>
</table>

We approached the interviewees in advance to obtain informed consent. In total, 45 interviews were conducted face-to-face, and 13 interviews were conducted via telephone. The interviewees were asked questions that primarily focused on the policy interventions, development trends, and service innovations of internet hospitals. We recorded the audio of all interviews, which were transcribed verbatim with the interviewees’ consent. The average interview time was about 50 minutes.

Thematic analysis was used for the data analysis of qualitative interviews. First, two researchers conducted the thematic analysis separately. Second, they met with each other to identify similarities and the differences by comparing the analysis results. Third, another two researchers analyzed the differences to conduct a triangular test. Finally, the final results of the qualitative investigations were reviewed by all researchers together.

**Data Availability**

The data sets generated for this study are available from the corresponding authors upon reasonable request.

**Ethics Statement**

The study design was approved by the ethics committee of the University of Macau (approval number: BSERE20-APP004-ICMS).

**Results**

**Policy Interventions of Internet Hospitals in China**

**Summary of Policy Interventions**

In total, 25 policy files were identified in this study [21-43], including 1 law and 24 regulations. The details of these 25 policy documents are summarized in Multimedia Appendix 1. Corresponding with the official announcement timing of policy interventions, the policy developments of internet hospitals in China can be classified into two phases—phase 1 (2005-2017) and phase 2 (2018 onward; Figure 1).
Figure 1. The main policy interventions in the history of internet hospitals in China. These policy interventions were created by the following 21 national ministries: the National Development and Reform Commission, the Ministry of Education, the Ministry of Science and Technology, the Ministry of Industry and Information Technology, the Ministry of Civil Affairs, the Ministry of Finance, the Ministry of Human Resources and Social Security, the Ministry of Natural Resources, the Ministry of Ecology and Environment, the Ministry of Housing and Urban-Rural Development, the Ministry of Commerce, the Ministry of Culture and Tourism, the NHC, The People’s Bank of China, State Taxation Administration, the State Administration for Market Regulation, the General Administration of Sport of China, the China Banking and Insurance Regulatory Commission, the National Healthcare Security Administration, the NATCM, and the National Medical Products Administration. CFDA: China Food and Drug Administration; CPC: Communist Party of China; NATCM: National Administration of Traditional Chinese Medicine; NHC: National Health Commission; NHFPC: National Health and Family Planning Commission; NHSA: National Health Security Administration; OTC: over-the-counter; SC: State Council; SFDA: State Food and Drug Administration.

Phase 1 (2005-2017)
In 2005, the State Food and Drug Administration allowed the web-based sales of over-the-counter drugs for the first time, which prompted the exploration of innovative drug services on internet [26]. In 2014, the National Health and Family Planning Commission allowed telemedicine service providers to create medical care services. In 2015, the State Council integrated the “Internet + Health Care” format into the national medical and health service system to promote health information services and smart medical services and benefit the whole population via information technology. Moreover, the State Council issued guidance on building a tiered health care delivery system to reform the existing hospital-centric model by using information technology and big data. In 2016, the country’s long-term health sector strategy—“Health China 2030”—was announced by President Xi Jinping. This strategy involved integrating the “Internet + Health Care” format into the national strategic plans for health. Similarly, the use of health care big data in key informatization infrastructure construction has also been the focus of the State Council. In 2017, the State Council issued guidance on building a tiered health care delivery system to reform the existing hospital-centric model by using information technology and big data. In 2016, the country’s long-term health sector strategy—“Health China 2030”—was announced by President Xi Jinping. This strategy involved integrating the “Internet + Health Care” format into the national strategic plans for health. Similarly, the use of health care big data in key informatization infrastructure construction has also been the focus of the State Council. In 2017, the State Council issued guidance on building a tiered health care delivery system to reform the existing hospital-centric model by using information technology and big data.

Phase 2 (2018 onward)
In 2018, a milestone was achieved in the development of internet hospitals. The State Council issued a programmatic policy that nationally recognized internet hospitals for the first time. Subsequently, the National Health Commission and the National Administration of Traditional Chinese Medicine issued the “Internet Medical Consultation Administrative Measures (Trail),” “Telemedicine Services Administrative Standards (Trial),” and “Internet Hospital Administrative Measures (Trial)” policies. These polices defined the access, practice, and supervision rules and measures of internet hospitals. The National Health Security Administration issued guidance on “Internet +” medical service prices and medical insurance payment policies in an attempt to support the medical insurance coverage of internet hospitals. In general, with regard to policy focus, phase 1 emphasized informatization infrastructure construction, medical resource integration, and development model design; phase 2 prioritized the transformation of resources into effective services through systemic service model design and payment model design. A
detailed analysis of policy makers, policy levels, and policy options are summarized in Figure 2.

**Figure 2.** The evolution of policy options for internet hospitals in China. The numbers represent the number of policy documents. NATCM: National Administration of Traditional Chinese Medicine; NHC: National Health Commission; NHSA: National Healthcare Security Administration; NMPA: National Medical Products Administration; OTC: over-the-counter; SC: State Council.

**Development Trends of Internet Hospitals in China**

Until April 15, 2020, a total of 268 internet hospitals received official licenses from the government that were distributed in 24 provinces (municipalities) in China (Figure 3). Guangdong Province, Shandong Province, and Hainan Province approved more than 40 internet hospitals and thus played leading roles in the development of internet hospitals.

**Figure 3.** The geographical distribution of internet hospitals in China.
As shown in Figure 4, the establishment of internet hospitals increased quickly since 2019. This was the result of the new policy support released in 2018. In 2019, a total of 204 internet hospitals were approved (including 161 internet hospitals founded by medical institutions and 43 internet hospitals founded by companies), accounting for 76.1% (204/268) of internet hospitals in China.

Figure 4. Approval of internet hospitals in China. No internet hospitals that were founded by companies were approved between January 1, 2020, and April 15, 2020.

Of the 268 approved internet hospitals, 199 (74.3%) internet hospitals were established by medical institutions, which is much higher than the number of internet hospitals founded by companies such as internet companies and risk investment companies (Figure 5). This implies that medical institutions have more resources and the capacity to develop internet hospitals. With regard to the ownership of internet hospitals, there were 197 public internet hospitals that were mainly established by medical institutions and 71 private internet hospitals (Figure 5).

Figure 5. Proportions of internet hospital types. A: The proportions of internet hospitals developed by medical institutions and companies. B: The proportions of public internet hospitals and private internet hospitals. C: The proportions of internet hospitals established by different levels of medical institutions.

In total, 199 internet hospitals were founded by medical institutions; the number of internet hospitals established by tertiary hospitals, secondary hospitals, and primary hospitals was 178 (89.4%), 20 (10.1%), and 1 (0.5%), respectively (Figure 5). These data show that tertiary hospitals, which have the absolute advantage in terms of medical resources, have more motivations and the ability to establish internet hospitals. Furthermore, 36.4% (75/206) of tertiary hospitals in Guangdong Province founded their internet hospitals, 23.1% (3/13) of tertiary hospitals in Ningxia Province founded their internet hospitals, and 22.7% (41/181) of tertiary hospitals in Shandong Province founded their internet hospitals (Table 2).
Table 2. Development of internet hospitals established by different levels of medical institutions.

<table>
<thead>
<tr>
<th>Location</th>
<th>Tertiary hospitals (N=178), n</th>
<th>Secondary hospitals (N=20), n</th>
<th>Primary hospitals (N=1), n</th>
<th>Internet hospitals in tertiary hospitals(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guangdong</td>
<td>75</td>
<td>6</td>
<td>0</td>
<td>75 (36.4)</td>
</tr>
<tr>
<td>Shandong</td>
<td>41</td>
<td>7</td>
<td>0</td>
<td>41 (22.7)</td>
</tr>
<tr>
<td>Hunan</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10 (12.7)</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>8 (5)</td>
</tr>
<tr>
<td>Shanghai</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>4 (8.5)</td>
</tr>
<tr>
<td>Yunnan</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2 (2.9)</td>
</tr>
<tr>
<td>Sichuan</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Fujian</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5 (6.5)</td>
</tr>
<tr>
<td>Gansu</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5 (13.5)</td>
</tr>
<tr>
<td>Auhui</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5 (7.4)</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3 (2.2)</td>
</tr>
<tr>
<td>Liaoning</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3 (2.2)</td>
</tr>
<tr>
<td>Ningxia</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3 (23.1)</td>
</tr>
<tr>
<td>Heilongjiang</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Tianjin</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2 (4.7)</td>
</tr>
<tr>
<td>Shanxi</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1 (1.6)</td>
</tr>
<tr>
<td>Xinjiang</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hebei</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1 (1.4)</td>
</tr>
<tr>
<td>Beijing</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Hubei</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Henan</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1 (4.6)</td>
</tr>
<tr>
<td>Jinlin</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)The total proportion of internet hospitals in tertiary hospitals was 8.8% (178/2015).

Service Innovations of Internet Hospitals in China

Unlike traditional medical institutions, internet hospitals in China have tried to implement service innovations, which can be categorized based on the following three aspects: the target patients of internet hospitals, value offerings of internet hospitals, and the services provided by internet hospitals.

Target Patients of Internet Hospitals

With regard to the target patients of internet hospitals, there are two main types of patients—patients with common diseases or chronic diseases and patients in remote and rural areas.

Patients With Common Diseases or Chronic Diseases

At present, internet hospitals are not allowed to provide medical services to first-diagnosis patients due to certain policies. Internet hospitals were mainly designed to provide medical services to countercheck patients with common diseases or chronic diseases. An interviewee said:

> At present, the Internet hospital is still in the exploratory development stage. For the sake of people's life, health and safety, the first step is to open only to the patients with common diseases or chronic diseases. When the conditions are mature, we will gradually open to the first-diagnosis patients. [Interviewee #2, policy maker at the National Health Commission]

Patients in Remote and Rural Areas

Due to objective conditions such as economic underdevelopment and a lack of medical resources, problems such as an insufficient number of primary physicians and the unmet health care needs of primary patients in remote and rural areas are very prominent. Internet hospitals were thus positioned to meet the unmet medical service needs of patients in remote and rural areas. This was described by two interviewees, as follows:

> For example, some stroke patients from rural areas do not know how to recover at home after discharge. But the village doctors there are unable to provide professional advice either. In such kind of situation, it needs specialist doctor (of Internet hospital) to tell the patients what to do and how to do. [Interviewee #5, manager of an internet company]

Every village doctor in Guangdong Province manages more than 1,000 patients on average, even more than 5,000 patients. They can not meet the needs of health screening, health follow-up, and clinical instruction.
The Key Values of Internet Hospitals

Unlike the traditional medical institutions in China, internet hospitals might offer the following three distinctive values: saving patients' and their families' time, providing more convenient access to high-quality medical resources, and expanding from treatment-oriented services to complete health management.

Saving Patients' and Their Families' Time

One of the main problems that result in poor medical experiences in China is the time cost of medical services at traditional hospitals, including long registration times, long waiting times, short medical consultation times, and long times for taking medicine. With the help of internet hospitals, these problems could be greatly improved. This was expressed by two interviewees, as follows:

"80% of the patients in Southern Hospital are non-local. It is very troublesome for countercheck patients every time. For example, a patient with asthma in Hunan Province needs to spend three days per month to take a high-speed train to come to the hospital for medical consultation and medicine. The emergence of Internet hospital can solve this problem well. He only needs to communicate with the doctor through pictures and texts or video, and the doctor can send the medicine by express to him after diagnosis, which can save a lot of time for patient."

[Interviewee #29, management staff member of a public hospital]

"The most obvious advantage of Internet hospital is the convenience of registration, waiting, medical consultation and medicine taken, so as to avoid wasting time and energy."

[Interviewee #32, policy maker at the City Health Commission]

More Convenient Access to High-Quality Medical Resources

Internet hospitals overcame geographical restrictions to provide medical services to grassroots patients directly. In theory, with the help of internet hospitals, patients can obtain medical services from any hospital, including exceptionally scarce, high-quality medical resources at high-level medical institutions. This was described by two interviewees, as follows:

"Internet hospital is mainly to solve the medical problems and alleviate the low competence challenge of doctors in primary hospitals."

[Interviewee #5, manager of an internet company]

"Internet hospital has two core functions: one is to solve the shortage of human resources in primary hospitals; the other is to solve the uneven distribution of medical resources. For example, in Guangdong Province, 80% of medical resources are concentrated in Guangzhou City, but 90% of patients are at other cities."

[Interviewee #15, doctor of a public hospital]

Service Expansion From Treatment-Oriented Services to Complete Health Management Services

Unlike the traditional medical institutions that focused primarily on medical treatment, internet hospitals were expected to provide complete health management services for patients and ordinary persons. This was explained by two interviewees, as follows:

"Large hospitals only solve the short-term problem of patients' acute attack. But patients' later rehabilitation is more important, including patients' health recording and health education, which is the biggest problem of medical system. We should consider how to make good use of Internet hospital for health management at the grass-roots level."

[Interviewee #15, doctor of a public hospital]

"The development of Internet hospitals should insist on people-centered and expand medical services from treatment-centered to health-centered."

[Interviewee #2, policy maker at the National Health Commission]

Services Provided by Internet Hospitals

According to the service process, the main services provided by internet hospitals can be categorized as web-based registration services, web-based medical consultation services, web-based drug supply services, and web-based payment services.

Web-Based Registration Service

Internet hospitals provide web-based registration services for both outpatients of physical medical institutions and patients attending web-based medical consultations. The web-based outpatient registration of physical medical institutions covered all medical departments. Comparatively, web-based registration for web-based medical consultations was only open to patients with common diseases or chronic diseases. The was described by an interviewee, as follows:

"In the past, online registration was only used for outpatients of physical medical institution, for patient convenience. Now it (online registration service) has become the entrance of Internet hospitals, having the function of triage patients."

[Interviewee #40, management staff member of a public hospital]

Web-Based Medical Consultation Service

According to different service models, consultation services can be divided into three types—image-text medical consultations, telephone medical consultations, and video medical consultations. These are different in terms of service objects, service content, and prescriptions.

With regard to image-text medical consultations, patients need to fill in the application form for medical consultations, which includes patients’ health-related information (eg, condition description, past medical history, allergies, family genetic diseases, marriage, and birth status, and personal habits). During this time, patients can provide relevant health-related information by sending images. For counterchecked patients, physicians could make web-based diagnoses and order a prescription after reviewing specific health-related information.
Medical insurance is often the last one that gets involved. As the payer, we must be cautious. Moreover, the medical insurance policy of Internet hospital has not been fully developed in the country, mainly for pilots. Only a few provinces, such as Shandong Province and Fujian Province, have issued specific policies, such as reimbursement items and price. [Interviewee #22, policy maker at the City Health Commission]

If the Internet hospital is not connected to medical insurance, all the expenses of patients in the Internet hospital need to be paid by themselves and cannot be reimbursed. [Interviewee #17, internet hospital manager of an internet company]

Discussion

Principal Findings

This study reported a detailed overview of the policy interventions, development trends, and service innovations of internet hospitals in China. The understanding of these internet hospital aspects is lacking in existing literature. Our findings contribute to the understanding of policy development and implementation in the internet hospital sector. Based on our findings, there are some points that are worthy of further discussion.

First, after collating and summarizing new policies for internet hospitals, it became apparent that the multiple policy interventions introduced in the internet hospital sector over the past 15 years reflected policy makers’ determination in firmly supporting the development of internet hospitals. Moreover, these continuous policy interventions gave stakeholders the confidence to found internet hospitals and integrate them into the entirety of the health system. This is particularly important for resource-limited countries such as China, where there is a rising demand for health care but an uneven distribution of medical resources [44]. Although the Chinese government has been promoting the development of a tiered health care delivery system that is anchored in primary health care, the actual implementation of this system deviated substantially from the ideal model [45,46]. Therefore, based on the rapid development of internet hospitals in China, the medical care and health services of medical institutions at all levels can be coordinated and integrated, which can lead to the improvement of medical alliances and tiered health care delivery [47]. It would be beneficial to solve the problem of the uneven distribution of medical resources, innovate health care, and improve the efficiency of medical services.

Based on the evolution of policy interventions, internet hospitals feature the concept of “experimentation precedes popularization” [48]. The first step in achieving these goals was to identify potential problems by piloting web-based sales of over-the-counter drugs and telemedicine services. In the second step, informatization infrastructure construction, medical resource integration, and development model design were carried out based on the pilot tests. In the final step, the service model and payment model were introduced to strengthen the development of internet hospitals. All of these processes show

For first-diagnosis patients, physicians could only provide health consulting services that did not involve disease diagnosis and prescription.

With regard to telephone medical consultations, patients first need to fill in the application form for medical consultations first before scheduling a time with the doctor for telephone medical consultation. However, doctors can only provide health consultations; they cannot provide disease diagnoses and prescriptions.

Video medical consultations could be used for counterchecking patients. After completing the application form, video medical consultations are carried out at the time that was agreed upon by both the patients and the physicians. The physician can then make a web-based diagnosis and order a prescription after reviewing specific health-related information. An interviewee presented his ideas about the three types of web-based consultation services, as follows:

Image-text medical consultation, telephone medical consultation, and video medical consultation are three common service models at present. In fact, most patients choose telephone consultation because it is convenient and not as troublesome as text description. However, from the perspective of hospital or doctor, they prefer image-text and video consultation, it’s more objective and accurate, and is easy to keep records. [Interviewee #34, management staff member of a public hospital]

Web-Based Drug Supply Service

After making a web-based disease diagnosis and offering a prescription, internet hospitals can provide web-based drug services. Internet hospitals can either send drugs to patients directly or transfer prescriptions via web-based platforms to designated community pharmacies that were near patients. Two interviewees described this service, as follows:

At present, online prescriptions only flow to the pharmacy of the hospital..... Patients can go to get the drugs directly or send drugs by express to their home. [Interviewee #29, management staff member of a public hospital]

For example, in Wuzhou City, the city platform of prescription circulation has been established. Community pharmacies joining the platform can accept online prescription orders. Patients can pick up drugs at the community pharmacy around their home or receive drugs by express delivery. [Interviewee #51, academic researcher at a university]

Web-Based Payment Service

Internet hospitals can provide web-based payment services for expenses related to registration, medical consultations, and drugs. Due to the differences in the progress of medical insurance reform in different regions, the web-based settlement of medical insurance had only been realized in a few regions of China. However, patients need to pay their expenses if there was no web-based medical insurance settlement. This was explained by two interviewees, as follows:

Medical insurance is often the last one that gets involved. As the payer, we must be cautious. Moreover, the medical insurance policy of Internet hospital has not been fully developed in the country, mainly for pilots. Only a few provinces, such as Shandong Province and Fujian Province, have issued specific policies, such as reimbursement items and price. [Interviewee #22, policy maker at the City Health Commission]

If the Internet hospital is not connected to medical insurance, all the expenses of patients in the Internet hospital need to be paid by themselves and cannot be reimbursed. [Interviewee #17, internet hospital manager of an internet company]
that the Chinese government, which is cautious about the development of internet hospitals because they are a type of unknown medical institution, has taken a step-by-step approach to design and implement policies related to these five processes. These policy designs provide valuable references to other countries’ policy development processes for internet hospitals.

Second, this study showed that public tertiary hospitals played a more leading role in establishing internet hospitals compared to the role of companies, such as large internet companies. This is consistent with previous research findings [49]. Since medical resources are mainly found at tertiary hospitals, they have distinct advantages in terms of medical equipment, finances, physicians, and patient sources [50]. Furthermore, public tertiary hospitals employ most of the high-level physicians and own most of the medical facilities in China [51]. Therefore, most of the existing internet hospitals were founded by public tertiary hospitals. Although internet companies have inherent advantages in terms of information technology and their ability to operate the internet, which are lacking in most traditional hospitals, they still cannot directly compete with public tertiary hospitals in China. In practice, internet companies have to cooperate with medical institutions to enter the sector of internet hospitals [52]. All of these findings indicate that high-quality medical resources like physicians and medical equipment are the key factors that shape the development of internet hospitals.

Third, the services provided by internet hospitals are particularly valuable to patients with common diseases or chronic diseases and patients in remote and rural areas. First-diagnosis patients are still unable to access the services provided by internet hospitals. In theory, the most common barriers that stop patients from obtaining satisfactory medical services are cost, access, skill, and time [53]. High-quality medical resources are mainly found in public tertiary hospitals [54]. However, due to financial and professional reasons, skilled physicians are unwilling to work in communities or remote and rural areas [55]. Additionally, many primary patients are reluctant to go to primary hospitals due to a lack of confidence in health professionals’ skills and the quality of health care provided [56]. With the operation model that is currently in place, internet hospitals can reinforce the interactions between physicians and patients without the challenges of geographical limitations; increase the accessibility of high-quality medical resources in remote and rural areas; and dramatically reduce the indirect costs of medical care for patients, especially the expenses and time associated with travel [57]. As a result, regardless of the service type or service content, internet hospitals can at least play a role that is complementary to that of physical hospitals.

Furthermore, due to innovations such as web-based registration services, web-based medical consultations, web-based drug supply and support services, and web-based payment services, internet hospitals can provide patients with more convenient methods for accessing high-quality medical resources and save patients’ and their families’ time. However, internet hospitals do not have direct cost and skill advantages.

In general, this study found that the government has provided a lot of space for the development of internet hospitals in China, but the value of internet hospital services has not been fully realized in operation. Thus, we propose the following suggestions for the further development of internet hospitals. First, although general policy interventions regarding medical insurance for internet hospital services have been issued, there are no specific implementation instructions at the national level. In particular, there is a need to introduce specific medical insurance measures at the national level as implementation guidance for local governments. Second, to motivate physicians at public tertiary hospitals to support the platform provided by internet hospitals, policies for encouraging physicians at public tertiary hospitals to join internet hospitals and providing reasonable incentives are needed. Third, policies for encouraging the sharing of medical facilities and equipment among internet hospitals and physical medial institutions are necessary to further the service innovations of internet hospitals.

Limitations
To the best of our knowledge, this is the first study that has collated and evaluated multiple policy interventions that were designed to influence internet hospital development in China. There are several research limitations that can be addressed in future studies. First, in this study, we did not collect data from patients. Further studies can focus on patients’ realistic experiences with internet hospitals. Second, public hospital and internet companies have different strategies for developing internet hospitals, and these require further comparison and analysis.

Conclusions
Policy interventions regarding informatization infrastructure construction, medical resource integration, development model design, service model design, and payment model design have significantly promoted the development of internet hospitals in China. Further, public tertiary hospitals play a more leading role in founding internet hospitals compared to the role of internet companies. The service innovations of internet hospitals need to be further advanced with the support of corresponding policy interventions.
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Abstract

Background: The combination of the internet and healthcare has excellent benefits and far-reaching positive effects in improving service efficiency and promoting social equity. The role of the “internet plus healthcare” (IPHC) has been recognized, especially during the COVID-19 pandemic. This new healthcare model is also familiar to people and shows a bright prospect.

Objective: This article seeks to accurately understand and fully grasp the characteristics of IPHC policies that can enlighten the formulation of future policies.

Methods: The content analysis method was used to analyze China’s IPHC policies collected from the Beida Fabao database and several official websites.

Results: We found that the development of IPHC policy has gone through 4 stages and is currently entering a phase of rapid development. IPHC policymakers are primarily health administrative departments. In addition, policy instruments are classified into either supply, environment, or demand, and policy themes can be summarized into 4 categories: facilities, technology, service, and management.

Conclusions: China’s IPHC policy has good prospects from the perspective of development trends. The health administrative departments mainly lead the development of China’s IPHC policy. It is suggested that these departments involve other stakeholders (ie, medical workers, medical industries, and technology sectors) in formulating policies. Policies prefer to use supply-based and environment-based policy instruments. The policy themes emphasize improving infrastructure construction and high-quality diagnostic and treatment services, strengthening the supporting role of information technology, and ensuring all stakeholders understand their responsibilities.

(J Med Internet Res 2021;23(7):e23779) doi:10.2196/23779
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Introduction

The internet has become a driving force for different fields, including healthcare, education, and entertainment. To maximize the potential of the internet, the Chinese government has created “internet plus” designs to transform, modernize, and equip traditional industries. Likewise, the healthcare industry has been combined with the internet to create “internet plus healthcare” (IPHC).

IPHC is a novel application of the internet in the healthcare industry that includes health education, medical information queries, electronic health records or electronic medical records (EHR/EMRs), disease risk assessments, online disease consultations, electronic prescriptions, remote consultations, and various remote forms of health and medical services such as treatment and rehabilitation. Chinese hospitals use the internet and mobile technologies to alleviate the challenges patients encounter when obtaining hospital services [1]. Since the outbreak of COVID-19, IPHC has played a role in “high
efficiency and low risk” health care delivery [2] by enabling a more efficient pandemic response and launching a variety of valuable services such as addressing pandemic queries in real-time, facilitating online consultations, and providing home isolation guidelines. IPHC also minimizes the risk of cross-infection via in-person consultations. As a result, the IPHC model underwent significant development in 2020. For example, Alibaba Health launched a free clinic service on the internet, and Jingdong Health launched the “Preventing and Blocking COVID-19 Pneumonia” platform.

The development of IPHC relies on effective national policies. Policies reflect conceptualization, subjectivity, and practice in specific fields. Policy analysis enables an understanding of previous policies and offers retrospective and prospective insights for future policy development and implementation [3]. It offers a robust path to understanding how and why governments enact certain policies, including their values, interests, and the political contexts [4]. As a solid reflection of public affairs and the essence of policy content, policy text has become the primary starting point for policy analysis. Converting the policy text into several elements allows for a better examination of themes contained in the policy. Health policy analysis can potentially resolve protracted policy disputes and strengthen a sustainable health system [5].

Existing research on health policy in China either focuses on reformation [6-8] or tries to assess how specific diseases affect China’s health policy [9,10]. Previous studies evaluated the combination of the internet and healthcare in China by studying internet hospitals. For example, Xie et al [11] provided an overview of the internet hospitals in China; Han et al [12] analyzed the construction and content of internet hospitals in China. In addition, the number of Chinese citizens who use the internet to seek health services is increasing; therefore, there is an urgent need to update and refine the current IPHC policies [13]. Several health policy analysis frameworks have been proposed, including the policy triangle framework [14] and the network frameworks [15]. Considering “researchers need to use existing frameworks and theories of the public policy process more extensively [3],” the analysis of IPHC policies will combine the policy triangle framework and the network frameworks with practical requirements. This paper will address the following research questions, which contain elements proposed by previous research and can be collected from policy texts:

1. When are these policies issued?
2. Who issues these policies?
3. What policy instruments are included in these policies?
4. What are these policy themes?

By answering these questions, this paper aims to track the policy trajectory of IPHC in China, present the instruments guaranteed for policy implementation, and understand the key themes of IPHC.

Methods

Research Materials
Policy text was collected in 3 steps from several sources published on May 10, 2020. First, we used the Beida Fabao database, one of China’s most professional legal databases, characterized by rich content, detailed classification, and timely data. The retrieval strategy was to obtain relevant policy text with keywords, including “internet medical,” “network medical,” “internet health,” and “network health” through a full-text search. Second, we retrieved new keywords in the obtained policy text, such as “electronic health records,” “telemedicine,” and “internet hospital,” as clearly stated in the “Opinions of the General Office of the State Council on Promoting the Development of ‘Internet plus Healthcare.’” Finally, we supplemented the retrieval strategy with policy text published on the official websites of affiliated agencies such as the National Health Commission of the People’s Republic of China (NHC) and the National Administration of Traditional Chinese Medicine (SATCM). Given that the content of local IPHC policies was mainly based on national policies, and the focus of local policy themes was consistent with national policies, IPHC policies issued by the local government were eliminated from the analysis. Likewise, duplicate policy and invalid policy documents were removed, resulting in 90 policy texts.

Research Method
The content analysis method was used to convert a large amount of text into a small number of categories to help researchers discover the policy development patterns and trends [16]. The content analysis was designed to examine the text and explain “what they mean to people, what they enable or prevent, and what the information conveyed by them does” [17]. The content analysis method identified IPHC policy codes and classified the textual information per the following criteria:

The Evolution of Policies
The issuance period shows the development trend of the IPHC policies. We coded the date of policy issuance into annual units.

Policymakers
The coding for issuing markers to government agencies enables us to distinguish which government agencies are mainly involved in policymaking and which government agencies cooperate more in the policymaking process. We coded the policymakers by collecting their names as written in the policy issuing agencies sections of the policy texts. Then we standardized the names of policymakers according to the latest 2018 State Council Institutional Reform Plan.

Policy Instruments
Based on the classification of policy instruments by Rothwell and Zegveld [18], policy instruments in IPHC policies were classified into supply-based (eg, “technology and infrastructure” and “education and training”), environment-based (eg, “goal planning” and “legal supervision”), and demand-based policy instruments (eg, “medical insurance system” and “online services”). For example, the “Notice of the State Administration of Traditional Chinese Medicine on Printing and Distributing
the Twelfth Five-Year Plan for the Informatization of Traditional Chinese Medicine” can be coded as “integrated medical,” “information support,” “internet-based Chinese medicine,” and “education and training.” According to this classification, 2 coders coded the 90 policy texts.

**Policy Themes**

Policy themes can reflect the significant concerns derived from policy documents. We retrieved keyword segmentation results using the Jieba for Python and analyzed high-frequency keywords. We formulated the co-occurrence matrix of high-frequency keywords to examine the main clusters of IPHC themes from the textual information. We used Gephi to visualize the policy themes.

The consistency of the coding results by 2 coders was tested to ensure the reliability and objectivity of the content analysis of IPHC policy documents. The formula which was used to determine reliability was consistency coefficient = $\frac{M}{N_1 + N_2} \times 100\%$ (where $M$ is the number of consistent codes derived from the 2 coders, and $N_1$ and $N_2$ are the coder’s coding numbers). The calculated result showed that the consistency coefficient of coding was within an acceptable range (0.854).

**Results**

**The Evolution of Policies**


**Policymakers**

The results of IPHC policymakers are shown in Table 1. Results showed that 24 departments issued IPHC policies, including NHC, SATCM, National Medical Products Administration (NMPA), and National Development and Reform Commission. The NHC is the leading organization and has published the most policies (49 policies). This is because the main responsibility of the NHC is to organize the formulation of national health policies, laws, regulations, plans for health development, and departmental rules and standards and organize their implementation. Of the 90 IPHC policy texts, 73 (81.11%) policies were promulgated independently by 1 department. There are 17 joint promulgated policies, and the NHC participates in each promulgated joint policy. The 15 departments represented by The State Council Information Office of the People’s Republic of China, Ministry of Education of the People’s Republic of China (MOE), and Ministry of Finance of the People’s Republic of China (MOF) have promulgated one policy each, all of which are issued jointly.
Table 1. Statistics of each IPHC policy-issuing department.

<table>
<thead>
<tr>
<th>Policymakers</th>
<th>Number of policies</th>
<th>Joint number of policies</th>
<th>Frequency of joint policies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Health Commission of the People’s Republic of China</td>
<td>49</td>
<td>17</td>
<td>34.69</td>
</tr>
<tr>
<td>National Administration of Traditional Chinese Medicine</td>
<td>27</td>
<td>9</td>
<td>40.91</td>
</tr>
<tr>
<td>National Medical Products Administration</td>
<td>19</td>
<td>2</td>
<td>7.14</td>
</tr>
<tr>
<td>National Development and Reform Commission</td>
<td>4</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>State Council</td>
<td>4</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Ministry of Industry and Information Technology of the People’s Republic of China</td>
<td>3</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>National Healthcare Security Administration</td>
<td>3</td>
<td>2</td>
<td>66.67</td>
</tr>
<tr>
<td>Ministry of Science and Technology of the People’s Republic of China</td>
<td>3</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Civil Affairs of the People’s Republic of China</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>The State Council Information Office of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Education of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Finance of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Human Resources and Social Security of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Natural Resources of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Ecology and Environment of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Housing and Urban-Rural Development of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Commerce of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Ministry of Culture and Tourism of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>The People’s Bank of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>State Taxation Administration of the People’s Republic of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>State Administration for Market Regulation</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>General Administration of Sport of China</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>China Banking and Insurance Regulatory Commission</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>China Securities Regulatory Commission</td>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

Policy Instruments

Policy instruments reflect the intent of policy formulation and determine its effectiveness. They are selected based on economic, political, and social contexts [19], but they are rarely mentioned in public health literature [20]. This study refers to the classification of policy instruments by Rothwell and Zegveld [18], which includes supply-based policy instruments (public enterprise, scientific and technical, education, and information), demand-based policy instruments (procurement, public service, commercial, and overseas agents), and environment-based policy instruments (political, legal and regulation, taxation, and financial). The constructed analysis framework of the IPHC policy instruments is shown in Textbox 1. Supply-based instruments ensure the government directly supports various stakeholders with technology, infrastructure, talent, and resources, thereby promoting IPHC development.

Environment-based policy instruments create a suitable environment for developing the IPHC industry by improving laws and regulations and supervisory protocols with clear inspection systems. Finally, demand-based policy instruments explore the demand for IPHC services and promote its development through the medical insurance system and online services.

Results of statistics on the number of policies of various types of IPHC policy instruments are shown in Table 2. Overall, the different types of policy instruments are involved. However, supply-based and environment-based policy instruments are used more, while demand-based policy instruments are used less. Among the supply-based policy instruments, the most used is the “information support,” accounting for 47.78% of the 90 policies, followed by the “management” and “legal supervision,” which account for 38.89% and 35.56% of environment-based
policy instruments, respectively. The least used policy instrument is the “performance assessment” (8.89%).

**Textbox 1.** Analysis framework of IPHC policy instruments.

<table>
<thead>
<tr>
<th>Policy Instruments</th>
<th>Supply-based</th>
<th>Environment-based</th>
<th>Demand-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology and infrastructure</td>
<td>Technology and infrastructure: Provide the necessary infrastructure and technology to develop IPHC.</td>
<td>Goal planning: The development direction of IPHC is defined by formulating macro targets and overall planning.</td>
<td>Medical insurance system: Users’ rights and interests in IPHC activities are fully protected through continuous improvement and optimization of the medical insurance system.</td>
</tr>
<tr>
<td>Education and training</td>
<td>Education and training: Carry out various education and training activities for practitioners involved in IPHC, provide learning resources, and strengthen the development of relevant talents.</td>
<td>Legal supervision: IPHC stakeholders are regulated by establishing regulations, laws, and industry standards.</td>
<td>Online services: Traditional offline consultation and sales services are transformed into convenient and reliable online services through internet technology platforms.</td>
</tr>
<tr>
<td>Information support</td>
<td>Information support: Build related databases and knowledge bases and make full use of information technologies to provide information exchange and information services to develop IPHC.</td>
<td>Management: The quality of services or products provided by medical and health institutions and related enterprises is managed.</td>
<td>Integrated medical: Users are offered a more convenient medical experience through the interconnection of medical and health information resources and the full integration of high-quality medical resources.</td>
</tr>
<tr>
<td>Resource allocation</td>
<td>Resource allocation: Medical resources, financial subsidies, and other resources are allocated according to the characteristics and needs of the development of IPHC.</td>
<td>Policy publicity: IPHC policy is publicized actively to expand the beneficiary groups of the policy and generate a positive public opinion.</td>
<td>Internet-based Chinese medicine: The integrated development of Chinese medicine health service and the internet should be promoted.</td>
</tr>
<tr>
<td>Performance assessment</td>
<td>Performance assessment: A scientific performance assessment system is given to subjects offering IPHC information and services.</td>
<td>Entities collaboration: The relevant entities of IPHC are encouraged to collaborate and actively promote IPHC development.</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Statistics of IPHC policy instruments.

<table>
<thead>
<tr>
<th>Policy Instruments</th>
<th>Supply-based</th>
<th>Environment-based</th>
<th>Demand-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology and infrastructure</td>
<td>27</td>
<td>30.00</td>
<td>13.33</td>
</tr>
<tr>
<td>Education and training</td>
<td>18</td>
<td>20.00</td>
<td>17.78</td>
</tr>
<tr>
<td>Information support</td>
<td>3</td>
<td>47.78</td>
<td>23.33</td>
</tr>
<tr>
<td>Resource allocation</td>
<td>11</td>
<td>12.22</td>
<td>10.00</td>
</tr>
<tr>
<td>Goal planning</td>
<td>15</td>
<td>16.67</td>
<td></td>
</tr>
<tr>
<td>Legal supervision</td>
<td>32</td>
<td>35.56</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>35</td>
<td>38.89</td>
<td></td>
</tr>
<tr>
<td>Policy publicity</td>
<td>11</td>
<td>12.22</td>
<td></td>
</tr>
<tr>
<td>Entities collaboration</td>
<td>18</td>
<td>20.00</td>
<td></td>
</tr>
<tr>
<td>Performance assessment</td>
<td>8</td>
<td>8.89</td>
<td></td>
</tr>
<tr>
<td>Medical insurance system</td>
<td>12</td>
<td>13.33</td>
<td></td>
</tr>
<tr>
<td>Online services</td>
<td>16</td>
<td>17.78</td>
<td></td>
</tr>
<tr>
<td>Integrated medical</td>
<td>21</td>
<td>23.33</td>
<td></td>
</tr>
<tr>
<td>Internet-based Chinese medicine</td>
<td>9</td>
<td>10.00</td>
<td></td>
</tr>
</tbody>
</table>
Policy Themes

A total of 4586 keywords were extracted using Jieba for Python. The $T$ value was approximately 37 based on the high-low frequency words boundary fraction formula proposed by Donohue [21], where $T$ is the lowest frequency among the high-frequency keywords, and $I_1$ is the number of keywords with high frequency. There were 1107 keywords with a frequency greater than 37, and a visualization map with high-frequency words was generated using Gephi. Gephi is a data visualization software that can cluster points of the same attribute (Figure 2). As a result, the themes of IPHC policy can be summarized into 4 categories: facilities (blue), technology (pink), services (yellow), and management (green).

Figure 2. The visualization map of high-frequency keywords.

Discussion

Principal Findings

The study found that IPHC policy can be divided into 4 phases: “The Budding Period” (1999-2006), “The Initial Development Period” (2007-2011), “The Reform and Development Period” (2012-2016), and “The Rapid Development Period” (2017-present). In addition, IPHC policymakers are led by the health administrative department. As the core department, the NHC has formulated the most policies and cooperates extensively with MOE, MOF, and other departments. Furthermore, China’s IPHC policy instruments cover 3 types: supply, environment, and demand, with a preference for the supply-based and environment-based policy instruments. Finally, IPHC policy themes can be summarized into 4 categories: facilities, technology, services, and management, emphasizing the improvement of infrastructure construction, strengthening the supporting role of information technology, improving high-quality diagnosis and treatment services, and ensuring all stakeholders understand their responsibilities.

The Prospect of Policy Development

An early prototype of China’s IPHC appeared in the 1990s when doctors in China began to communicate with experts in other countries through emails about clinically incurable diseases. After that, with the increasing use of computers for remote medical consultations in various places, NHC issued the “Notice on Strengthening the Management of Telemedicine Consultation” in 1999 to regulate medical order and medical behavior and enable the development of healthy and orderly telemedicine consultation work. However, general interest in information technology and internet use among the public was limited at that time. Thus, the number of related policies released during that period was relatively small. At this stage, the largest number of policies was promulgated in 2001. The 3 policies issued in 2001 all focused on the “Internet Drug Information Service” and the regulation of drugs obtained online.

With the innovation of information technology and the widespread popularity of information networks, SATCM issued the “Outline of the Eleventh Five-Year Plan for Chinese Medicine Informatization” in 2007, emphasizing the
The Multiple Voices in Policymaking

The “internet plus” industry, including IPHC, is policy-oriented in China. Compared to other industries, the IPHC field is more professional and requires complete, detailed, and operable policy documents to regulate industry behavior and guide industry development. Overall, the current IPHC policy issuance is mainly led by the health administrative department. For example, the NMPA is responsible for internet-based drug-related policies, and the NHC coordinates industry development and formulates industry standards. In addition to continuing its primary role in future policy formulation, it strengthens the coordination with nonhealthy departments to leverage the advantages of each department. It is suggested that these departments should be involved in formulating policies for various social services. They should listen to the voices of different interest groups in the IPHC field, coordinate conflicts of interest, and enhance the enforceability of policies. For example, medical personnel and the medical industry offer a unique perspective in formulating health policies because of their knowledge, technology, and position [3]. In addition, the health administration should strengthen communication and cooperation with internet companies, telecommunications industries, communities, and the general public.

The Coordination of Various Policy Instruments

“Technology and infrastructure” account for a relatively high proportion (30%) of supply-based policies; however, the importance of such policies on emerging technologies needs to be improved. Nambisan [22] found healthcare organizations that provide patients with online health communities need to pay more attention to developing tools that will make internet searches more effective. Considering the role of cloud computing, big data, artificial intelligence, 5G, and other emerging technologies in promoting the positive development of IPHC, future policies need to closely follow technology development trends and provide forward-looking and innovative guidance for the development of IPHC.

“Education and training” accounts for 20% of all policy instruments and can be divided into 2 categories: continuing education for medical practitioners and providing a training program for the new personnel joining the IPHC industry. Compared to the former, the latter has had a late start, and its policy content is primarily macro; thus, it is necessary to provide detailed training programs for new talent. The number of policies using “information support” covers the largest proportion (47.78%) of supply-based policy instruments. They all emphasize improving the level and ability of medical information services and actively creating a development culture for the growth of IPHC through the construction of information platforms and other informatization means. The “resource allocation” policy instruments are used less frequently, accounting for only 12.22%; hence, future policies should consider further strengthening financial investments.
Among the environment-based policy instruments, “management” is used the most (39.89%). It is mainly focused on EHR/EMRs, telemedicine, and internet drug information services. The least used is “performance assessment” (8.89%) and is reflected in telemedicine pilots, informatization of traditional Chinese medicine and vaccines, and electronic registration after 2015. This type of policy instrument needs to be improved further to provide a scientific performance system to assess the management of relevant practitioners. “Entities collaboration” accounts for 20% of environment-based policy instruments, mainly emphasizing the coordination of supervision among policy issuers and the cooperation of medical institutions; however, participation and collaboration among other social services are relatively neglected. The policies using “policy publicity” account for 12.22% of environment-based policies. Most of them were published after the “Guiding Opinions of the General Office of the State Council on Promoting and Regulating the Application of Health and Medical Big Data” was issued by the General Office of SC in 2016. This policy instrument needs to be used continuously to create a suitable environment for engaging public opinion in developing IPHC.

“Integrated medical” (23.33%) accounts for a large proportion of demand-based policy instruments, and it was developed after 2014. The second is “online services” (17.78%), which emphasized the development of “internet plus diagnosis and treatment” and “internet plus pharmaceuticals,” the interconnection of medical resources, and the optimization of the medical experience. Only 13.33% of the demand-based policy instruments cover the “medical insurance system,” which is essential to protecting people’s health. In addition to the previous medical insurance payment guidance on telemedicine, other policies have begun to use the “medical insurance system” following the “Notice of the General Office of the National Health and Family Planning Commission on the Comprehensive Promotion of the Construction of the National New Rural Cooperative Medical Information Platform” issued in 2015. This policy instrument needs to be improved in terms of pricing instructions, pricing standards, and service areas to effectively solve user needs, dispel user concerns, and promote the development of IPHC. “Internet-based Chinese medicine” accounts for 10% of all demand-based policies, emphasizing the development of the internet plus Chinese medicine health services; however, specific and feasible solutions are still under discussion.

The Four Categories of the Policy Themes
“Facilities” focuses on the infrastructure (eg, the construction and improvement of network equipment, network environment, databases, information systems, and mobile devices) required during the development of IPHC, utilizing core keywords such as “informatization” and “electronic medical records.” “Informatization is a relatively abstract concept related to the combination of medical treatment and information technology, using information technologies such as the internet to improve medical efficiency and service levels. It is referred to in the policy as “implement a national health security information project, expand and improve existing facilities, fully build a shared population health information platform, and strengthen data collection, integrated sharing, and business collaboration of application information systems such as public health, medical services, and drug supply” [23]. For example, relying on China Unicom’s 5G plus a medical cloud platform, experts in Beijing, Shanghai, Guangzhou, and other places remotely consulted with critically ill patients in Leishenshan Hospital in Wuhan in February 2020, improving medical efficiency. “Electronic medical record” and “informatization” function in tandem. Existing policies emphasize constructing a basic database with EHR/EMRs as the core of healthcare informatization. They also recommend enhancing the unification and standardization of EHR/EMRs standards to achieve big data management of health information for the entire life cycle of the population. However, EHR/EMRs have not been widely popularized in Chinese hospitals. Traditional paper medical records are still the standard, and the transmission and sharing of EHR/EMRs between hospitals are even more limited. As the foundation of IPHC, the optimization of “facilities” is of vital importance, and China still needs to invest additional efforts to ensure the development of IPHC by improving the network, database, and mobile devices.

The evolution of technology can bring substantial benefits to healthcare [24]; even “policymakers worldwide view information technology as a means of making healthcare systems safer, more affordable, and more accessible” [25]. The “technology” theme of China’s IPHC also reiterates the foundational importance of information technology, emphasizing the development of cloud computing, the internet of things, and other information technologies to provide technical support for the development of IPHC. Representative high-frequency keywords in this category include “payment,” “online,” and “synergy.” Among them, “payment” refers to the development of mobile payment technologies (eg, network payment or online payment) to reduce patients’ queuing time and optimize hospital service processes. Especially in recent years, mobile payment terminals have become standard equipment in various hospitals, and patients also tend to use mobile apps such as Alipay and WeChat to pay their fees. “Online” emphasizes the conversion of traditional medical treatment processes to online platforms, including online queries, online appointments, online viewing of medical results, online payment, and online drug purchases. At present, many hospitals have initiated their official portals, WeChat public accounts, and other network portals. By visiting these portals, patients can complete the entire process of scheduling appointments, medical treatments, and medication purchases. Even under the influence of this trend, professional internet medical platforms such as Ping An Good Doctor (PAGD), Ding Xiang, Chunyu, and Good Doctor have begun to appear. For example, Ping An Health Cloud Company launched PAGD (an online health consultation and health management app) in 2015, and the number of user registrations exceeded 315 million by the end of 2019 [26]. Unlike traditional hospitals, PAGD provides users with one-stop medical services, including 24/7 online consultations, referrals, registrations, online drug purchases, and 1-hour drug deliveries. “Synergy” is a collective term for “regional synergy,” “online and offline synergy,” “business synergy,” etc. It is believed that the process of developing IPHC should (1) improve coordination between different regions to promote access to high-quality medical resources in remote areas; (2) optimize the medical service
process by coordinating the traditional medical model and online medical model; and (3) coordinate various business-related information, promote the integration of information resources (eg. medical service prices, drug information, and medical insurance payments) and promote the joint reform of medical industry, pharmaceutical industry, and medical insurance system.

The “service” category includes keywords such as “information system,” “medical institution,” and “medical service,” emphasizing the optimization of medical services and the improvement of service levels. Generally speaking, companies can accurately identify consumer needs and quickly integrate resources through the internet to improve services. For hospitals, the use of the internet can provide people with safe, effective, convenient, and inexpensive essential medical services, significantly improve patients’ experience with doctor visits, and improve the quality of medical services. As a result, each medical institution should strengthen the use of information technology, and government departments should improve relevant information and technology standards and strengthen medical information education. For example, several policies promulgated during the COVID-19 epidemic have recognized the role of IPHC in responding to sudden infectious diseases, requiring government departments and hospitals at all levels to leverage the beneficial experience of internet-based diagnosis and treatment, the construction of internet hospitals, and the use of telemedicine services during the pandemic. This further promotes the integrated development of internet technology and medical services and the normalization of telemedicine services.

In developing IPHC, problems such as user privacy, qualifications of practitioners, and responsibilities and obligations of both doctors and patients have become prominent. Improper management of these concerns will risk patients’ health. At the same time, it will stigmatize IPHC and damage the development of the industry. For example, Bansal et al [27] found that users’ trust in medical websites and concerns about privacy affect the extent to which they provide personal health information on the internet, which affects the success of IPHC. Therefore, the “management” of patient privacy concerns is necessary. It focuses on the supervision of all stages in the development process of IPHC and specifies the responsibilities of all parties. For example, health administrative departments at all levels should strengthen the supervision and management of internet diagnosis and treatment services, publicize the list of medical institutions that conduct internet diagnosis and treatment activities, and facilitate the supervision of these institutions by the general public.

Furthermore, medical institutions should strengthen the use and management of internet diagnosis and treatment activities, ensure that they are traceable throughout the process, and open data interfaces with regulatory authorities. In addition, physicians who carry out internet diagnosis and treatment activities shall obtain corresponding qualifications according to the law. Currently, government departments at all levels in China have successfully issued specific policies to regulate the development of this industry. For instance, the “Opinions on Promoting the Development of ‘Internet plus Healthcare’” issued in 2018 by the SC required the NHC, Cyberspace Administration of China, Ministry of Industry and Information Technology of the People’s Republic of China, and other departments to issue management measures to regulate internet diagnosis and treatment, to clarify the standards for supervision, and to ensure the quality and safety of medical and health services. Likewise, the Sichuan Province, Zhejiang Province, and other places have also established provincial level IPHC supervision platforms. These platforms supervise online medical institutions, prescriptions, diagnosis and treatment content, service quality, and the qualifications of doctors, nurses, and pharmacists.

Conclusions

IPHC policy clarifies the development goals of the medical industry and the main contents of industry development. It also promotes the modernization of medical service methods. This article used content analysis to analyze policymakers, policy instruments, and the policy themes of IPHC policy in China, aiming to determine the characteristics of current policies, examine the inherent laws of policies, inspire future policy formulation, and guide the policies of the IPHC industry better.

This article has some limitations. Considering that the local policies were issued under the guidance of the central policy, we only selected the policies at the central level for analysis. However, the study of local policies can effectively show the spread, speed, and influence of policies and identify regional characteristics for future research. In addition, although this article analyzes several aspects of IPHC policy, it is limited by time and effort and cannot further explain the interconnection between these aspects. For example, which policymaker prefers to use which policy instrument, and do different policy themes use other policy instruments? Additional in-depth research is required to answer these questions.
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Abstract

Background: Online health care services are a possible solution to alleviate the lack of medical resources in rural areas, and further understanding of the related medical service pricing system would contribute to improvement of the online health care community (OHC). Although many studies have investigated the OHC, the impact of physicians’ reputations and wage levels on consulting prices in the OHC has rarely been discussed in the literature.

Objective: This study was designed to explore the determinants of consulting prices in the OHC. We addressed the following questions: (1) Are the prices of online health consultation services affected by wage levels at the doctor’s location? (2) How does a physician’s online and offline reputation affect their consulting prices?

Methods: Employing a large-scale sample of 16,008 doctors in China, we first used descriptive statistics to investigate the determinants of consulting prices in their entirety. Hierarchical linear modeling was then used to investigate the determinants of consulting prices in the OHC.

Results: The empirical results led to the conclusion that if doctors have more elevated clinic titles, work in higher-level hospitals, have better online reputations, and/or have made more past sales, their consulting prices will be higher. Additionally, the wage level in the city in which the doctor is working determines their opportunity cost and therefore also affects consulting prices.

Conclusions: The findings indicate that the characteristics of the doctor, the doctor’s online reputation, and past sales affect the consulting price. In particular, the wage level in the city affects the price of the consultation. These findings highlight that the OHC is important because it can indeed break through geographical restrictions and give rural residents the opportunity to obtain medical service from doctors in big cities. However, doctors from cities often charge higher fees because of their higher opportunity cost. The results reveal that one of the most important functions of the OHC is to reduce the medical disparity between urban and rural areas; however, planners appear to ignore the possibility that rural residents with lower incomes may not be able to afford such high medical consultation costs. Therefore, the government should consider providing incentives to encourage urban doctors to provide discounts to rural residents or directly offer appropriate subsidies.

(J Med Internet Res 2021;23(7):e29170) doi:10.2196/29170
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Introduction

Background

Health care is a fertile field for research in the service area, and is an expensive, complex, and universally used service that substantially affects everyone [1]. Currently, certain activities related to health care are becoming more convenient due to ubiquitous internet connectivity; these new services may be referred to as online health care or telemedicine. Online health care may be defined as the use of medical information remotely via electronic communication to deliver health care services or improve a patient’s clinical condition. The online health care community (OHC) is growing quickly, which is changing the traditional channels and approaches to health care services [2].

The Telehealth Index: 2017 Consumer Survey indicated that 50 million Americans would prefer to switch their health care service provider to one that offered telemedicine, compared to 17 million in 2015. Additionally, approximately 60% of patients with chronic illnesses indicated that they would like to manage their conditions via remote diagnosis with their physicians regularly [3]. The popularity of the OHC in developed countries is unsurprising because it allows patients to save time and travel costs [4]. However, China’s overall per capita medical resources are relatively inadequate compared with those of more developed countries. According to the 2018 Organisation for Economic Co-operation and Development health resource data, China has only 1.80 doctors per 1000 people, which is relatively few compared with the numbers in the United States (2.60), the United Kingdom (2.80), Germany (4.30), and Norway (4.80) [5]. Thus, the development of the OHC is crucial not only for the sake of convenience but it is also an important means to reduce pressure on the entire medical system. Specifically, the OHC can reduce the length of hospital waiting times as well as improve the quality of the product they have received [17-19]. For example, when patients receive suggestions from the doctor, in general, it is hard for them to know for certain whether the doctor’s advice is appropriate for their personal situation. Similarly, it is difficult for patients to judge whether the pricing of consulting services is reasonable. This may induce the problem of moral hazard [20,21], which implies that physicians do not bear the full responsibility for the costs or risks associated with their providing online health care consultation and so may make less of an effort to reduce these costs. Although this study cannot propose a complete solution to the problem of moral hazard, it can provide several key factors that could help to explain physicians’ consulting prices. This would in turn help to reduce the occurrence of mispricing, either deliberately or through carelessness, which will ultimately contribute to further desirable developments in the OHC.

Second, online health care consultation is substantially different from tangible products as it possesses certain characteristics of services, including intangibility, inseparability, variability, and perishability [11]. Although there has been substantial research on consulting fees [12-16], to the best of our knowledge, this study is the first to explore consulting fees in the OHC based on large-scale empirical data collection. Compared with traditional electronic market items, online health care consultation can be regarded as a typical credence good. When common products are purchased, customers can recognize their utility or quality after using them. In other words, people can distinguish whether the product is good or not. However, with credence goods, it is usually hard for customers to verify the quality of the product they have received [17-19]. For example, in the area of online health care consultation, when patients receive suggestions from the doctor, in general, it is hard for them to know for certain whether the doctor’s advice is appropriate for their personal situation. Similarly, it is difficult for patients to judge whether the pricing of consulting services is reasonable. This may induce the problem of moral hazard [20,21], which implies that physicians do not bear the full responsibility for the costs or risks associated with their providing online health care consultation and so may make less of an effort to reduce these costs. Although this study cannot propose a complete solution to the problem of moral hazard, it can provide several key factors that could help to explain physicians’ consulting prices. This would in turn help to reduce the occurrence of mispricing, either deliberately or through carelessness, which will ultimately contribute to further desirable developments in the OHC.

The OHC has developed very rapidly in China [8,9]. Up to 194.8 million people used online health care services in December 2016, accounting for 26.6% of the total number of internet users [10]. For these users, the three types of services with the highest usage rates were medical information inquiry (10.8%), online registration (10.4%), and online consultation services (6.4%). The first two services are usually available for free or for a small fee; in China, where the family doctor system is not as widespread as it is in developed countries, this has made online consulting services more important. However, online consulting services require payment of fees based on the doctor’s pricing. Additionally, online consulting prices are not regulated according to a certain pricing standard, and therefore differences in the prices charged by individual doctors can be very large. This raises an important question about whether the pricing is reasonable. Consumers want to be able to judge whether the consulting price is too high, while doctors want to set reasonable prices for consultation based on their personal conditions. In this study, we investigated the factors that might influence online health care consulting prices.

Two related points deserve further explanation. First, it is important to have a more complete understanding of the current status of China’s OHC to better understand the characteristics and limitations of this study. Xie et al [8] reported that there are 43 internet hospitals in China, 41 of which have licensed medical qualifications and 34 of which provide online consulting services. In addition to traditional hospitals adding various new remote services for patients, some internet companies have also obtained the necessary legal qualifications to provide medical services online. These internet companies have the advantage of being free from geographical and institutional restrictions. Specifically, they can hire qualified doctors from a variety of traditional hospitals across the country to provide medical services during their free time. In this study, data were collected from a well-known internet company represented by the Haodf website (hao means “good” and dau fu means “doctor” in Chinese). After appropriate data filtering (see “Data Collection and Sample Characteristics” section in the Methods for a detailed description), the total number of doctors in our sample was 16,008, from 1628 traditional hospitals in 30 provinces. With these data, we carried out a broad investigation of the determinants of consulting prices in China’s OHC.
Research Problem

The purpose of this study was to identify the determinants of online health care consulting prices. Owing to restrictions of data accessibility, two categories of determinants were included in our analysis. The first, relevant to economic factors, is the provincial wage level. The other category, obtained from the publicly available contents on the Haodf website, is related to the reputations of online and offline doctors. Reputation is a key indicator linked to trust [22], and is recognized as one of the primary factors affecting consumer behavior and seller performance, especially in online markets [23,24]. In the context of the OHC, a higher degree of information asymmetry may exist because OHC products have the characteristics of credence goods and items in online markets. Therefore, the particular nature of health care makes it necessary to consider both offline and online reputations so as to reduce information asymmetry. Previous empirical studies have focused on the correlation between reputation and price [15,23]. However, these studies investigated the online and offline reputations separately, thus not associating the combined offline reputation and online reputation with price. Given the multiple levels of data structure, in this study, hierarchical linear modeling (HLM) [25,26] was used to verify the relationships between online health care consulting prices and these determinants.

Methods

Research Model

Overview

We developed an explanatory research model for this study, as shown in Figure 1. Several hypotheses related to online health care consulting prices are proposed. An integrated multilevel model of online health care consulting prices, economic factors, and online and offline reputation is proposed. The dotted line separates the Level-2 variable and the Level-1 variables. The arrows crossing the dashed line represent cross-level relationships with the dependent variable. We explain how the data were analyzed in this multilevel model in further detail below. Additionally, four control variables were included in this research model.

Figure 1. Proposed research model. eWOM: electronic word of mouth.

Theoretical Background: Service Pricing Approaches

Among the many approaches to service pricing [13,27,28], cost- and competition-oriented pricing strategies have dominated the pricing of services [29]. The cost-oriented pricing approach arrives at a service price by considering all of the costs and adding a desirable profit margin [29,30]. In the competition-oriented pricing approach, the price is set to meet that of the competitors or to accord with the market situation [31,32]. Although the simplistic nature of both approaches brings advantages of usability and rapidity, to accurately reflect the practices of complex business organizations, many extended approaches also take the characteristics of the service into consideration. For professional service providers such as physicians, Hoffman and Arnold [33] proposed an extended cost-oriented pricing approach, which includes not only the traditional factors of fixed costs, variable costs, and the profit desired but also a service characteristic premium. In particular, they take the service characteristics premium to be based on essentiality, durability, and tangible intrinsic value-added, which are also widely regarded as service characteristics. Similarly,
Arnold et al [31] proposed a premium competition-oriented pricing approach in which the service price is equal to a differentiation premium plus the average competitor’s price. They suggest that the differentiation premium could be a function of availability, reputation testability, commitment incentive, and price sensitivity premiums. However, in practice, the precise definition of the differentiation premium should be dependent on the specific issue under consideration. Recently, studies have explored the factors that influence consulting pricing [14-16]. McLachlin [14] suggested that consulting engagements are successful if the client is satisfied that the consultant meets client expectations, which may enhance the consultant’s reputation and expectations of future revenue streams. These clients are more willing to pay a price premium for their services [34]. In addition, Momparler et al [15] showed that client satisfaction with the consulting team positively and strongly affects consulting fees. This satisfaction dimension may allow consultants to charge higher fees through the application of greater leverage while setting prices during the contracting process. Moreover, Lassala et al [16] performed a fuzzy-set qualitative comparative analysis to ascertain whether consulting-client satisfaction would explain differences in consulting fees and determine the conditions that lead to high consulting fees. Therefore, the aim of this study was to explore the critical determinants that affect online health care consulting prices, as this information can be used to improve the existing approaches to pricing. Specifically, these determinants can be regarded as components of the service characteristics premium or the differentiation premium in cost-oriented pricing or competition-oriented pricing, respectively.

We would like to further explain the importance of service characteristics for the analysis of online health care consulting prices by exploring differences between general services and those in the OHC. First, all service providers in the OHC are qualified doctors, and therefore this industry is professionally oriented; this suggests that service characteristics would be expected to play a critical role when providers price their services [33]. Second, almost all of the doctors in the OHC are online only part time, meaning that they provide online consultation during their nonworking hours. This service requires only a video or voice device and an internet connection; it is not necessary to rent an office or hire employees. Therefore, doctors have near-zero fixed costs, and their variable costs are closely related to their own opportunity costs. Third, all services are available online. Patients can find appropriate doctors according to information about specific doctors, without geographical restrictions. This implies that a doctor’s individual characteristics (eg, clinic title or online rating score) become more important for patients wishing to make the best decision in choosing a doctor [23,35]. In the following sections, we introduce the three types of determinants used in this study: economic factors, online reputation, and offline reputation. We then present the complete research model.

Economic Factors

We first discuss the effects of an economic factor: the provincial wage level. This is the local salary level at the doctor’s place of work. Intuitively, it seems obvious that a higher wage level usually means that doctors might experience higher opportunity costs when they provide online health care consulting services. As suggested by the cost-based approach [29,30], when doctors experience higher opportunity costs as a result of spending their time and effort offering a service, they will naturally request higher remuneration. Accordingly, we propose the following hypothesis:

**Hypothesis 1:** When the provincial wage level in the work area is higher, a doctor’s online health care consulting price will be higher.

Online Reputation Factors

Given that there are fewer repeated interactions between two transacting parties on the internet, Ba and Pavlou [23] pointed out that building appropriate feedback mechanisms can bring about a calculus-based credibility trust. There are three sources of trust in the business world: familiarity, calculativeness, and values [36]. In addition, two types of trust can be distinguished: benevolence and credibility [22,37]. In the context of an online transaction, Ba and Pavlou [23] suggested the term “calculus-based credibility trust” to express the relevant characteristics of this kind of market. Moreover, information asymmetry on the internet generally induces transaction-specific risks, but trust can mitigate these risks and thereby generate price premiums for reputable sellers. However, a major limitation in obtaining a sample from secondary data rather than using an experimental design is that it is not easy to measure trust perceptions with the former approach; therefore, some research such as the second study in Ba and Pavlou [23] has focused on evaluating the existence of a direct relationship between feedback mechanisms and price premiums. It is worthwhile to examine the meanings of the notions of feedback mechanisms and price premiums more carefully. First, in our context, to make it easier to mitigate the same problem of information asymmetry as can be found with other internet platforms, the Haodf website has provided a feedback mechanism that can produce reputational outcomes resulting from each agent’s behavior. Second, following Ba and Pavlou [23], the price premium of one specific product is defined as the amount of money above the average price charged by different sellers. Because this study only considers one type of product, it is not necessary to subtract the average price to effectively compare the products at different price levels. Exploring the variation in consulting prices is essentially the same as examining the providers’ price premiums. Therefore, higher consulting prices may be viewed as compensation to doctors for creating a good reputation, whereas lower consulting prices may be viewed as compensation to patients for bearing a greater transaction risk. As elaborated above, we believe that if the doctor has a better online reputation, their online consulting price will be higher. In the context of the OHC, the doctor’s online reputation is based on patients’ overall assessment of the doctor and indirectly reflects their level of trust in the doctor [23,38]. We will introduce three variables related to doctors’ online reputations; the values of these variables can be determined based on information collected from the Haodf website.

The online reputation reflects a doctor’s past actions, and the site allows patients to directly evaluate doctors and share their
assessments with others. In general, this type of online reputation can be measured through assessing a doctor’s electronic word of mouth (eWOM) [39]. Two major attributes of eWOM, volume and valence [40,41], are considered in this study. A large volume of reviews makes a doctor stand out from the crowd, which might attract more attention from patients [40,41], and the valence (a positive or negative direction) of the patient reviews usually represents the quality of the doctor reviewed [42-44]. Moreover, an effective feedback mechanism, which can help buyers distinguish between sellers, can create price premiums [45]. In the buyer-and-seller relationship literature, Ba and Pavlou [23] found that there is a positive relationship between a seller’s reputation and the price asked on eBay. This suggests that a better eWOM will come with a more favorable evaluation of a doctor and make patients more likely to pay higher prices. In addition, a doctor’s past online sales partially reflect popularity, which is a signal of consulting quality [46-48]. Classical observational learning studies have found that customers tend to take cues from selections made by their peers because they infer the quality of products from such peer selection [49,50]. A higher past sales volume can also increase patients’ trust and facilitate online transactions by reducing perceived risk. In this way, we expect that the past sales volume will positively affect the price of online health care consultations. Therefore, we propose the following hypotheses:

Hypothesis 2a: When a doctor has a larger eWOM volume, their online health care consulting price will be higher.

Hypothesis 2b: When a doctor has a more favorable eWOM valence, their online health care consulting price will be higher.

Hypothesis 2c: When the volume of a doctor’s past online sales is larger, their online health care consulting price will be higher.

**Offline Reputation Factors**

Reputation is one of the important service characteristics [31]. A physician’s offline reputation is a useful signal that can increase patient trust. For example, one patient’s positive experience can increase trust in the doctor by other patients and minimize their perception of risk [51]. In the OHC context, a physician’s offline reputation includes two aspects: (1) clinic title, which is the medical capability of the doctor assessed by the government agency based on the doctor’s comprehensive ability; and (2) the level of the hospital with which the doctor is affiliated, which also reflects the doctor’s ability. The clinic title is nationally standardized with four levels: resident physician, attending physician, associate physician, and chief physician (listed here from the most junior to the most senior level). Similarly, there are corresponding levels of the hospitals that doctors belong to: Level III, Level II, and Level I [52]. Level III is the highest level; hospitals at this level have more beds, better equipment, highly skilled doctors, and more comprehensive health care quality [53,54]. A doctor with a higher clinic title or coming from a high-level hospital usually translates to more experience, which leads to increased trust in the doctor, a situation that should reduce information asymmetry risks and result in a price premium for providers. Thus, we propose the following hypotheses:

Hypothesis 3a: When a doctor has a higher-level clinic title, their online health care consulting price will be higher.

Hypothesis 3b: When a doctor is from a higher-level hospital, their online health care consulting price will be higher.

**Control Factors**

Four control variables were included in this research model. First, we considered the length of the personal profile as benefits accrue to the patient if the information can be obtained without additional search costs. In general, if there are more words in the profile, then more details about the doctor, such as academic qualifications, clinical experience, area of expertise, or other capabilities, will be accessible. The added depth of information can increase a patient’s confidence in making the decision to use the doctor’s services [55]. Second, since the Haodf website has been established for more than 10 years, the length of time the doctor has had their profile activated on the website was also considered in our model. We refer to this variable as tenure with Haodf; tenure is generally used in studies related to the OHC [7,53,56]. Third, due to the fact that the length of time that is considered to constitute a consultation varies (eg, some doctors charge per 15 minutes and some charge per 10 minutes), we added the length of consulting time as a control variable to reduce its influence on our analysis. Finally, we also took the classification of the doctor’s expertise into consideration and therefore added the doctor’s division as another control variable. Given the complexity in assessing a doctor’s expertise, we used the classification method provided by the Haodf website to divide the doctors into 10 divisions. Controlling this categorical variable was expected to reduce the effects of different types of expertise on online health care consulting prices.

**Data Collection and Sample Characteristics**

We collected a large amount of public data from the Haodf website [57] to explore our research questions. Founded in 2006, the Haodf website is the largest doctor-patient interaction platform in China and is considered to be the most professional and trustworthy OHC. More than 490,000 physicians from 7500 hospitals nationwide are included on this website, with 145,000 physicians having completed real-name registration on the website as of 2017. In addition, we chose this OHC for two reasons. First, online doctor consultation services on Haodf have involved charges since the middle of 2016. Through the Haodf website, patients can consult with their doctor via text, voice, or video as needed regardless of time and geographical restrictions. These services are offered to patients for different fees. Since telephone consultation services were the most widely used mode during the data collection period, this study mainly selected the telephone consulting price for discussion. We can also observe the telephone consulting price per doctor directly on the website. Second, since Haodf is one of the most popular OHCs in China, many recent studies have used data sources from this website to explore various research questions [7,52,53,56,58,59], which means that the data collected from
this site are reliable and representative. Our data collection procedure is described in further detail below.

We adopted web crawler technology for the purpose of exploring more than 423,000 doctors’ profiles on the Haodf website [57]. Within the sample, not every doctor provided online consulting services. Specifically, only 44,780 of the 423,000 doctors offered this kind of service and announced the related prices on their personal pages. The website is designed such that when a patient pays for a service, one review record will be added to the doctor’s page, even if the patient does not comment. Thus, we can observe the number of past sales through the number of reviews on each doctor’s page. To ensure that real tradable prices were used in the analysis, the final sample considered only 16,008 doctors who had actually provided at least one online consulting service to a patient. Data from the Haodf website have been used in many recent studies [53,56]; therefore, readers interested in obtaining more information on the Haodf website can refer to this literature. Additionally, for convenience, we also provide screenshots relevant to this kind of service on the Haodf website in Figure 2 to illustrate the form in which the doctor’s basic information (e.g., name, position, and division), details about the service process, the consulting price, and patients’ reviews can be found.

Figure 2. Haodf website screenshot. WOM: word of mouth; WVOL: volume of electronic word of mouth.

Certain characteristics of the sample deserve further mention. First, the total past sales, or the number of patients who had paid for a consulting service on the Haodf website, was 320,265. In other words, many people had used this type of service, which also reflects the degree to which the OHC has been accepted in China. Second, these 16,008 doctors came from 1628 different hospitals, representing 10 different kinds of professional divisions, and were from 30 different provinces in China. This shows that our sample was not confined to a particular organization, medical specialty, or geographical area. Third,
this online health care consulting service charged on average 84.7 yuan (about US $13; 1 yuan≈US $0.15) per consultation, or 7.59 yuan per minute. Notably, the consulting price was clearly affected by the province in which the doctor’s hospital was located, as shown in Figure 3. For example, the average consulting price in Beijing was nearly double that in more than half of the other provinces. To take this difference into account, the provincial wage level was included in our model to make the differences in online consulting prices in the various geographical areas more apparent.

Figure 3. Online health care consulting prices in different provinces.

Measures

**Dependent Variable: Consulting Price**

The dependent variable in this study was the telephone consulting price, which is the price plan set by doctors who provide online health care telephone consulting services. For example, a doctor might charge 200 yuan per 10 minutes or 500 yuan per 15 minutes. The patient can then make an appointment with the doctor directly and pay the relevant fees online. It is important to note that the patient always pays for a block of time instead of paying for the precise amount of time spent in consultation. In other words, when the patient chooses a price plan such as 500 yuan per 10 minutes, they will be charged 500 yuan even if the actual consulting time is less than 10 minutes. To guarantee the fairness of the transaction, the Haodf website acts as a third-party impartial institution. At the appointed time, the patient makes a call to the Haodf website and an employee assists them in contacting the doctor for the telephone consultation. After completing the telephone consultation, the patient writes a comment about the service that has been provided. If the patient does not write a review, the system generates a record with an empty comment. In light of these facts, we defined the telephone consulting price as the listed price (in yuan) per instance of the online health care consulting service provided by a doctor, and the listed length of consulting time was added to the model as a control variable. In these terms, among the 16,008 doctors, approximately 70% charged a price less than 100 yuan, but 116 doctors charged an amount more than or equal to 500 yuan. In addition, the mean price was 84.7 yuan, but the median was only 57.5 yuan. These two results indicate that the distribution of online health care consulting prices has a significantly positive skewness; therefore, we used the online health care telephone consulting price in the natural logarithmic form in our analysis model.
Independent Variables

Wage Level
The doctor’s wage level was measured using the provincial average currency wage for employees in 2017. All doctors from the same province in the sample were related to the same provincial wage level. Therefore, the provincial wage level was regarded as a level-2 or group-level variable. We obtained the provincial wage level from the Wind Economic Database [60] and formally used the variable WAGE for representation. Figure 4 shows the wage levels in 30 provinces; these figures also indicate the significant relationship between the telephone consulting prices and the provincial wage level. For example, Beijing, Shanghai, and Tianjin are not only the top three cities in terms of average telephone consulting prices but are also the top three in terms of the provincial wage level.

Besides the level-2 variable, our model further included five level-1 or individual-level variables: eWOM volume, eWOM valence, past sales, clinic title, and academic rank.

Figure 4. Wage levels in different provinces.

Note: 1 RMB is being exchanged for about 0.1548 USD on June 19, 2021

eWOM Volume
The doctor’s online reputation was measured using the volume of eWOM (WVOL) calculated by the number of reviews of the doctor. Because the distribution of the variable WVOL had significantly positive skewness, we used the natural logarithmic in our analysis model.

eWOM Valence
The doctor’s online reputation was used to measure their overall score on the website. Specifically, after a patient receives a doctor’s service, they can indicate that the doctor has a certain professional ability to evaluate the doctor, giving the doctor a score of 1 to 5 (5 being the best). The eWOM valence (WVAL) was then measured as the mean of the overall ratings of doctors.

Past Sales
The doctor’s online reputation was also used to measure the past sales of their telephone consultation services. Even if the review content is empty, the system keeps all records of online health care consulting reviews created when users have finished receiving a service. Hence, based on the number of these reviews, we defined the variable PSALE as the number of patients who paid for the online health care services provided by doctors.

Clinic Title
The doctor’s offline reputation was measured using the doctor’s clinic title, which is the medical ranking of the doctor as evaluated by the government according to the doctor’s comprehensive abilities. In China, the doctor’s clinic title can
be specified as chief physician, associate chief physician, attending physician, or resident physician. We defined the clinic title as a dummy variable (CL), in which the positions of chief physician or associate chief physician are coded 1 and others are coded zero [7].

**Hospital Level**
The doctor’s offline reputation was measured by the level of hospital to which they belonged. In this study, we defined hospital level as a dummy variable (HL), with 1 assigned to a doctor from a tertiary hospital and 0 otherwise [7].

**Control Variables**
We employed four control variables in this study. First, doctors can provide their personal profile information such as education, experience, and expertise for public reference on the Haodf website. We calculated the number of words in each profile to represent the level of individual information disclosure, which represented the value for the variable WORD. Second, because the Haodf website had been established for more than 10 years, how long the doctor had been a member might have affected their behavior on the website. To control for time effects, the TENURE variable was defined as the tenure with the Haodf website [56], which was measured as the number of days the doctor had their own profile activated on the website. Third, because the amount of time considered to constitute a single consultation was different for different doctors, it was necessary to take this difference into consideration. Therefore, LCT was defined as the length of a single consulting time. Finally, doctors have different major specialty areas such as surgery, internal medicine, pediatrics, and Chinese medicine. To reduce the effect of the characteristics of the doctor’s specialty, we further added another control variable, DIV, which is a categorical variable with 10 major divisions, based on information reported on the website. The detailed variable definitions and measurements are shown in Table 1. It is important to note that the distributions of several variables were positively skewed; for example, approximately 80% of doctors had fewer than 500 words in their profile, but nearly 5% of doctors had more than 1000 words. To alleviate the problem of data being positively skewed in our analysis, the variable was transformed to the natural logarithm form and the letter “L” was added at the beginning of its code (eg, LWORD is the variable WORD in the natural logarithmic form).

**Table 1.** Variable measurements and sources.

<table>
<thead>
<tr>
<th>Code</th>
<th>Variable</th>
<th>Measurements</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRICE</td>
<td>Consulting price</td>
<td>The listed price of the online health care consulting service provided by doctors</td>
<td>Haodf</td>
</tr>
<tr>
<td>WAGE</td>
<td>Provincial wage level</td>
<td>The provincial average currency wage of employees in 2017</td>
<td>Wind Economic Database [60]</td>
</tr>
<tr>
<td>WVOL</td>
<td>Doctor’s eWOM volume</td>
<td>The number of reviews provided by patients indicating the doctor’s professional ability on the website</td>
<td>Haodf</td>
</tr>
<tr>
<td>WVAL</td>
<td>Doctor’s eWOM valence</td>
<td>Mean of the overall ratings in patients’ reviews of the doctor</td>
<td>Haodf</td>
</tr>
<tr>
<td>PSALE</td>
<td>Past online sales</td>
<td>Number of patients who had paid for the doctor’s online health care service</td>
<td>Haodf</td>
</tr>
<tr>
<td>CL</td>
<td>Clinic title</td>
<td>Clinic title of the doctor, dummy variable: CL=1 if the doctor’s position was chief physician or associate chief physician; 0 otherwise</td>
<td>Haodf</td>
</tr>
<tr>
<td>HL</td>
<td>Hospital level</td>
<td>The level of hospital to which the doctor was affiliated, dummy variable: HL=1 if the doctor was from a tertiary hospital; 0 otherwise</td>
<td>Haodf</td>
</tr>
<tr>
<td>WORD</td>
<td>Length of doctor’s profile</td>
<td>Number of words in the doctor’s personal profile</td>
<td>Haodf</td>
</tr>
<tr>
<td>TENURE</td>
<td>Tenure with Haodf</td>
<td>The doctor’s tenure with the Haodf website (in days), calculated based on the data download date minus the doctor’s registration date on the website</td>
<td>Haodf</td>
</tr>
<tr>
<td>LCT</td>
<td>Length of consulting time</td>
<td>The listed length of one occasion of the consulting service (in minutes) provided by doctors</td>
<td>Haodf</td>
</tr>
<tr>
<td>DIV</td>
<td>Division</td>
<td>The doctor’s division as categorized by the website, including internal medicine, surgery, gynecology/obstetrics, pediatrics, orthopedics, ophthalmology, oral health, cancer, Chinese medicine, and others</td>
<td>Haodf</td>
</tr>
</tbody>
</table>

*a eWOM: electronic word of mouth.

**Statistical Analysis: HLM**
The hierarchical level of grouped data is a common consideration in many research contexts [61]. For example, to explore how job satisfaction influences work performance, different employees’ individual characteristics are usually taken into consideration. In addition, since workers are part of different teams, the cohesiveness of each team might also be an important factor in the model. However, using simple linear regression techniques to perform such analyses may be insufficient given the lack of consideration to shared variance. To overcome this problem, HLM is one of the most popular methods that can simultaneously handle the relationships among variables both at the within-group and between-group levels [25,26]. In this study, the sample involved a hierarchy with two levels. Specifically, the higher level of the hierarchy (level 2) includes the provincial wage, and a lower level of the hierarchy (level 1) includes other variables (eg, consulting price, clinic title, or academic rank). All level-1 variables are nested within level-2 groups and have a share in the common impact of the level-2
variable. We therefore performed HLM as our statistical analysis, which explicitly takes into account this cross-level data structure. We implemented the related HLM analyses through the multilevel and nlme packages in R.

To examine whether our data met the prerequisites for HLM analysis, we adapted a one-way analysis to identify the within-group and between-group variance in the dependent variable. Formally, the relevant null model is as follows:

Level 1: \( LPRICE_{ij} = \beta_{0j} + u_{0j} \) (1)

Level 2: \( \beta_{0j} = \gamma_{00} + u_{0j} \)

where \( LPRICE_{ij} \) is the natural logarithm form of the consulting price measured for doctor \( i \) in province \( j \), and \( \beta_{0j} \) is the mean of \( LPRICE \) for province \( j \). In the combined form, the model is \( LPRICE_{ij} = \gamma_{00} + u_{0j} + r_{ij} \). In this way, the null model essentially means that the dependent variable is a function of a common intercept \( \gamma_{00} \) and there are two error terms: the between-groups error term \( u_{0j} \) and the within-group error term \( r_{ij} \). In addition, we denote the variances \( r_{ij} \) and \( u_{0j} \) as \( \tau_{0j} \) and \( \sigma^2 \), respectively. Based on the general assumption of HLM, \( \text{cov}(r_{ij}, u_{0j}) = 0 \), the variance of \( LPRICE \) can be partitioned into between-group variance (\( \tau_{0j} \)) and within-group variance (\( \sigma^2 \)). We can then calculate the intraclass correlation coefficient (ICC), which is the ratio of between-group variance to total variance, as follows:

\[
\text{ICC} = \frac{\tau_{0j}}{\tau_{0j} + \sigma^2} (2)
\]

Once significant between-group variance in the dependent variable was determined, two types of HLMs were used to test the hypotheses of this study. First, we considered the random intercept model as follows:

Level 2: \( \beta_{0j} = \gamma_{00} + u_{0j} \)

\( \beta_{kj} = \gamma_{00} + u_{kj}, k = 1, 2, \ldots, 5 \) (3)

where \( LPRICE_{kj} \) is the natural logarithm form of the consulting price measured for doctor \( i \) in province \( j \) and \( \beta_{kj} \) is the mean of \( LPRICE \) for province \( j \). In addition, \( LWAGE, WVOL, PSALE, WCL, \) and \( HL \) are independent variables, and \( X_{kj}^{(m)} \) represents the control variables, including \( \text{LWORD, LTENURE, LCT, and DIV.} \) The relevant definitions of the variables are shown in Table 1. We added the letter “L” at the beginning of the variable code to identify a variable in natural logarithm form. To further clarify the meaning of the random intercept model, we also rewrote it as the combined form:

where \( \gamma_{00} \) and \( r_{ij} \) represent a common intercept, the between-groups error term, and the within-group error term, respectively. Compared to the traditional ordinary least-squares regression model, the random intercept model has additional between-groups error terms, which allows the intercepts to be different among groups. However, the impact of independent variables on the dependent variable is fixed. In other words, for one specific independent variable, the coefficients or slopes \( (\beta_{kj}) \) in all groups (provinces) are the same. The second type of HLM, described below, will relax the fixed effect of \( \beta_{kj} \).

The second HLM used in our analysis was the random coefficient model. The setup of level 1 in the random coefficient model is the same as that in the random intercept model, but at level 2 it involves an extra error term in \( \beta_{kj} \). This model can be written as follows:

Level 2: \( \beta_{0j} = \gamma_{00} + \gamma_{01} \text{LWAGE}_{j} + u_{0j} \)

\( \beta_{kj} = \gamma_{00} + u_{kj}, k = 1, 2, \ldots, 5 \) (4)

where \( u_{kj} \) is the error term and other symbols have the same definitions as in the random intercept model. The combined form of the random coefficient model is:

Therefore, the random coefficient model has a more complex structure of error terms compared to the random intercept model, which allows not only the intercepts but also the coefficients of each independent variable to be different among various groups. Both the random intercept and random coefficient models were used in our empirical study.

**Results**

**Descriptive Statistics**

The total number of samples used in this study was 16,008, and the relevant descriptive statistics (means, SDs, minima, maxima) for the sample are shown in Table 2. Note that natural logarithm transformation was used to mitigate the issue of skewed distribution. In the following discussions of the HLM, several variables, including PRICE, WAGE, WVOL, PSALE, WORD, and TENURE, will be presented on the transformed scale, and others will be presented on the original scale. In addition, since CL and HL are dummy variables, their means represent the proportion of variable values equal to 1 for the entire sample. Overall, 72.3% of the doctors in our sample were chief physicians or associate chief physicians, and 90.2% of the doctors were from tertiary hospitals.
Table 2. Descriptive statistics of variables (N=16,008).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consulting price (PRICE)</td>
<td>84.699 (82.257)</td>
<td>1</td>
<td>1500</td>
</tr>
<tr>
<td>Provincial wage level (WAGE)</td>
<td>90,961.600 (29,497.110)</td>
<td>55,495</td>
<td>131,700</td>
</tr>
<tr>
<td>Doctor’s eWOM volume (WVOL)</td>
<td>62.884 (104.995)</td>
<td>0</td>
<td>1,746</td>
</tr>
<tr>
<td>Doctor’s eWOM valence (WVAL)</td>
<td>3.997 (0.349)</td>
<td>2.8</td>
<td>5</td>
</tr>
<tr>
<td>Past online sales (PSALE)</td>
<td>20.007 (98.232)</td>
<td>1</td>
<td>4062</td>
</tr>
<tr>
<td>Clinic title (CL)</td>
<td>0.723 (0.448)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Hospital level (HL)</td>
<td>0.902 (0.298)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Length of doctor’s profile (WORD)</td>
<td>381.407 (696.944)</td>
<td>41</td>
<td>27,301</td>
</tr>
<tr>
<td>Tenure with Haodf (TENURE)</td>
<td>1780,000 (988.839)</td>
<td>12</td>
<td>3402</td>
</tr>
<tr>
<td>Length of consulting time (LCT)</td>
<td>11.121 (2.763)</td>
<td>5</td>
<td>30</td>
</tr>
</tbody>
</table>

*eWOM: electronic word of mouth.

The correlations between major variables are listed in Table 3. All correlation coefficients were significantly positive at the 0.1% level, except for the correlation coefficient between the doctor’s hospital level and the length of the doctor’s profile, which was not significant.

We first verified whether the hypothesized determinants of the online health care consulting price are truly influential. The doctors were divided into two groups based on the median for the four continuous variables or the category for the two dummy variables. We then determined whether the average price of the two groups was the same. For example, since the median of WVOL was 27, the full sample was divided into two groups: those with higher WVOL and those with lower WVOL. The average PRICE for the higher group was 109.9, whereas that for the lower group was only 59.6. Table 4 shows the relevant results for all determinants. Moreover, we also adopted two-sample t tests to verify the significance of the difference of means. In each case, the means of the two groups were not equal at the 0.1% significance level. Therefore, these preliminary findings revealed that a doctor with a higher offline reputation (whether in terms of clinic title or hospital level), receiving a greater eWOM volume, a higher eWOM rating, having made more sales in the past, or coming from a higher-wage province generally leads to their claiming a higher online health care consulting price. In the following sections, we provide more empirical evidence to support the argument that these determinants significantly affect the online health care consulting price, and how they affect the price.
### Table 3. Correlation analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>LPRICE&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LWAGE&lt;sup&gt;b&lt;/sup&gt;</th>
<th>LWVOL&lt;sup&gt;c&lt;/sup&gt;</th>
<th>WVAL&lt;sup&gt;d&lt;/sup&gt;</th>
<th>LPSALE&lt;sup&gt;e&lt;/sup&gt;</th>
<th>CL&lt;sup&gt;f&lt;/sup&gt;</th>
<th>HL&lt;sup&gt;g&lt;/sup&gt;</th>
<th>LWORD&lt;sup&gt;h&lt;/sup&gt;</th>
<th>LTENURE&lt;sup&gt;i&lt;/sup&gt;</th>
<th>LCT&lt;sup&gt;j&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LPRICE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>1.000</td>
<td>0.388</td>
<td>0.461</td>
<td>0.429</td>
<td>0.489</td>
<td>0.359</td>
<td>0.202</td>
<td>0.353</td>
<td>0.286</td>
<td>0.390</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>.286</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>LWAGE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.388</td>
<td>1.000</td>
<td>0.163</td>
<td>0.162</td>
<td>0.290</td>
<td>0.069</td>
<td>0.038</td>
<td>0.147</td>
<td>0.166</td>
<td>0.151</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>LWVOL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.461</td>
<td>0.163</td>
<td>1.000</td>
<td>0.722</td>
<td>0.588</td>
<td>0.252</td>
<td>0.123</td>
<td>0.330</td>
<td>0.320</td>
<td>0.138</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>WVAL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.429</td>
<td>0.162</td>
<td>0.722</td>
<td>1.000</td>
<td>0.419</td>
<td>0.180</td>
<td>0.230</td>
<td>0.258</td>
<td>0.134</td>
<td>0.100</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>LPSALE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.489</td>
<td>0.290</td>
<td>0.558</td>
<td>0.419</td>
<td>1.000</td>
<td>0.195</td>
<td>0.092</td>
<td>0.254</td>
<td>0.350</td>
<td>0.252</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>CL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.359</td>
<td>0.069</td>
<td>0.252</td>
<td>0.180</td>
<td>0.195</td>
<td>1.000</td>
<td>0.076</td>
<td>0.480</td>
<td>0.382</td>
<td>0.083</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>HL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.202</td>
<td>0.038</td>
<td>0.123</td>
<td>0.230</td>
<td>0.092</td>
<td>0.076</td>
<td>1.000</td>
<td>0.096</td>
<td>0.093</td>
<td>0.099</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.24</td>
</tr>
<tr>
<td><strong>LWORD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.353</td>
<td>0.147</td>
<td>0.330</td>
<td>0.258</td>
<td>0.254</td>
<td>0.480</td>
<td>0.096</td>
<td>1.000</td>
<td>0.398</td>
<td>0.107</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>LTENURE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.286</td>
<td>0.166</td>
<td>0.320</td>
<td>0.134</td>
<td>0.350</td>
<td>0.382</td>
<td>0.093</td>
<td>0.398</td>
<td>1.000</td>
<td>0.109</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>—</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>LCT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>r</em></td>
<td>0.390</td>
<td>0.151</td>
<td>0.138</td>
<td>0.100</td>
<td>0.252</td>
<td>0.083</td>
<td>0.009</td>
<td>0.107</td>
<td>0.109</td>
<td>1.000</td>
</tr>
<tr>
<td><em>P value</em></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.24</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup> LPRICE: natural logarithm of consulting price.

<sup>b</sup> LWAGE: natural logarithm of provincial wage level.

<sup>c</sup> LWVOL: natural logarithm of the doctor’s electronic word of mouth volume.

<sup>d</sup> WVAL: doctor’s electronic word of mouth valence.

<sup>e</sup> LPSALE: natural logarithm of past online sales.

<sup>f</sup> CL: clinic title.

<sup>g</sup> HL: hospital level.

<sup>h</sup> LWORD: natural logarithm of the length of the doctor’s profile.

<sup>i</sup> LTENURE: natural logarithm of the tenure with Haodf.

<sup>j</sup> LCT: length of consulting time.

<sup>k</sup> Not applicable.
Table 4. Results of two-sample t tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinic title (CL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>49.324 (52.038)</td>
<td>43.395</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>98.269 (87.516)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital level (HL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>53.666 (72.607)</td>
<td>17.618</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>88.088 (82.542)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor’s eWOM volume (WVOL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>59.552 (63.915)</td>
<td>40.670</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>109.922 (90.475)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor’s eWOM valence (WVAL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>66.630 (69.581)</td>
<td>34.004</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>112.881 (92.010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past online sales (PSALE)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>57.502 (57.557)</td>
<td>46.096</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>115.244 (94.243)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provincial wage level (WAGE)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>62.776 (60.232)</td>
<td>38.687</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>114.622 (97.464)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a eWOM: electronic word of mouth.

HLM Analysis

Null Model

We hypothesized that both individual- and province-level variables would be significantly correlated with consulting fees. For these hypotheses to be supported, there had to be significant between-province variance in consulting fees. Therefore, we used HLM to estimate a null model as in Eq (1), in which no independent variables are specified for either the level-1 or level-2 function, to test the significance level of the between-groups variance in the dependent variable by examining the significance level of \( \tau_{00} \) and the ICC. In our case, \( \tau_{00} = 0.108 \) (\( P < .001 \)); thus, we rejected the null hypothesis (\( \tau_{00} = 0 \)), which implies a significant difference of LPRICE between different provinces. In addition, the ICC was calculated to be 0.142 according to Eq (2), which means that there is a 14.2% difference in the consulting fee between provinces, whereas there is an 85.8% difference within provinces. According to the criteria recommended by James [62] and Cohen [63], the impact of between-groups variance should not be ignored in the context of our study. In other words, our data met the prerequisites for performing HLM analysis rather than the traditional regression models. Therefore, we proceeded to test our hypotheses using HLM.

As suggested by Hofmann and Gavin [64], for each estimated HLM model (described below), all independent variables at level 1 were grand mean–centered. In addition, we defined \( R^2_{within-group} \) as the proportion of within-group variance explained by the specific model compared with the null model and \( R^2_{between-groups} \) as the proportion of between-group variance explained by the specific model compared with the null model. Moreover, following the formula reported in Raudenbush and Bryk [26], we further calculated the total variance explained by the dependent variable as follows:

\[
R^2_{total} = R^2_{within-group} \times (1 - ICC) + R^2_{between-groups} \times ICC
\]

where ICC is defined as in Eq (2).

Random Intercept Model

Table 5 presents the HLM analysis results, including the coefficients, standard errors, \( t \) values, and \( P \) values, for the two models with the sample of 16,008 physicians. In the random intercept model as in Eq (3), the results showed a positive relationship between doctors’ wage levels and online health care consulting price, thereby supporting H1 (\( R^2_{within-group} = 0.431, R^2_{between-groups} = 0.769, R^2_{total} = 0.479 \)). Thus, when a doctor comes from a province with a higher wage, they generally charge a higher price for online health care consulting. We also found that the online reputation of doctors indicated by variables such as eWOM volume, eWOM valence, and past sales had positive associations with the online health care consulting price. In other words, when a doctor receives more WOM volume, has a higher eWOM rating, and has had more sales in the past, they charge a higher consulting fee. Finally, a significant positive relationship between offline...
reputation (such as clinic title and hospital level) and consulting price was found, which supports H3a and H3b, suggesting that consulting price results from higher clinic titles or a higher-level hospital. All the estimates were statistically significant (P < .001).

Table 5. Hierarchical linear model results for the effects of determinants on online health care consulting prices.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Random intercept model</th>
<th></th>
<th></th>
<th>Random coefficient model</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (SE)</td>
<td>t value</td>
<td>P value</td>
<td>Coefficient (SE)</td>
<td>t value</td>
<td>P value</td>
</tr>
<tr>
<td>Level-2 variable: LWAGE^c</td>
<td>0.751 (0.149)</td>
<td>5.050</td>
<td>&lt;.001</td>
<td>0.730 (0.067)</td>
<td>10.893</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Level-1 variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.537 (0.048)</td>
<td>-11.203</td>
<td>&lt;.001</td>
<td>-0.619 (0.036)</td>
<td>-17.230</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LWVOL^d</td>
<td>0.060 (0.006)</td>
<td>9.876</td>
<td>&lt;.001</td>
<td>0.069 (0.012)</td>
<td>5.958</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WVAL^e</td>
<td>0.412 (0.022)</td>
<td>18.551</td>
<td>&lt;.001</td>
<td>0.371 (0.037)</td>
<td>10.027</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LPSALE^f</td>
<td>0.091 (0.004)</td>
<td>20.566</td>
<td>&lt;.001</td>
<td>0.073 (0.008)</td>
<td>8.805</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CL^g</td>
<td>0.378 (0.013)</td>
<td>29.304</td>
<td>&lt;.001</td>
<td>0.411 (0.017)</td>
<td>24.345</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HI^h</td>
<td>0.325 (0.017)</td>
<td>19.207</td>
<td>&lt;.001</td>
<td>0.320 (0.017)</td>
<td>18.996</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control Variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LWORD^i</td>
<td>0.079 (0.006)</td>
<td>12.523</td>
<td>&lt;.001</td>
<td>0.071 (0.006)</td>
<td>11.056</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LTENURE^i</td>
<td>0.017 (0.008)</td>
<td>2.275</td>
<td>.02</td>
<td>0.013 (0.008)</td>
<td>1.766</td>
<td>.08</td>
</tr>
<tr>
<td>LCT^k</td>
<td>0.082 (0.002)</td>
<td>45.378</td>
<td>&lt;.001</td>
<td>0.082 (0.002)</td>
<td>45.624</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIV^l: Surgery</td>
<td>-0.128 (0.017)</td>
<td>-7.715</td>
<td>&lt;.001</td>
<td>-0.131 (0.017)</td>
<td>-7.921</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIV: Gynecology-obstetrics</td>
<td>0.059 (0.021)</td>
<td>2.745</td>
<td>.006</td>
<td>0.062 (0.021)</td>
<td>2.881</td>
<td>.004</td>
</tr>
<tr>
<td>DIV: Pediatrics</td>
<td>0.049 (0.020)</td>
<td>2.490</td>
<td>.01</td>
<td>0.055 (0.020)</td>
<td>2.778</td>
<td>.06</td>
</tr>
<tr>
<td>DIV: Orthopedics</td>
<td>-0.211 (0.023)</td>
<td>-9.121</td>
<td>&lt;.001</td>
<td>-0.212 (0.023)</td>
<td>-9.187</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIV: Ophthalmology</td>
<td>-0.018 (0.026)</td>
<td>-0.694</td>
<td>.49</td>
<td>-0.017 (0.026)</td>
<td>-0.651</td>
<td>.52</td>
</tr>
<tr>
<td>DIV: Oral health</td>
<td>-0.189 (0.031)</td>
<td>-6.021</td>
<td>&lt;.001</td>
<td>-0.191 (0.031)</td>
<td>-6.118</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIV: Cancer</td>
<td>-0.047 (0.030)</td>
<td>-1.585</td>
<td>.11</td>
<td>-0.042 (0.029)</td>
<td>-1.424</td>
<td>.15</td>
</tr>
<tr>
<td>DIV: Chinese medicine</td>
<td>-0.345 (0.030)</td>
<td>-16.375</td>
<td>&lt;.001</td>
<td>-0.337 (0.021)</td>
<td>-16.023</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIV: Others</td>
<td>0.024 (0.017)</td>
<td>1.394</td>
<td>.16</td>
<td>0.026 (0.017)</td>
<td>1.510</td>
<td>.13</td>
</tr>
</tbody>
</table>

^aStandardized regression coefficient.
^bDegrees of freedom=28 for provincial wage level and 15,961 for the other variables.
^cLWAGE: natural logarithm of provincial wage level.
^dLWVOL: natural logarithm of doctor’s electronic word of mouth volume.
^eWVAL: doctor’s electronic word of mouth valence.
^fLPSALE: natural logarithm of past online sales.
^gCL: clinic title.
^hHL: hospital level.
^iLWORD: natural logarithm of the length of the doctor’s profile.
^jLTENURE: natural logarithm of the doctor’s tenure on Haodf.
^kLCT: length of consulting time.
^lDIV: division.

Random Coefficient Model

Even when adopting the random coefficient model, which allows the coefficients in all groups to be different, the main characteristics of these results also showed positive associations with the online health care consulting price (Table 5; $R^2_{within-groups}=0.437$, $R^2_{between-groups}=0.730$). In comparison with the null model, the $R^2_{total}$ of the random intercept and random coefficient models were both exactly 0.479, implying that both models represent an obvious improvement over the null model and better explain the online health care consulting price. Additionally, the effects of control variables, LWORD and LCT, were significantly positive and were all consistent in both models. However, the effect of LTENURE was significantly
positive only in the random intercept model. In summary, based on the above outcomes, all of the proposed hypotheses were clearly supported. We will provide further evidence supporting the robustness of our results in the next subsection.

**Robustness Tests for the Subsample**

To test for robustness, a subsample was selected based on two different criteria. First, it is necessary to certify the authenticity of the observed online health care consulting prices. As mentioned above, the sample included only doctors who had completed at least one consultation at their own requested price. Nevertheless, it might be argued that the number of transactions is too small, which would make the online health care consulting price not suitable as a reference point. Thus, we verified whether the HLM results were robust for doctors with at least 10 past sales. Specifically, we ignored relatively inactive physicians, resulting in a reduction of the sample size to 4055. Regarding this subsample, since the random intercept and random coefficient models produced similar results in all robustness tests, we show only the results of the random coefficient model in Multimedia Appendix 1. The coefficients were substantially similar to those presented in Table 5. Second, we further examined the robustness of different subperiods. Specifically, we divided all of the doctors into two subsamples based on whether they had joined the Haodf website before or after January 1, 2014. We chose this date as the department sample for two main reasons. First, this point was chosen to better understand whether the length of time as a member on the platform would produce consistent results for our proposed model. Second, since the Haodf platform provided more complete mobile apps after 2014, we believe that doctors who joined the platform after this date may be more inclined to use a phone to communicate with their patients. Two subsamples were used: Subsample 2 and Subsample 3. Multimedia Appendix 1 shows that all independent variables still had significantly positive values. In summary, the additional empirical evidence provided here further confirmed the robustness of the relationship between the level-2 and level-1 variables and online health care consulting prices.

**Discussion**

**Principal Results**

The development of the OHC has become increasingly important, especially in countries where there are relatively few medical resources such as China [7,8]. A common type of service in the OHC is online health care consultation, which allows patients and doctors to make contact and exchange medical information remotely [59,65]. Since reasonable and stable prices are an important factor in ensuring the sustainable development of any industry, we have focused on investigating the determinants of online health care consulting prices. To the best of our knowledge, this study is the first to target this topic through analysis of large-scale empirical data. The main theoretical contribution of this study is that of enhancing and complementing the past service pricing literature to make it more applicable to the OHC. Specifically, the consideration of both cost-based and competition-based pricing approaches involves service characteristics [31,33]; however, there are many differences between the features of online health care consultation and general services, such as more specialized service providers, zero fixed costs, and online service in online health care consultation. Thus, we propose six determinants of online health care consulting prices to bridge this gap in knowledge of this field. Our empirical results support the conclusion that working area wage levels, eWOM volume, eWOM valence, past sales, the doctor’s clinic title, and the level of the doctor’s affiliated hospital have significantly positive effects on the doctor’s online health care consulting price. Moreover, we suggest some corresponding management implications.

From the patients’ perspective, since doctors might exploit informational asymmetry to defraud them [17], patients hope to avoid being subjected to an overcharge or low-quality service. We suggest that in practice, patients can first determine a basic price that is calculated based on the average price of other doctors with a similar specialty and then further adjust their expected price through our proposed determinants. For instance, when the price requested by the doctor is higher than the basic price, patients can check if this doctor is a chief physician, the eWOM is better, the number of past sales is larger, or the doctor is from a big city. From the opposite perspective, doctors can set reasonable or acceptable prices after reviewing their personal conditions based on certain proposed determinants. In particular, similar to the results in previous studies, our results also verified that eWOM valence and volume have positive effects on prices [43,44]. Therefore, doctors who want to offer online health care consulting services should manage their online reputation well. Companies providing online health care services, such as the Haodf website, should construct an effective feedback machine that can increase the patient’s trust or reduce the uncertainty of online transactions [23]. Eliminating information asymmetry is definitely one of the pressing tasks in developing the OHC industry. Finally, our findings may be of interest to government authorities who wish to develop the OHC. There is no doubt that online health care services can indeed break through geographical limits and give rural residents the opportunity to obtain medical service from big cities. However, doctors from cities often charge higher fees because of the higher opportunity cost. One of the most important functions of the OHC is to reduce the medical disparity between urban and rural areas; however, planners seem to ignore the fact that rural residents with lower incomes may not be able to afford such high medical consultation costs. Therefore, the government can provide incentives to encourage urban doctors to give some discounts to rural residents or can directly provide appropriate subsidies. We believe that specific development of the OHC should not be undertaken simply for the sake of convenience. More importantly, it should be the case that people who truly need medical resources can receive effective medical care immediately.

**Limitations and Future Work**

There are some limitations to this study as well as indications of possible directions for future work. First, a cross-sectional study design was used for data collection in this study. The sample might have led to results that are time-sensitive. For example, diseases prevalent in different seasons can affect the

https://www.jmir.org/2021/7/e29170
behavior of physicians. In addition, the Haodf platform regularly provides discounted prices to a certain number of doctors. Cross-sectional data may limit the range of explanations for price changes; future studies should address this limitation by extending the panel data to accurately simulate price changes over time while reducing time-sensitivity issues. Second, all of the empirical data were collected from the Haodf website. Although the choice in this study to use only one OHC helped us to improve internal validity, it can also reduce the generalizability of our findings, and future research should validate our results in other OHCs. In particular, samples of remote medical services provided by traditional hospitals can be included. It is worth studying whether the provision of online health care services by traditional hospitals or through internet companies can bring more benefits to society as a whole. Finally, due to the availability of data and to ethical considerations, we did not include any patient-related information but instead used only the doctors’ public information. In future studies, under the condition of having obtained patients’ privacy permission, researchers could discuss the factors affecting online health care consulting prices from the perspective of patient needs.

Conclusions

This study employed data collected from the Haodf website, which includes information related to 16,008 doctors, 1682 different hospitals, and 30 provinces in China. The main findings can be summarized as follows. Our empirical results support the conclusion that five level-1 variables (the doctor’s eWOM volume, eWOM valence, past sales, clinic title, and hospital level) have significantly positive effects on the online health care consulting price. In other words, the doctor’s online and offline reputation are both meaningful signals that affect their consulting price. In addition, the level-2 variable (provincial wage level) also had a significantly positive impact on the consulting price. The beauty of the internet is that it breaks through geographical restrictions and ideally makes it possible for anyone to access online services due to the relatively low threshold of information transmission. Nevertheless, the wage level in the geographical area in which the doctor works affects the charges for different online consulting services. This suggests that the internet can indeed reduce the cost of delivering information, but it might not eliminate the barriers leading to differences in urban and rural consumption levels.
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Abstract

Background: The COVID-19 pandemic began in early 2021 and placed significant strains on health care systems worldwide. There remains a compelling need to analyze factors that are predictive for patients at elevated risk of morbidity and mortality.

Objective: The goal of this retrospective study of patients who tested positive with COVID-19 and were treated at NYU (New York University) Langone Health was to identify clinical markers predictive of disease severity in order to assist in clinical decision triage and to provide additional biological insights into disease progression.

Methods: The clinical activity of 3740 patients at NYU Langone Hospital was obtained between January and August 2020; patient data were deidentified. Models were trained on clinical data during different parts of their hospital stay to predict three clinical outcomes: deceased, ventilated, or admitted to the intensive care unit (ICU).

Results: The XGBoost (eXtreme Gradient Boosting) model that was trained on clinical data from the final 24 hours excelled at predicting mortality (area under the curve [AUC]=0.92; specificity=86%; and sensitivity=85%). Respiration rate was the most important feature, followed by SpO2 (peripheral oxygen saturation) and being aged 75 years and over. Performance of this model to predict the deceased outcome extended 5 days prior, with AUC=0.81, specificity=70%, and sensitivity=75%. When only using clinical data from the first 24 hours, AUCs of 0.79, 0.80, and 0.77 were obtained for deceased, ventilated, or ICU-admitted outcomes, respectively. Although respiration rate and SpO2 levels offered the highest feature importance, other canonical markers, including diabetic history, age, and temperature, offered minimal gain. When lab values were incorporated, prediction of mortality benefited the most from blood urea nitrogen and lactate dehydrogenase (LDH). Features that were predictive of morbidity included LDH, calcium, glucose, and C-reactive protein.

Conclusions: Together, this work summarizes efforts to systematically examine the importance of a wide range of features across different endpoint outcomes and at different hospitalization time points.

(J Med Internet Res 2021;23(7):e29514) doi:10.2196/29514
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Introduction

The first cluster of SARS-CoV-2 cases was reported in Wuhan, Hubei Province, China, on December 31, 2019. With symptoms remarkably similar to pneumonia, the disease quickly traveled around the world, earning its pandemic status by the World Health Organization on March 11, 2020. Although the first wave has since passed for the hardest-hit regions, such as New York City and most of Asia, a resurgence of cases has already been reported in Europe and a record number of new cases has been tallied in the Midwest and rural United States. As of November 12, 2020, the United States alone logged its highest tally to date, with a 317% growth over the preceding 30 days [1]. COVID-19 is far from seeing the end of its days and there remains a compelling need to prioritize care and resources for patients at elevated risk of morbidity and mortality.

Previous work building machine learning models used patient data from Tongji Hospital in Wuhan, China [2,3]; Zhongnan Hospital in Wuhan, China [4]; Mount Sinai Hospital in New York City, United States [5]; and NYU (New York University) Family Health Center in New York City, United States [6]. Surprisingly, clinical features that were selected varied widely across studies. For example, while McRae et al’s two-tiered model [6] that was trained on 701 patients in New York City to predict mortality was based on actual age, C-reactive protein (CRP), procalcitonin, and D-dimer, Yan et al’s model [2] that was trained on 485 patients from Wuhan selected lactate dehydrogenase (LDH), lymphocyte count, and CRP as the most predictive for mortality. Variations in selected features differed greatly, even when trained to predict similar outcomes on data from patients of the same city. Yao et al’s model [3] was trained on 137 patients from Wuhan, and the final model relied on 28 biomarkers to predict morbidity. Given the differences among prior models, some of which were driven by domain-specific knowledge, we decided to systematically examine the importance of a wide range of features across different endpoint outcomes and at different hospitalization time points.

This study analyzed retrospective polymerase chain reaction (PCR)–confirmed data from inpatients with COVID-19 that were collected at NYU Langone Hospital, spanning from January 1 to August 7, 2020, to predict three sets of clinical outcomes: alive versus deceased, ventilated versus not ventilated, or intensive care unit (ICU) admitted versus not ICU admitted. The clinical information of 3740 patient encounters included demographic data (ie, age, sex, insurance, past diagnosis of diabetes, and presence of cardiovascular comorbidities), vital signs (ie, SpO₂ [peripheral oxygen saturation], pulse, respiration rate, temperature, systolic blood pressure, and diastolic blood pressure), and the 50 most frequently ordered lab tests in our data set. Models were developed using two methods: logistic regression with feature selection using the least absolute shrinkage and selection operator (LASSO) [7] and gradient tree boosting with XGBoost (eXtreme Gradient Boosting) [8]. An explainable algorithm, such as logistic regression, provides easy-to-interpret insights into the features of importance. Conversely, the larger model capacity of XGBoost better handles data complexities to explore the extent to which predictive performance can be optimized. Together, this study aimed to provide a holistic survey of the clinical underpinnings of disease etiology for patients with COVID-19 admitted to NYU Langone Hospital. In addition, we sought to explore the prospects of building models that are sufficiently competent to be effective decision support tools.

Methods

Ethics Statement

An ethics exemption and a waiver were confirmed through the Institutional Review Board (IRB) at NYU Grossman School of Medicine. An IRB self-certification form was completed to ensure that the subsequent research did not fall under human subject research; therefore, no IRB approval was required. The deidentified COVID-19 NYU Langone Database was stripped of all unique identifiers prior to receiving data. In addition, all dates were shifted by an arbitrary number of days for each patient. These safeguards ensured that patient data could not be reidentified; thus, they were not subject to Health Insurance Portability and Accountability Act (HIPAA) restrictions on research use and did not require IRB approval.

Data Collection

The clinical activity of patients at NYU Langone Hospital was obtained from Epic—electronic medical record system—between January 1 and August 7, 2020. The data were stripped of all unique identifiers (medical record numbers, names, etc) and actual dates were shifted by an arbitrary number of days for each patient, which ensured that no data were subject to HIPAA restrictions and, thus, did not require IRB approval.

Clinical Data Preprocessing and Cleaning

Overview

Our data set contained 206,677 patients who were tested for COVID-19, of which 12,473 (6.0%) tested positive (Multimedia Appendix 1). Not all patients who tested positive sought hospital care, and without vital signs or lab values, these patients were excluded from analysis. In addition, a majority of the 175,507 patients diagnosed with COVID-19 did not receive in-house PCR tests, which makes it difficult to distinguish which hospital encounters were related to seeking COVID-19 treatment. Thus, only patients for which we could confirm a positive PCR test as reported by NYU Langone Hospital were included. The time stamp of the first encounter in which a PCR test returned a positive result was used as the starting date for each patient, and the ending date was determined by either the time of discharge for that encounter or the time of death. The clinical features that were collected for each patient, along with their definitions and additional processing steps, are described in the following subsections.

Categorical Features

The categorical features collected for each patient are listed in Textbox 1.
Textbox 1. Categorical features.

Binned ages—to comply with Health Insurance Portability and Accountability Act restrictions on research use, exact patient ages were removed and binned into predefined ranges, as determined by the Data Handling Committee:

- 0-17 years
- 18-44 years
- 45-64 years
- 65-74 years
- 75+ years

Gender:
- 0 for female
- 1 for male

Insurance type:
- 0 for preferred provider organization
- 1 for exclusive provider organization, health maintenance organization, point-of-service-plan, indemnity, Medicare, Medicare managed care, no fault, and workers’ compensation
- 2 for Medicaid and Medicaid managed care

Diabetes:
- 1 for any past diagnosis mentioning diabetes
- 0 otherwise

Cardiovascular comorbidities:
- 1 for any of the following ICD-10 (International Statistical Classification of Diseases and Related Health Problems, 10th Revision) diagnosis codes: I10-I16 (hypertensive diseases), I20-I25 (ischemic heart diseases), I50 (heart failure), I60-I69 (cerebrovascular diseases), and I72 (other aneurysms)
- 0 otherwise

Continuous Features

For each of the following continuous features (Textbox 2), multiple periodic measurements were recorded for each patient by vital signs monitors. Measurements were binned into 24-hour windows that began from time of hospitalization. Within each window, values were averaged. Values were then standardized to a mean of 0 and variance of 1. For each day, encounters without all features listed in Textbox 2 were removed and were not imputed.

Textbox 2. Continuous features.

- SpO₂ (peripheral oxygen saturation) (%)
- Pulse (bpm [beats per minute])
- Respiration rate (bpm)
- Temperature (°F)
- Systolic blood pressure (mm Hg)
- Diastolic blood pressure (mm Hg)

Outcomes

The outcomes for each patient are listed in Textbox 3.
Textbox 3. Patient outcomes.

<table>
<thead>
<tr>
<th>Living status:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 0 for alive</td>
</tr>
<tr>
<td>• 1 for dead</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ventilation at any point during hospitalization:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 0 for no (did not receive any form of ventilation or only received noninvasive treatments; eg, nasal cannula, nonrebreather mask, etc)</td>
</tr>
<tr>
<td>• 1 for yes (received mechanical ventilation treatment)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intensive care unit admission for any duration during hospitalization—criteria determined by medical triage team, balanced between disease severity and hospital resource availability:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 0 for no</td>
</tr>
<tr>
<td>• 1 for yes</td>
</tr>
</tbody>
</table>

**Lab Data Selection and Cleaning**

Lab tests with at least 50% completeness during the first 24 hours for all encounters were considered. Of the 54 lab tests meeting these requirements, the estimated glomerular filtration rate—non-African and African American—was removed due to the formula’s dependency on lab features already selected (ie, creatinine). In addition, the placeholders for ordering a complete blood count with differential test and a COVID-19 PCR test were also removed. Missing lab values were imputed using the multivariate imputation by chained equations algorithm. Five imputations were generated using predictive mean matching. After imputation, lab values were shifted up by 1 and log-transformed. Model-building approaches that incorporated lab features had individual models built for each imputation.

**Feature Selection and Model Building**

All models were trained with a training data to validation data ratio split of 90:10. Features for logistic regression were selected using LASSO and optimized for a penalty parameter that was 1 standard error above the minimum deviance for additional shrinkage. The XGBoost parameters were identified using a hyper-parameter search within the following constraints: nrounds=1000; η=0.3, 0.1, or 0.01; max_depth=2, 3, 4, 5, 6, 7, or 8; min_child_weight=0 to 1, by 0.1 increments; and γ=0 to 1, by 0.1 increments. To account for class imbalance, sample-weighted loss was employed when calculating the loss.

For models that were trained on the final day of discharge or death, the performance on predicting outcomes in all preceding days was evaluated on the entire data set rather than just a 10% subset. Data from previous days were not used in the training of these endpoint models and, thus, can all serve as validation data.

**Time Series Modeling**

In each feature setting, all variables were combined and missing values at each time point were imputed with the immediate previous value (ie, forward filling). After imputation, time points with incomplete feature measurements were discarded, and each patient record was segmented into nonoverlapping sequences of length 8. Patients were randomly assigned to training, validation, and testing groups in an 8:1:1 ratio for three independent splits. All models were implemented in Python 3.6 (Python Software Foundation) with built-in units in TensorFlow 2 and Keras [9]. Logistic regression was fit as a neural network with the sigmoid output node immediately after the input layer. For multilayer perceptron (MLP), recurrent neural network (RNN), gated recurrent unit (GRU), and long short-term memory (LSTM) models, a hidden layer of size 8 was added, and the time series models (ie, RNN, GRU, and LSTM) were unrolled over eight time points and trained with true labels provided at each step. Five randomly initialized models were trained for all architectures on each training, validation, and testing split. Model performance was evaluated based on all single time point predictions and reported as a mean value across all splits.

**Data Availability**

The data that support the findings of this study were obtained from the Medical Center Information Technology (MCIT) at NYU Langone Health, but restrictions apply to the availability of these data and, therefore, they are not publicly available due to specific institutional requirements.

**Results**

More than half of all patients in our data set were over the age of 65 years, with pediatric patients (0-17 years) having the lowest representation (Figure 1A and Multimedia Appendix 2). Generally, the proportion of deceased patients increased with age, peaking at 38.5% (422/1097) for those 75 years and over, 15.9% (193/1211) for those 45 to 64 years, and 0% for pediatric patients. Most patients who were either ventilated or admitted to the ICU belonged to the 65-to-74-years age group, followed by those 45 to 64 years and 75 years and over.
Figure 1. Overview of the clinical data set. A. Patient ages were binned by predefined ranges and the ratio of outcomes compared across age groups. B. For each patient, hospitalization stay was normalized by length of stay and segmented into 5% windows. Within each window, all values for the measured clinical variable were averaged. Each line is colored by the six possible outcomes. ICU: intensive care unit; SpO₂: peripheral oxygen saturation.

Aggregation of values for commonly acquired clinical metrics over normalized time courses offered meaningful insights into disease progression. Each patient’s hospitalization stay was segmented into 5% windows, and clinical metrics were averaged within each bin (Figure 1B). We first examined the difference of average vital sign measurements between cohorts with different outcomes. The value of SpO₂ was statistically different for all three outcome comparisons in the first 5% of hospitalization time (Wilcoxon test: $P<.001$, $P<.001$, and $P<.001$). Over the clinical time course, the difference in SpO₂ averages increased the most for those who would become deceased, followed by those who were ICU admitted and ventilated. Differences in respiration rate followed a similar adverse trend, with breaths per minute increasing the most for...
those who would become deceased, followed by those who were ventilated and ICU admitted. The divergence was present even after accounting for overlapping deceased patients. When considering the subset of patients who survived, ventilated patients had 2.91 more breaths per minute (Wilcoxon test: \( P < .001 \)), and ICU-admitted patients had 2.90 more breaths per minute (Wilcoxon test: \( P < .001 \)). At the beginning of the time course, differences in temperature were small (0.05 °F, 0.11 °F, and 0.06 °F, respectively) and not statistically significant for those who would become deceased (Wilcoxon test: \( P = .13 \)), but differences were statistically significant for those who were ventilated (Wilcoxon test: \( P < .001 \)) or were admitted to ICU (Wilcoxon test: \( P < .001 \)). Pulse differences at the beginning were not significantly different for those who were ventilated (Wilcoxon test: \( P = .29 \)) but were significantly different for those who would become deceased (Wilcoxon test: \( P < .001 \)) and ICU admitted (Wilcoxon test: \( P < .001 \)). Systolic and diastolic blood pressure values were continuously lower for patients with worse outcomes in this data set.

To assess the effectiveness of these vital signs to triage clinical outcomes, only data collected in the first 24 hours after admission were initially considered. Specifically for the ventilation outcome, respiration rates and SpO\(_2\) levels may be influenced by the time point when mechanical ventilation was administered. Of 3740 encounters, 7.0% (262/3740) were ventilated within the first 24 hours of admission. To assess the bias that early administration of mechanical ventilation during the first 24 hours may have on respiration rate and SpO\(_2\) levels, the distribution of values was compared against a filtered subset containing only values recorded prior to the start of ventilation. At the per-encounter level, the difference in respiration rates (Wilcoxon test: \( P = .26 \); Multimedia Appendix 3, plot A) and SpO\(_2\) levels (Wilcoxon test: \( P = .20 \); Multimedia Appendix 3, plot B) were not significantly different. Given (1) that 93.0% (3478/3740) of encounters were not influenced by early ventilation treatment, (2) the insignificant difference in distributions, and (3) the desire to keep feature selection consistent across models, all values recorded within the first 24 hours were included. For each encounter, continuous features with multiple recordings (ie, SpO\(_2\), pulse, respiration rate, temperature, systolic blood pressure, and diastolic blood pressure) were averaged and then standardized to a mean of 0 and a standard deviation of 1.

For logistic regression, features were selected using LASSO with 10-fold cross-validation. Grid search was used to optimize XGBoost parameters (Multimedia Appendix 4). When trained on data from the first 24 hours, the logistic model had area under the curve (AUC) performances of 0.79, 0.80, and 0.77; specificities of 59%, 78%, and 79%; and sensitivities of 86%, 74%, and 68%, respectively (Figure 2A). XGBoost performed similarly, with AUC performances of 0.80, 0.80, and 0.77; specificities of 59%, 83%, and 69%; and sensitivities of 86%, 70%, and 77%, respectively (Figure 2B).

In both logistic regression and gradient tree boosting settings, features of importance varied across clinical outcomes (Figure 2C). For logistic regression models of the three outcomes, respiration rate, SpO\(_2\), and cardiovascular comorbidity were among predictive features, but age groups were selected only for predicting mortality. For boosting tree models, feature importance measures showed that respiration rate was consistently the most important feature for all three outcomes, and the age category 18 to 44 years was the second most important feature only for vital status. Respiration rate and SpO\(_2\) were important for predicting all three outcomes. Differences in temperature were not strongly predictive in any cohort in either model; this finding and temperature’s insignificant difference in the deceased outcome group together suggest that its role in screening for increased disease severity may not be dependable.
Figure 2. Predictive performance using clinical data from the first 24 hours. A. Receiver operating characteristic (ROC) curve and precision-recall curve (PRC) for logistic regression model. B. ROC curve and PRC for XGBoost (eXtreme Gradient Boosting) model. C. Coefficient weights for the logistic model are recorded on the left. Model performance gains for XGBoost are listed on the right. AUC: area under the curve; AUPRC: area under the precision-recall curve; Dbp: diastolic blood pressure; ICU: intensive care unit; Resp: respiration rate; Sbp: systolic blood pressure; SpO\textsubscript{2}: peripheral oxygen saturation; Temp: temperature.

The 50 most frequently collected lab values and their relative importance were also studied. A t-distributed stochastic neighbor embedding plot (Figure 3A) suggests lack of clustering among lab features and overall low correlation (Figure 3B) in pairwise comparisons (\(|\mu|=0.08; |\sigma|=0.10\)). Local pockets of correlation (\(|r|\geq0.83\)) were identified between hemoglobin, hematocrit, and red blood cell count; absolute neutrophils and white blood cell count; and bilirubin direct and bilirubin total. Each of these sets measures variables that are clinically interdependent and, thus, expected.
Incorporating lab features into the predictive models marginally improved performance. Logistic regression had AUC performances of 0.83, 0.81, and 0.78; specificities of 68%, 70%, and 69%; and sensitivities of 85%, 83%, and 74%, respectively (Figure 4A). The XGBoost model performed better, with AUC increasing to 0.84, 0.79, and 0.78; specificities of 71%, 72%, and 65%; and sensitivities of 83%, 73%, and 78%, respectively (Figure 4B). For logistic regression, blood urea nitrogen (BUN) and albumin were among the lab features (Figure 4C) that were predictive of mortality. The XGBoost model found the most performance gain from BUN and LDH. Feature importance for predicting ventilation or ICU admission differed between
models. For ventilation, logistic regression selected calcium, glucose, and CRP with large absolute coefficient values, while XGBoost identified calcium, glucose, CRP, and LDH as important features. For those admitted to ICU, XGBoost benefited from the same lab features, while monocyte percentage and carbon dioxide were additionally selected for by logistic regression. Of note, for XGBoost, no lab feature showed a higher importance measure than did respiration rate and \( \text{SpO}_2 \) for all three outcomes.

**Figure 4.** Predictive performance after incorporating lab features. A. Receiver operating characteristic (ROC) curve and precision-recall curve (PRC) for logistic regression model. B. ROC curve and PRC for the XGBoost (eXtreme Gradient Boosting) model. C. Coefficient weights for the logistic model are recorded on the left. Model performance gains for XGBoost are listed on the right. Alt: alanine aminotransferase; Ast: aspartate aminotransferase; AUC: area under the curve; AUPRC: area under the precision-recall curve; Dbp: diastolic blood pressure; ICU: intensive care unit; Inr: international normalized ratio; Ldh: lactate dehydrogenase; rbc: red blood cell; Resp: respiration rate; Rdw-cv: red cell distribution width–coefficient of variation; Rdw-sd: Red cell distribution width–standard deviation; Sbp: systolic blood pressure; SpO\(_2\): peripheral oxygen saturation; Temp: temperature.

Finally, models trained on data collected in the last 24 hours excelled at predicting which patients would become deceased. The logistic regression model (Figure 5A) had an AUC performance of 0.91, specificity of 88%, and sensitivity of 84%. The XGBoost model (Figure 5B) had an AUC performance of 0.92, specificity of 86%, and sensitivity of 85%. The importance of respiration rate increased for XGBoost (Figure 5C), accounting for more than 50% of the gain. Values of \( \text{SpO}_2 \) and being aged 75 years and over were the next most important features.
Using the same coefficients and tree weights and structures, both models were assessed based on clinical data from the preceding 30 days (Figure 5D). With cutoffs of 0.80 for AUC, and 70% for specificity and sensitivity, logistic regression was able to predict a deceased outcome 4 days in advance (AUC=0.82; specificity=85%; and sensitivity=71%) and 5 days in advance (AUC=0.81; specificity=70%; and sensitivity=75%) for XGBoost. Models were not trained on those ventilated or
ICU admitted, as these events are unlikely to occur in the final 24 hours preceding discharge and death. Lab values were not incorportated because few blood tests were ordered in the final 24 hours.

To explore whether patient status can be dynamically predicted based on past medical data, we also built time series models using simple RNN, GRU, and LSTM architectures and compared the performance metrics to single time point models of logistic regression and MLP. A major goal is to explore whether more complex modeling approaches are able to make accurate and transferrable predictions. The vital status of each patient was converted to a time series that was marked as positive if the time point was within 3 days of the patient becoming deceased (Figure 6A). The time series models (ie, RNN, GRU, and LSTM) were trained to take medical data from eight time points as input and infer the vital status at each point, giving rise to a real-time risk prediction based on historical records. The single time point models (ie, logistic regression and MLP), on the other hand, only used medical data at the current point to make the prediction. Model comparison was carried out with three different feature sets: vital signs only (ie, body temperature, pulse, respiration rate, systolic blood pressure, diastolic blood pressure, and SpO2), vital signs and 46 lab results with nonzero coefficients in the single time point LASSO regression model, and vital signs and lab results plus static demographic information (ie, sex, age group, diabetic history, and comorbidities) (Multimedia Appendix 5). As the time series data were recorded at uneven and irregular intervals, the progression time (in days) was included in all models as an additional feature. For models only including vital sign features, time series models showed better performance (Figure 6B) compared to single time point models, but performance was comparable among all models when lab results and demographic information was added to the feature set.

**Figure 6.** Time series model performance. A. Time series labels for mortality risk. Medical measurements are obtained at time points across the admission period with uneven intervals. Green and red arrows represent time points with negative and positive (0/1) labels. B. Mean values of the area under the precision-recall curve (AUPRC) and area under the receiver operating characteristics curve (AUROC) for five model architectures across three feature settings. GRU: gated recurrent unit; LR: logistic regression; LSTM: long short-term memory; MLP: multilayer perceptron; PCR: polymerase chain reaction; RNN: recurrent neural network.
Discussion

Retrospective analysis of patients who tested positive for COVID-19 identified recognizable clinical markers, such as respiration rate and SpO$_2$, but also provided insights distinguishing morbidity (ie, ICU-admitted or ventilated outcomes) from mortality (ie, deceased outcome). Our study confirmed canonical risk factors that were previously established (eg, age, respiration rate, and SpO$_2$) as predictive of mortality and morbidity, but also uncovered the surprising finding that temperature was not predictive for mortality. In addition, lab markers of physiological stress, including LDH, BUN, and CRP, were found to be important for model prediction, but other canonical indicators, such as procalcitonin, were not.

Our results aligned with previous work [10] analyzing patient data from NYU Langone Health to predict absence of adverse events within a 96-hour window as opposed to negative outcomes. Several features of importance overlapped both studies, notably respiration rate, SpO$_2$, LDH, BUN, and CRP. However, other selected features, such as temperature, platelet count, pulse, and eosinophil percentage, were not found to be important in our model.

Although the goal of stratifying patients by disease severity aligned, the different approaches likely explain the differences in variable explanation. Our study differs in that our models were trained only on clinical data from the first 24 hours after admission, as compared to continuously updating predictions when new lab values were reported. Thus, features that are important for outcome prediction at the time of admission may differ from those that do a better job of modeling variations in disease severity over time. In addition, we stratified our negative outcomes into mortality and morbidity, and separated morbidity further to compare those requiring ICU admission versus ventilation. Eosinophil percentage was statistically different between all three clinical outcomes, while temperature and pulse were only different for morbidity and platelet counts were only different for mortality (Multimedia Appendix 2). It is hypothesized that patients exhibiting symptoms of fever and increased pulse rate, likely a consequence of decreased SpO$_2$ ($r=-0.21$ and $-0.12$, respectively), will likely be prioritized for ICU care and/or ventilation. Although SpO$_2$ and respiration rate were consistently selected as predictive features across outcomes and modeling methods, age groups were informative predictors of mortality risk only. As expected, the mortality model performed better than the morbidity models. These results suggest that disease severity and mortality risks may require unique modeling with different predictor subsets and weighting factors. It is also consistent with the observation that senior patients were the most vulnerable population, while the mortality rate among the youth was relatively low [11].

In addition, although current evidence suggests that adults with type 2 diabetes mellitus are at increased risk for COVID-19 complications, our XGBoost model did not find a past diagnosis important for predicting morbidity or mortality. Only after incorporating lab features did we identify a positive correlation between exact glucose values and poorer outcomes. Together, this observation suggests that the elevated blood sugar levels observed may be the result of physiological stress triggered by the disease. Indeed, prior work has shown that even when controlled for pre-existing diabetes, hyperglycemia was commonly observed in acutely ill hospitalized patients and linked to poorer outcomes [12,13].

Other lab features also identified routine chemistry data points that shed light on disease pathology. Values of LDH were elevated for all three clinical outcomes, a finding consistent with widespread tissue damage that has been shown in numerous studies to be a predictor of morbidity and mortality in a wide variety of diseases beyond COVID-19 [14-18]. Mortality was also predicted for by BUN. To investigate further the possibility of any relationship to acute kidney injury, we retrained our models with a BUN to creatinine ratio as an additional feature. While correlated with mortality ($r=0.17$), the feature was not selected for by LASSO, and was only of importance when BUN was removed from the training data set. Indeed, recent literature has revealed that BUN is emerging as an independent predictor of mortality in a variety of diseases, including heart failure [19], aortic dissection [20], and acute pancreatitis [21]. It has also been proposed that BUN is an important indicator for metabolic diseases and general nutritional status of patients, explaining its relative importance in the prediction for mortality. The relationship here is unclear and warrants further investigation.

Interestingly, calcium level upon admission was a more important predictor of morbidity in our models than procalcitonin was. As a peptide precursor of calcitonin, a hormone involved in calcium homeostasis, procalcitonin is also an acute phase reactant that has been used historically, albeit controversially, to help diagnose bacterial pneumonia [22-24]. Although many studies [25-27] have described a positive relationship between procalcitonin levels and mortality and morbidity in patients with COVID-19, few have commented on the importance of calcium as a prognostic value, as we have found in our study. Calcium was negatively correlated with all three measured clinical outcomes, which is consistent with other studies linking hypocalcemia with increased morbidity and mortality in patients with COVID-19 [28-30]. Theoretically, hypocalcemia could be a result of increased procalcitonin, since procalcitonin is the precursor of calcitonin whose function is to reduce serum calcium. Interestingly, it has been reported that in a systemic inflammatory response, serum calcium does not increase concordantly in response to increased procalcitonin. This situation could indicate that calcium is a predictive factor through an entirely different mechanism than the well-established procalcitonin. One theory is that alteration of calcium homeostasis is perhaps used as a strategy by the SARS-CoV-2 virus for survival and replication, since calcium is essential for virus structure formation, entry, gene expression, virion maturation, and release. Another possibility is that patients who present with hypocalcemia have pre-existing parathyroid hormone (PTH) and vitamin D imbalances that are exacerbated by SARS-CoV-2 infection. Our study could not evaluate the importance of PTH or vitamin D due to infrequent lab orders (0.21% and 0.08% completeness, respectively).

While the inclusion of lab features resulted in only modest improvement for ventilation and ICU admission prediction, lab values did result in larger increases in performance metrics for
mortality prediction. However, time series modeling failed to improve prediction performance with more clinical features. This observation is likely due to the fact that laboratory results were sampled much less frequently than vital sign readings. Moreover, treating static demographic information as repeating time series measurements may be suboptimal for recurrent models. As discussed above, laboratory measurements may help in modeling mortality risk of patients, and future work will focus on efficiently incorporating these static features for dynamic predictions [31,32].

A key limitation of our data set revolves around balancing inclusion criteria to maximize the number of encounters available for model training, while also limiting the amount of missing data. For example, patients who test positive for COVID-19 and present with less severe symptoms in outpatient or telehealth settings may not have a complete set of vital signs or any lab values available. Similarly, past medical histories are dependent on an accurate recollection on the patient’s part, either through a past hospital encounter or at the time of admission. In addition, it is possible that the comorbidities designation in our data set may have false negatives. Because patient histories are often self-reported, it is possible that admitted patients with no prior encounters with the hospital, or either the physical or cognitive inability to verbalize such history at the time of triage, would not have such indication available in the electronic health record. However, this reflects real-world medical situations, in which diagnoses must be made based on unverifiable patient data or delayed lab results. Finally, as data were retrospectively gathered from Epic during the early stages of the pandemic, when diagnostic and treatment protocols were still being developed, a concerted effort to gather novel biomarker tests that have later been shown to be linked with disease severity is not expected. As time draws on and new variants emerge, we also expect that repeated studies will be needed to survey changes to risk factors.
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Abstract

Background: In the United States, racial and ethnic minorities are disproportionately affected by COVID-19, with persistent social and structural factors contributing to these disparities. At the intersection of race/ethnicity and gender, women of color may be disadvantaged in terms of COVID-19 outcomes due to their role as essential workers, their higher prevalence of pre-existing conditions, their increased stress and anxiety from the loss of wages and caregiving, and domestic violence.

Objective: The purpose of this study is to examine racial and ethnic differences in the prevalence of COVID-19 outcomes, stressors, fear, and prevention behaviors among adult women residing in the United States.

Methods: Between May and June 2020, women were recruited into the Capturing Women’s Experiences in Outbreak and Pandemic Environments (COPE) Study, a web-based cross-sectional study, using advertisements on Facebook; 491 eligible women completed a self-administered internet-based cross-sectional survey. Descriptive statistics were used to examine racial and ethnic differences (White; Asian; Native Hawaiian or other Pacific Islander; Black; Hispanic, Latina, or Spanish Origin; American Indian or Alaskan Native; multiracial or some other race, ethnicity, or origin) on COVID-19 outcomes, stressors, fear, and prevention behaviors.

Results: Among our sample of women, 16% (73/470) reported COVID-19 symptoms, 22% (18/82) were concerned about possible exposure from the people they knew who tested positive for COVID-19, and 51.4% (227/442) knew where to get tested; yet, only 5.8% (27/469) had been tested. Racial/ethnic differences were observed, with racial/ethnic minority women being less likely to know where to get tested. Significant differences in race/ethnicity were observed for select stressors (food insecurity, not enough money, homeschooling children, unable to have a doctor or telemedicine appointment) and prevention behaviors (handwashing with soap, self-isolation if sick, public glove use, not leaving home for any activities). Although no racial/ethnic differences emerged from the Fear of COVID-19 Scale, significant racial/ethnic differences were observed for some of the individual scale items (eg, being afraid of getting COVID-19, sleep loss, and heart racing due to worrying about COVID-19).

Conclusions: The low prevalence of COVID-19 testing and knowledge of where to get tested indicate a critical need to expand testing for women in the United States, particularly among racial/ethnic minority women. Although the overall prevalence of engagement in prevention behaviors was high, targeted education and promotion of prevention activities are warranted in communities of color, particularly with consideration for stressors and adverse mental health.

(J Med Internet Res 2021;23(7):e26296) doi:10.2196/26296
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Introduction

The COVID-19 pandemic has shed light on racial and ethnic disparities in the United States [1-3]. Among 44% of US cases with known race or ethnicity, 33% were Latinx, 22% were Black, and 1.3% were American Indian or Alaskan Native (AIAN), despite accounting for 18%, 13%, and 0.7% of the US population, respectively, suggesting these groups are disproportionately affected by the COVID-19 pandemic [1]. Black individuals are almost three times more likely to be hospitalized for COVID-19 than White individuals [4]. Nationally, COVID-19 mortality is 80% higher for Black individuals and over 50% higher for Latinx individuals, relative to White individuals [5].

Contributing factors to racial and ethnic disparities in COVID-19 outcomes include social and structural vulnerabilities and pre-existing health conditions, affecting socially marginalized populations [6,7]. Residing in high-poverty areas, being underinsured or uninsured, and having limited access to health care likely contribute to limited COVID-19 testing, resulting in late presentation with more advanced disease [8-10]. Historically, Black individuals and AIAN individuals have endured systemic racism and discrimination, a source of structural inequities [10], that has created deep distrust of medical institutions and unequal access to care and treatment [11]. Ethnic minority groups are overrepresented in essential service industries, limiting the ability to shelter at home and increasing the likelihood of low wages, unpaid sick leave, or limited workplace protections [10,12]. The physical environment also may increase COVID-19 risk through residential segregation, residing in densely populated areas, and multigenerational households; the resulting physical crowding contributes to increased viral transmission [7,13]. Ethnic minority groups are disproportionately affected by chronic medical conditions, which may worsen COVID-19 outcomes [2]. Moreover, toxic stress resulting from racial and social inequities has been magnified during the pandemic, with implications for poor biological function and adverse physical and mental health outcomes [11,14]. This culminates in Black, Latinx, and AIAN groups shouldering greater disease burden and the unfolding spread of COVID-19 in areas with larger populations of ethnic minorities [8].

The continuation of the COVID-19 pandemic has led the US government to recommend prevention behaviors, including staying at home except for essential activities, physical distancing from nonhousehold members, wearing a face mask in public, avoiding nonhousehold groups, and frequent handwashing [15]. Compliance with these recommendations has been variable [16-19]. A May 2020 Centers for Disease Control and Prevention (CDC) survey found that 91.5% of participants had been to a public area in the previous week, 77.3% stayed home except for essential activities, and 75.1% and 10.8% were “always” and “often” avoiding groups of 10 or more people, respectively [17]. Further, physical distancing was maintained “always” by 58.2% and “often” by 21.3% of respondents, and 60.3% “always” and 13.8% “often” wore a face mask in public [17]. A survey conducted in early April 2020 found that 87% of participants were physically distancing in public, while only 50% used face masks in public; older age, female gender, and financial security were associated with adherence, with no differences by race or ethnicity, possibly due to overrepresentation of White participants [16]. Other assessments of racial and ethnic differences in prevention vary. In one study, Black adults knew less about symptoms and routes of transmission of COVID-19, left their homes more frequently, and handwashed less often than White adults [19]; in another, Black adults were less likely to maintain physical distance or avoid groups compared to their White counterparts but more likely to stay home except for essential activities, more likely to “always” or “often” wear a face mask in public, and equally likely to have been in a public area in the preceding week [17].

Given the lack of published findings on COVID-19 outcomes by race/ethnicity among women in the United States, our paper describes the prevalence and racial/ethnic differences among COVID-19 outcomes, stressors, fear, and prevention behaviors among an ethnically diverse sample of US adult women.

Methods

Study Population

Between May and June 2020, we conducted the Capturing Women’s Experiences in Outbreak and Pandemic Environments (COPE) Study, a web-based cross-sectional study of COVID-19 outcomes, testing, and prevention behaviors among adult women in the United States. Our study included participants who were 18 years or older, cisgender or transgender female, living in the United States, and able to understand English. We excluded participants who did not reside within the United States, were younger than 18 years, were male, or did not understand English.

Recruitment and Enrollment

Recruitment occurred through Facebook advertisements, designed to recruit adult women currently residing in the United States. We aimed to collect at least 400 survey responses. Interested women accessed a digital consent form within the REDCap (Research Electronic Data Capture) survey platform. The consent form included the purpose of the study and participant risk, burden, rights, and compensation. Participants who provided documented consent were directed to a screening survey. Screening questions included age, gender, and state of residence. Of 682 users who clicked on an advertisement, 633 (92.8%) provided informed consent and answered screener questions. Among the 633 participants, 7 participants were not eligible for the study. Eligible participants (n=626) were directed to the survey, which took 15 to 20 minutes to complete. Of 626 eligible participants, 491 (78% response rate) completed the full web-based survey. Participants received a US $20 Amazon e-gift card via email. The COPE Study procedures were approved by the University of California, San Diego Human Research Protections Program Institutional Review Board.
Survey Measures

Sociodemographic Characteristics

Race/ethnicity were self-reported by using the following categories: White (eg, German, Irish, English, Italian, Polish, or French); Asian, Native Hawaiian, or other Pacific Islander (API); Black (eg, African American or Black Caribbean); Hispanic, Latina, or Spanish origin (eg, Mexican or Mexican American, Puerto Rican, Cuban, or Dominican); AIAN (eg, Navajo nation, Blackfeet tribe, or Mayan); and multiracial or some other race, ethnicity, or origin. “Other race, ethnicity, or origin” included 7 women who self-identified as Middle Eastern or North African. Other demographics included age, education, employment status, sexual orientation, relationship status, parenthood, household composition and type of occupants, type of residential community (eg, urban or rural), current living situation, and household income.

COVID-19–Related Outcomes

We modified COVID-19 measures developed by the World Health Organization (WHO) for rapid behavioral studies about COVID-19 [20]. We assessed whether participants and close others (eg, family, friend, partner, or coworker) had COVID-19 symptoms, were tested, knew where to get tested, were diagnosed, were hospitalized, or died from COVID-19.

COVID-19 Stressors and Fear

We assessed nine COVID-19 stressors as outlined by the WHO [20]. Examples included food insecurity, insufficient rent, and caregiver status. We employed the Fear of COVID-19 Scale, a 7-item self-reported measure of an individual’s fear of COVID-19 [21]. Items include fear of dying of COVID-19 and loss of sleep due to worrying about COVID-19. Responses followed a 5-point Likert scale from “strongly disagree” to “strongly agree.” Individual items were assessed, and the overall score was calculated by summing all 7 items (range 7-35; Cronbach alpha .90).

COVID-19 Prevention Behaviors

COVID-19 prevention behaviors examined were: washing hands, avoiding touching face, using disinfectants (including hand sanitizer), staying home except for essential activities, covering mouth when coughing, physical distancing from nonhousehold members, physical distancing if sick, isolating oneself if sick, public face mask use, public glove use, avoiding crowds, and not leaving home [20]. Responses to each were dichotomized.

Data Analysis

Excluding participants without reported race/ethnicity, the sample was 473 women. We computed descriptive statistics of all variables overall and by race/ethnicity. We report medians and IQRs for nonnormally distributed continuous variables and frequencies and proportions for categorical variables. For race/ethnicity comparisons, we used Kruskal-Wallis tests and chi-square tests. If subgroups had expected values less than 5, Fisher exact test or a Monte Carlo estimate for Fisher exact P value was used. Individual pairwise comparisons by race/ethnicity were conducted when the Kruskal-Wallis test or chi-square test had a P<.05. The Dwass-Steel-Critchlow-Fligner test was used when the Kruskal-Wallis test was significant (P<.05), and individual chi-square tests between each of the racial/ethnic groups were examined when the overall chi-square was significant (P<.05). To account for potential confounding, COVID-19–related outcomes, stressors, and prevention behaviors that were significantly associated in bivariate analyses were included in multivariable binary logistic regressions. Each regression was adjusted for age, education, income, and type of residential community (urban, suburban, rural), with race as the independent variable and the outcome, stressor, or prevention behavior as the dependent variables. All analyses were performed using SAS, version 9.4 (SAS Institute).

Results

Sociodemographics

Of 473 women, 51% (n=241) were White, 13.5% (n=64) API, 12.7% (n=60) Black or African American, 10.1% (n=48) Hispanic or Latinx, 5.7% (n=27) AIAN, and 7% (n=33) multiracial or “other” (Multimedia Appendix 1). The median age was 33 years, with White women significantly older than API, AIAN, and multiracial or other women. Most women had completed some college or graduate school (377/463, 79.7%). Approximately 40% (175/437) of women were unemployed. Approximately 70% (323/471) were in a relationship, and 45% (208/471) had children.

Approximately 46% (211/461) of women lived alone. Of 250 living with others, 55.2% (n=138) and 53.2% (n=133) lived with their partner and family members, respectively. The median number of children in the household was 2. Almost 44% (193/447) had a household income of US $50,000 or more, with White individuals more likely than all racial/ethnic groups, except Latinx. Almost 50% (212/466) of women lived in an urban environment and 17.6% (82/466) in a rural environment.

COVID-19 Outcomes

Approximately 16% (73/470) of women reported COVID-19 symptoms; the highest prevalence was among White (45/240, 18.8%) and multiracial or other (7/33, 21.2%) women, and the lowest prevalence was among API women (4/63, 6.4%; Multimedia Appendix 2). Although 51.4% (227/442) of women knew where to get tested for COVID-19, only 5.8% (27/469) had been tested. White women were more likely to know where to get tested than API, Latinx, and AIAN women (P<.01, respectively), and Black women more likely than API and AIAN women (P=.01 and P=.03, respectively). A total of 2% (8/469) of women were diagnosed with COVID-19, of which 50% (4/8) were hospitalized; 22% (18/82) of women were concerned that they were exposed to COVID-19 by the people they know. No significant differences by race/ethnicity were found for either.

A total of 18% (82/469) of women knew someone diagnosed with COVID-19, with White and Black women more likely than API women (P=.02 for both); 67.1% (55/82) identified a diagnosed friend, and 42.7% (35/82) identified diagnosed family. Of the 82 women, 42.7% (n=35) knew someone hospitalized, with Black women more likely than White women (P<.001); family members (16/35, 45.7%) and friends (14/35, 21.2%) were more likely than non-family members to have had a COVID-19 diagnosis.
40.0%) were the most frequently reported relationships. Black women were more likely than White women to report a family member hospitalized (P=.01). Of the 82 women, 22% (n=18) knew someone who had died of COVID-19; most were a friend (8/18, 44.4%) or family member (6/18, 33.3%).

COVID-19 Stressors and Fear

Racial/ethnic differences emerged for four COVID-19 stressors (Multimedia Appendix 3). A total of 17% (82/473) of women experienced food insecurity. White women were less likely than API, Black, Latinx, AIAN, and multiracial or other race women to not have enough food (P<.001, P<.001, P=.03, P<.001, and P=.002, respectively); API women were more likely than Latinx women (P=.046) to not have enough food. Approximately 20% (91/473) did not have enough money for rent; White women were less likely to not have enough money for rent than API, Black, Latinx, and AIAN women (P<.001, P<.001, P=.03, and P<.001, respectively). Of 20.9% (99/473) who reported homeschooling children, White women were more likely than API and AIAN women (P=.03 and P=.003, respectively), and Black and Latinx women were more likely than AIAN women (P=.004 and P=.01, respectively). Of 28.1% (133/473) unable to have a doctor or telemedicine appointment, White women were more likely than API and AIAN women (P=.003 and P=.03, respectively). For the remaining stressors, 36.6% (173/473) of women reported loss of income, 15.4% (73/473) were essential employees, 4.7% (22/473) were unable to obtain medication, and 9.9% (47/473) were caregivers for sick family without or with (15/473, 3.2%) COVID-19.

Although no racial/ethnic differences emerged for the Fear of COVID-19 Scale, significant differences were observed for individual items. Higher agreement with the statement “I am very afraid of coronavirus” was found among White women compared to API and multiracial or other women (P=.01 and P=.02, respectively). White women reported more agreement with becoming nervous or anxious when watching media about COVID-19 compared to Black, Latinx, and multiracial or other women (P=.02, P=.01, and P<.001, respectively). Of 43.6% (206/473) who did not leave home at all, White women were less likely than API, AIAN, and multiracial or other women (P=.02, P=.01, and P<.001, respectively). Of 43.6% (206/473) who did not leave home at all, White women were less likely than API, AIAN, and multiracial or other women (P=.02, P=.01, and P<.001, respectively). AIAN women were more likely to not leave home at all than Latinx women (P=.02). Approximately 80% (374/473) of women avoided face touching, 87.1% (412/473) used disinfectants, 88.6% (419/473) stayed home except for essential activities, 82.2% (389/473) covered mouths when coughing, 86.5% (409/473) physically distanced from nonhousehold members, 59.8% (283/473) physically distanced from others if sick, 79.7% (377/473) publicly used a face mask, and 81.8% (387/473) avoided crowds.

To account for potential confounding, COVID-19–related outcomes, stressors, and prevention behaviors that were significantly associated with race or ethnicity in bivariate analyses were identified for inclusion in multivariable binary logistic regressions. Each regression was adjusted for age, education, income, and type of residential community (urban, suburban, rural). Results of these regressions are available in Multimedia Appendix 5 and confirm that there are statistically significant differences in all COVID-19–related outcomes, stressors, and prevention behaviors by race and ethnicity in comparison to the reference group, after accounting for potential confounders.

Discussion

Principal Findings

To our knowledge, this is the first study to describe COVID-19 outcomes, stressors, fear, and prevention behaviors among a sample of US women and to examine racial/ethnic differences. Our data showed that 1 in 6 women had COVID-19 symptoms. Troublingly, although 51.4% (227/442) of women knew where to get tested for COVID-19 and 22.0% (18/82) were concerned about possible exposure to COVID-19, only 5.8% (27/469) had been tested.

White women were the most likely to know where to be tested for COVID-19, despite experiencing a lower burden of COVID-19 among family and friends compared to Black women. This may be due to persistent medical mistrust due to legacies of abuse, mistreatment [22,23], and discrimination as an antecedent to medical mistrust [24]. Social and economic inequalities shape and sustain medical mistrust, particularly among populations who experience staggering health disparities [23]. Further, this may be reflective of an inability to access testing due to structural inequities [10], compounded by employment as essential workers [10,12], limiting available sick leave for testing and support for accessing health care. Given this, it is imperative to engage underserved populations in education and testing through community mobilization, social network, and peer-led engagement approaches.
A total of 18% (82/469) of women knew someone close to them diagnosed with COVID-19—often family or friends—with White and Black women being more likely than API women. Black women were more likely than White women to know someone hospitalized for COVID-19 and report them as family. This demonstrates a high burden of COVID-19 morbidity and mortality among Black families and their social circles; further, this implies a potential burden of adverse mental health associated with loss and trauma.

Racial/ethnic differences were observed for select stressors. White women were less likely than all others to lack food and money for rent, possibly because White women were more likely to have a household income over US $50,000, ensuring the ability to sustain food and housing expenses. White women were also more likely than API and AIAN women to be unable to go to the doctor or have a telemedicine appointment and report homeschooling children. Collectively, plausible explanations are that White women had competing responsibilities due to living with other family members and having a higher median number of household residents, which prevented in-person appointments with their doctor. Additionally, White women may have had privacy concerns with engaging in a phone or video telemedicine visit with their provider due to more family members or household residents being present.

Although significant differences by race/ethnicity were not identified by summed scores for the Fear of COVID-19 Scale, there were significant differences in many of the individual items, showing dimensionality within experiences of fear of COVID-19. White women consistently agreed with statements regarding psychological experiences of fear (being “very afraid” or “nervous or anxious”) relating to COVID-19, while API, Latinx, and AIAN women consistently endorsed agreement with physical manifestations of fear (“hands become clammy,” “cannot sleep,” “heart races”). Black women did not fall into these patterns, endorsing most agreement with being very afraid and experiencing anxiety relating to media about COVID-19. This may reflect differential conceptualization of fear and stress, including antidisclosure socialization and stigma around mental health [25-27] or increased symptomatology associated with adverse mental health resulting from cumulative or toxic stress [11,14].

Overall, we found high prevalence of implementation of CDC-recommended prevention behaviors. Prevalence of staying home except for essential activities was 88.6% (419/473) compared to a rate of 77.3% among US adults surveyed in May 2020 [17]. Likewise, 79.7% (377/473) of women in our study reported using a face mask, slightly higher than 74.1% of US adults surveyed in May [17]. Previous findings demonstrated decreased prevalence in physical distancing behavior from 87% in April to 79.5% in May [16,17]; in our study, 86.5% (409/473) of women reported this behavior. These differences may reflect increased uptake of prevention behaviors among women, compared to a sample of both men and women; this is consistent with findings that female gender is associated with adherence to prevention behaviors [16].

Self-isolation at home if sick was more likely among API women, possibly due to customary traditions of preventing illness. Handwashing with soap was more likely among White and API women than AIAN women. This may be due to White and API women’s increased access to education on preventing COVID-19, primarily disseminated through television and the internet. Of further importance is the possibility of performative practice of prevention behaviors among API women, in response to COVID-19–related xenophobia; individuals of Asian descent have been the targets of hate speech and crime based on the origination of COVID-19 in China [28]. Among AIAN populations, access to the internet is limited [29], and this group is further disadvantaged due to low rates of health literacy [30], limiting knowledge of prevention behaviors. Native patient navigators, similar to community health workers [31], are an avenue for education on COVID-19 prevention in AIAN communities.

API women were more likely than Black and Latinx women to not leave home for any activities, possibly due to API increased partner cohabitation, allowing them to remain indoors and rely on a partner for essential activities. Consistent with existing data, Black and Latinx populations are overrepresented in essential service industries, limiting the ability to shelter at home [10,12]. Because White women had more household residents compared to AIAN women and less partner cohabitation compared to API women, it is plausible that White women were less likely to stay home, due to the need for essential items such as food and medicine.

Supplemental analyses to assess confounding confirmed statistically significant variation between racial/ethnic groups in binary logistic regressions after adjustment for age, education, income, and type of residential community, in comparison to White participants. All adjusted odds ratios were in the expected directions and consistent with bivariate findings. However, the variation in relationship between race/ethnicity and COVID-19–related outcomes, stressors, and prevention behaviors indicate a need for further research to assess the nuanced experiences of women of all racial and ethnic identities, which was beyond the scope of this analysis, to ensure culturally responsive and appropriate public health programming.

Limitations and Strengths

The primary limitation of our research was the use of nonprobability sampling methods with recruitment through online social media, resulting in a lack of generalizability of our study findings. Thus, our sample is not representative of adult women in all US states. Our sample was younger to middle-aged, primarily resided in urban environments, and did not consist of racial/ethnic groups and other demographics such as age, education, and income that were proportionate to each US state population’s demographics. Specifically, 17.6% (82/466) of our sample resided in a rural environment, slightly underrepresenting the 19.3% of the US population in rural areas [32]. Although ethnically diverse, our sample underrepresents Latinx women while approximating the US population of Black women. Yet, API and AIAN women are overrepresented in our sample, which may add to the utility of these findings, given the underrepresentation of these groups in research. Finally,
only women with access to the internet were able to complete the survey. However, 75% of US adult women use Facebook, with three-quarters accessing Facebook daily [33], indicating that the sampling frame encompassed a significant portion of the US population.

Limitations notwithstanding, our data highlight racial/ethnic differences in COVID-19–related outcomes among adult US women. Our ability to recruit an ethnically diverse sample of women that comprised 41 US states and Washington, DC using online recruitment methods within a short time frame demonstrates the willingness of women to share their experiences on COVID-19. Future studies are needed that use probability sampling methods and longitudinal cohort study designs to examine trends over time in racial/ethnic disparities of COVID-19 outcomes and elucidate underlying factors fueling these disparities among a representative sample of adult US women.

**Conclusions**

The lower knowledge of testing availability, actualized testing, and prevention behaviors among Black, Latinx, and AIAN women compared to their White and API counterparts will serve to exacerbate the high rates of COVID-19 mortality already demonstrated among these populations. Meanwhile, stressors, physical manifestations of fear, and adverse mental health associated with loss of family and friends to COVID-19 may compound existing toxic stress, culminating in increasingly negative chronic health outcomes. It is vital that public health interventions for COVID-19 focus on these communities, ensuring testing, health care, and support services—including mental health, economic, and social services—are accessible and acceptable, rather than allowing for disparities to persist and worsen.
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Abstract

Background: Various techniques are used to support contact tracing, which has been shown to be highly effective against the COVID-19 pandemic. To apply the technology, either quarantine authorities should provide the location history of patients with COVID-19, or all users should provide their own location history. This inevitably exposes either the patient’s location history or the personal location history of other users. Thus, a privacy issue arises where the public good (via information release) comes in conflict with privacy exposure risks.

Objective: The objective of this study is to develop an effective contact tracing system that does not expose the location information of the patient with COVID-19 to other users of the system, or the location information of the users to the quarantine authorities.

Methods: We propose a new protocol called PReivacy Oriented Technique for Epidemic Contact Tracing (PROTECT) that securely shares location information of patients with users by using the Brakerski/Fan-Vercauteren homomorphic encryption scheme, along with a new, secure proximity computation method.

Results: We developed a mobile app for the end-user and a web service for the quarantine authorities by applying the proposed method, and we verified their effectiveness. The proposed app and web service compute the existence of intersections between the encrypted location history of patients with COVID-19 released by the quarantine authorities and that of the user saved on the user’s local device. We also found that this contact tracing smartphone app can identify whether the user has been in contact with such patients within a reasonable time.

Conclusions: This newly developed method for contact tracing shares location information by using homomorphic encryption, without exposing the location information of patients with COVID-19 and other users. Homomorphic encryption is challenging to apply to practical issues despite its high security value. In this study, however, we have designed a system using the Brakerski/Fan-Vercauteren scheme that is applicable to a reasonable size and developed it to an operable format. The developed app and web service can help contact tracing for not only the COVID-19 pandemic but also other epidemics.
Introduction

Background

Since the first case of a previously unidentified coronavirus was reported in Wuhan, China, on December 8, 2019, the COVID-19 pandemic has affected the whole world. According to the World Health Organization (WHO), as of January 25, 2021, the number of COVID-19 cases worldwide was about 97 million, 2.1 million of which were reported to have been fatal [1]. As COVID-19 spreads rapidly, the public is experiencing growing anxiety and concern [2]. COVID-19 has incapacitated the existing medical system with its high communicability and fatality rate, and before vaccines became available, the only available countermeasures were traditional control measures, namely, case isolation, contact tracing and quarantine, physical distancing, disinfection, and practicing personal hygiene [3]; Even with vaccines now available, these countermeasures remain highly relevant and essential.

Therefore, it is imperative to understand the disease propagation and timing in order to take appropriate and timely measures. For example, when 97 patients with COVID-19 were confirmed at a call center in South Korea in March 2020, the Korea Centers for Disease Control and Prevention and the local government formed a joint response team and carried out an epidemiologic investigation using contact tracing [4]. At the time, the team identified and analyzed 1145 people and investigated their surroundings to prevent further disease transmission. Thanks to such active efforts relating to COVID-19 quarantine, despite the early onset of the COVID-19 pandemic, South Korea shows a significantly smaller number of infected patients and lower fatality rate than many other countries.

Prior Work

Ferretti et al [5] used a renewal equation formulation to develop a mathematical model for determining the speed and volume for effective screening and contact tracing necessary to stop the spread of epidemics and quantify other propagation routes. According to their study, if the self-isolation of an individual who has been in contact with a patient with COVID-19 is delayed by 3 days, no parameter combinations can achieve epidemic control. The study has mathematically proved that the epidemic can be far more effectively controlled when isolation is executed immediately or with a maximum delay of 1 to 2 days. Accordingly, this study explains that if a contact tracing application is used by a sufficient number of people, an epidemic can be controlled by maintaining temporary information about close proximity among individuals and notifying their recent contacts to initiate isolation.

An active measure against the COVID-19 pandemic requires, for example, telehealth screening and management and remote testing, but privacy regulations may pose barriers to such information dissemination. Accordingly, there are claims that privacy regulations should be relaxed for health information exchange in the context of the COVID-19 pandemic [6]. Despite the effectiveness of COVID-19 patient tracing and contact tracing by using digital tools, there are potential privacy leakage risks [7]. As a matter of fact, there have been privacy infringements in the name of public interest in South Korea during the early days of quarantine, when personal information such as gender, age, residence, and place of work was released altogether, leading to unwanted outing incidents [8].

To resolve such issues, applications and technologies are being developed that digitally execute contact tracing while protecting user privacy [9]. In some cases, GPS or Bluetooth information of mobile device users were collected in a centralized manner while attributing temporary identifiers [10,11]. In addition, there are distributed models that store the personal location history on the local mobile device only and compute the distance if a patient comes in close proximity [12]. Both methods, however, are effective only if a majority of users install the app and allow the transmission of one another’s data, which in turn increases privacy risks [13]. There also exist cryptography solutions for privacy protection, such as the technology developed by Apple and Google, which utilizes secure multiparty computation without relying on a trusted server or sends anonymous encrypted or random messages [14]. The study by Gvili [15], however, claims that the said approach by Apple and Google may be vulnerable to several types of security attacks.

Study Aims

This study aims to propose the PRivacy Oriented Technique for Epidemic Contact Tracing (PROTECT) protocol for digital contact tracing that offers privacy protection by using homomorphic encryption. The proposed system exchanges location data in an encrypted format between the user and the quarantine authorities. By using a novel secure proximity computation technique, the PROTECT protocol makes it possible to identify whether the user has been in contact with any patient with COVID-19 by using only the encrypted location information. This method differs from the privacy protection technologies used in existing contact tracing systems in that it identifies the contacts with encrypted distances, and thus, it can identify whether the user has been in contact with patients with COVID-19 without exposing the user’s location information. It can be said the proposed system uses a privacy-preserving technique of a higher order. In this paper, we first propose a new algorithm for proximity computation and the PROTECT protocol that utilizes this algorithm. Next, we introduce the quarantine app and web service that we have developed to apply the proposed PROTECT protocol to COVID-19 contact tracing and verify that the proposed protocol is practical through experimentation. Finally, we discuss the key results of the study, how it differs from previous studies, and its limitations.
Methods

Overview

The key to a privacy-preserving contact tracing system is to protect the location information of not only the patient but also the user, along with the ability to check for proximity. To achieve this, in this study, we used homomorphic encryption and proximity in a discrete grid system to develop a new, secure proximity computation method, and propose a new protocol called PROTECT that applies such a method to deliver data safely among the user, quarantine authorities, and the patient.

Secure Proximity Computation

The basic method to check for proximity is to compute the distance between two known locations, but this leads to unnecessary location-related privacy issues [16]. Zhong et al [17] proposed three protocols (Louis, Lester, and Pierre) that achieve privacy-secured proximity computation by employing additive homomorphic encryption. The secure proximity computation used in our proposed PROTECT protocol is inspired by the technique used in the Pierre protocol. The Pierre protocol maps the exact location information to the predefined grid areas and substitutes the proximity calculation problem to the calculation of whether the grids are identical or adjacent. It can help determine whether the two locations are in the same grid or in adjacent grids but does not provide information about the two locations. The PROTECT protocol utilizes homomorphic encryption in a novel way such that it does not expose any information other than proximity, yet it is able to perform a high-level computation that can be put into practice immediately.

Homomorphic Encryption and Brakerski/Fan-Vercauteren Scheme

Homomorphic encryption is a cryptosystem that supports computation on encrypted data. The result of encrypted computation is also a ciphertext whose decryption returns the same value as if the operation were performed over plain data. Homomorphic encryption has broad applications in cloud environments since it can be used to outsource storage and computation without data leakage.

In the last decade, there have been significant improvements in the efficiency of homomorphic encryption. Lattice-based schemes such as Brakerski-Gentry-Vaikuntanathan (BGV) [18], Brakerski/Fan-Vercauteren (BFV) [19,20], fast fully homomorphic encryption scheme over the torus (TFHE) [21] and Cheon-Kim-Kim-Song (CKKS) [22] currently yield the best performance in practice, but they provide different functionalities. In this work, we focus on the BFV scheme since the proximity of movement of patients with COVID-19 is calculated in the discrete grid system, which will be discussed later. In this system, the proximity is determined by the operation over integral vectors. The BFV scheme is efficient for vectorized operations over the integers, whereas the CKKS and TFHE schemes are more appropriate for approximate and Boolean computations, respectively. We provide a simplified description of BFV as follows.

The BFV scheme consists of five polynomial-time algorithms Setup, Enc, Dec, Add, and Mult. Note that we use symmetric-encryption, which is faster and has better noise growth compared to the public-key variant.

1. Setup (1): For the security parameter $\lambda$, choose a parameter set and sample a secret key $sk$. Parameters include the dimension $n$ and the plain-text modulus $p$.
2. Enc $(sk, m)$: It takes as the input the secret key $sk$ and a plain-text $m = (m_1,...,m_n) \in \mathbb{Z}_p^n$, which is an $n$-dimensional vector over the finite field $\mathbb{Z}_p$, and returns a ciphertext $c$.
3. Dec $(sk, c)$: It decrypts the ciphertext $c$ using the secret key $sk$ and returns a plaintext $m$.
4. Add $(c, c')$: It outputs the addition of given ciphertexts.
5. Mult $(c, c')$: It performs the multiplication between given ciphertexts and returns the resulting ciphertext.

Proximity in Discrete Grid System

In this study, we converted the two location points to a hexagonal grid system and defined that any two points that belong to the same or adjacent grids are “proximate.” The proximity between locations in a continuous space, for example, Euclidean space must be checked with comparison operations; such computation is expensive in a homomorphically encrypted system. The proximity in a discrete space, however, can be computed with a few equality checks, which can be efficiently calculated over encrypted data.

We choose the hexagonal grid system to transform the continuous location information into discrete grids. A hexagonal grid system allows for a simpler definition of neighborhood than triangular or square grids do, so as to reduce the computation overhead. As shown in Figure 1, to define a neighbor, it takes 3 classes in a triangular grid system and 2 classes in a square grid system, but just 1 class in a hexagonal grid system.

The transportation network company Uber Technologies Inc introduced a discrete global grid system called Hexagonal Hierarchical Spatial Index (H3) that is based on multiresolution hexagonal grids [23]. As shown in Figure 2, H3 provides the local IJ co-ordinate system for hexagons, which specifies a hexagonal area adjacent to the specified origin with i-axis and j-axis at an angle of 120°.

We denote by $H: \mathbb{H} (x, y) \rightarrow (i, j)$ the transformation into the hexagonal grid system with a side length of . In other words, it returns the IJ co-ordinates of the hexagon to which an input point belongs. Some examples are shown in Figure 2.
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We also define a metric function as follows:

$$\text{Dist}^2(P, Q) = \| H(P) - H(Q) \|_2^2 / (3r^2)$$

which can be computed as follows:

$$\text{Dist}^2(P, Q) = (P_i - Q_i)^2 - (P_j - Q_j)^2 + (P_j - Q_j)^2$$

where $H(P) = (P_i, P_j)$, $H(Q) = (Q_i, Q_j) \in \mathbb{Z}^2$.

We use the metric $\text{Dist}^2$ to determine the proximity between two locations. Our definition of proximity in H3 is whether the hexagonal grids corresponding to two locations are identical or adjacent to each other, or equivalently, $\text{Dist}^2(P, Q) = 0$ or $\text{Dist}^2(P, Q) = 1$.

In the following, we present two properties of $\text{Dist}^2$ to convince that this is a reasonable quantity on which we can make a proper judgement.

Figure 3 shows two extreme examples where $\text{Dist}^2(P, Q)$ is relatively large/small compared to the Euclidean distance $\| P - Q \|$. In Figure 3A, the Euclidean distance between two points is but $\text{Dist}^2(P, Q) > 1$. Meanwhile, we have $\text{Dist}^2(P, Q) = 0$ in the case of Figure 3B. In application of contact tracing, the primary goal is to detect all contact cases, so the side length should be set sufficiently large based on if-then statements (Textbox 1).
Figure 3. Distance between two points $P$ and $Q$ on hexagonal grids with a side length of $r$: (A) when the distance between $P$ and $Q$ is slightly greater than $r$ and they are not deemed proximate, (B) when the distance between $P$ and $Q$ is slightly less than $r$; and they are deemed proximate.

Textbox 1. Relationship between the approximated distance $\text{Dist}^2(P, Q)$ and the Euclidean distance $\|P–Q\|$.

- If $\text{Dist}^2(P, Q) \leq 1$, then $\|P–Q\| < r$.
- If $\|P–Q\| < r$, then $\text{Dist}^2(P, Q) \leq 1$.

In case of a highly contagious epidemic such as COVID-19, a single patient may cause a reproliferation; thus, the examination scope should be rather conservatively set to be broad. The WHO recommends massive testing for all suspected cases of COVID-19 [24]. The Organisation for Economic Co-operation and Development (OECD) also recommends that countries conduct as many tests for COVID-19 as possible, even if they are expensive [25]. The OECD projected that the cost of testing would be much less than the cost of a national lockdown situation [26].

**PROTECT: the Proposed Protocol**

**Protocol Overview**

The proposed protocol PROTECT involves three parties—the user, the quarantine authorities, and the patient with COVID-19. The overall protocol flow is shown in Figure 4. The parties exchange individual ID, timestamps, and GPS locations only.

In this study, we assume that the quarantine authorities are semihonest and that the patient honestly provides their location history to the authorities. The WHO recommends that, as essential surveillance for COVID-19 considering the potential for rapid exponential growth of COVID-19 cases in populations, new cases should be identified, reported, and data included in epidemiological analysis within 24 hours. National authorities should consider including COVID-19 as a mandatory notifiable disease with requirements for immediate reporting [27]. Local governments are already collecting information to track and stop the spread of the coronavirus. The US Centers for Disease Control and Prevention has published a guideline that quarantine personnel shall investigate everyone with whom the patients with COVID-19 have had close contact during the timeframe while they may have been infectious [28], and South Korea collects the location history of patients with COVID-19 and opens them to the public so that those with a high possibility of contact with such patients can voluntarily be examined for COVID-19 [29]. Moreover, it is assumed that all communication in our protocol occurs through a secure channel. When a patient sends personal data to the authorities or the authorities send the encrypted information to the users, such exchange occurs through a secure channel that is invulnerable against a third-party attack (eg, MitM). The definition of each party and further details on the associated events are as follows.
**Figure 4.** Flowchart of the Privacy Oriented Technique for Epidemic Contact Tracing (PROTECT) protocol.

**Patient With COVID-19**

The patient is a user who has been tested positive for COVID-19 and provides 2-week GPS location history to the quarantine authorities. At this time, the location information of the patient is not encrypted.

**Quarantine Authorities**

The quarantine authorities are those individuals who oversee the quarantine system at the municipal or national level. The quarantine authorities receive the location information provided by the patient, encrypt it, and upload it to the server. The encrypted patient location information is then sent to the users who have installed the app. In addition, the quarantine authorities receive the result of the computation at the local user device in the encrypted format, decrypt that result, and then send the decrypted result back to the user. In this process, the quarantine authorities have no access to the personal location information stored on the local user device.

**User**

The user computes, on the individual local device, the proximity between their own location information and the encrypted location information received from the quarantine authorities. Here, homomorphic encryption makes it possible to execute computation between the encrypted location information and nonencrypted location information. The computation result is encrypted, as shown in Figure 4. The user then sends the encrypted computation result to the quarantine authorities and, in case of high risk of infection, is advised to follow the quarantine protocol recommended by the government.

**Proximity Computation With BFV and H3**

**Overview**

In this section, we provide technical details of proximity computation in the PROTECT protocol. Throughout this section, $P_t$ and $Q_t$ will denote the location data of the patient with COVID-19 and the user, respectively. The location data natively includes time information, but we suppose that data is preprocessed and synchronized so that the elements of the same index have the same timestamps.

Before the protocol starts, the quarantine authorities and the user encode their data locally into the $IJ$ co-ordinates by using the $H$ map described in the previous section and generate the vectors as follows:

\[
P(i)_t = (P_1(i), \ldots, P_n(i)), \quad P(j)_t = (P_1(j), \ldots, P_n(j)),
\]

\[
Q(i)_t = (Q_1(i), \ldots, Q_n(i)), \quad Q(j)_t = (Q_1(j), \ldots, Q_n(j)),
\]

respectively, where $H(P_t) = (P(i)_t, P(j)_t)$ and $H(Q_t) = (Q(i)_t, Q(j)_t)$ for $1 \leq t \leq n$.

**BFV Encryption**

The server sets the parameters for BFV and generates a secret key $\text{key}$. The server generates ciphertexts $c(i) \leftarrow \text{Enc}(\text{key}, P(i))$ and $c(j) \leftarrow \text{Enc}(\text{key}, P(j))$ by using the BFV scheme and sends them to a user.
Secure Proximity Computation

On receiving the ciphertexts, the user securely computes the proximity between and \( \cdot \). This procedure consists of homomorphic evaluation of the proximity function followed by a ciphertext randomization process.

First, the user homomorphically evaluates \( \text{Dist}^2(P_i, Q_j) \) by \( c_{\text{Dist}}^2 \)
\[
d^i = d^i - d^0 + d^j - d^0 + (d^i - d^0)^2 + d^j - d^0 \text{ where } \quad d^i = c^i - Q^i \text{ and } d^j = c^j - Q^j.
\]

This is an encryption of the vector \( (\text{Dist}^2(P_i, Q_j))_{i \geq 0} \) from the homomorphic property of BFV. Then, the user computes and obtains \( c_{\text{Prox}} = c_{\text{Dist}}^2 \cdot (c_{\text{Dist}}^2 - 1) \). In our implementation, we performed two homomorphic multiplications after subtraction, added them, and finally performed one relinearization. Note that \( c_{\text{Prox}} \) is encrypting \( \text{Dist}^2(P_i, Q_j) \cdot (\text{Dist}^2(P_i, Q_j) - 1) = 0 \) in the th slot, which is zero if and only if \( \text{Dist}^2(P_i, Q_j) = 0 \) or \( \text{Dist}^2(P_i, Q_j) = 1 \). Hence, if the user sends \( c_{\text{Prox}} \) back to quarantine authorities (the secret key owner), then they would be able to decrypt the ciphertext and determine the proximity of \( P_i \) and \( Q_j \) by checking if \( \text{Dist}^2(P_i, Q_j) \cdot (\text{Dist}^2(P_i, Q_j) - 1) = 0 \) or not. However, this method is not privacy-preserving since the secret key owner can extract more information from the ciphertext \( c_{\text{Prox}} \) beyond the proximity.

Hence, the user randomizes the ciphertext \( c_{\text{Prox}} \) to solve the issue above. She generates a vector \( r = (r_1, \ldots, r_p) \) whose entries \( r_i \) are sampled independently and uniformly at random from the set \( \{0\} \cup \{1, 2, \ldots, p-1\} \), and a random encryption of zero \( c_0 \) with a large noise parameter. The user outputs the ciphertext \( c_{\text{RPProx}} = r \cdot c_{\text{Prox}} + c_0 \) and sends it back to the quarantine authorities. Note that the total multiplicative depth of proximity computation is 3.

Decryption

The quarantine authorities decrypt \( c_{\text{RPProx}} \) and obtain \( r' = r \cdot \text{Dist}^2(P_i, Q_j) \cdot (\text{Dist}^2(P_i, Q_j) - 1) \) for \( 1 \leq i \leq n \). They conclude that the user has been in contact with a patient at timestamp if this value is zero. We point out that the quarantine authorities learn nothing from the decrypted value about the user data more than the desired result since \( r' \) is purely random over \( \{0\} \cup \{1, 2, \ldots, p-1\} \) if \( \text{Dist}^2(P_i, Q_j) \neq 0, 1 \). Moreover, the ciphertext \( c_{\text{RPProx}} \) itself contains no information beyond \( r' \) since the user randomized it by \( c_0 \). Note that the noise parameter of \( c_0 \) should be exponentially larger than that of \( r \cdot c_{\text{Prox}} \) for security proof.

Results

In order to apply the PROTECT protocol to COVID-19 contact tracing, we have built a mobile app for patients with COVID-19 and other users, as well as a web service for the quarantine authorities. We also empirically verified the practicality of the PROTECT protocol through performance indicators related to resource consumption such as response time, CPU utilization, and memory consumption on the local device.

User App

The smartphone app for the user is as shown in Figure 5. The user can enable or disable the service any time at will (Figure 5B), and easily check the GPS information stored on the local device by date (Figure 5C). Furthermore, the user can view and compare their path with the location information of patients with COVID-19, received as a push message from the quarantine authorities, and check the location details of the potential contact in case the user is suspected to have been in contact with a patient (Figure 5D and 5E).

Figure 5. Screenshots of the user application: (A) main screen, (B) GPS data recording setup screen, (C) list of GPS data by day stored on the user’s local device, (D) list of encrypted GPS data per patient received from the quarantine authorities, and (E) location history comparison and result.
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Web Service for Quarantine Authorities

The role of the quarantine authorities is to manage COVID-19 patient information and to propagate test results. For this purpose, we built a web service as shown in Figure 6. The quarantine authorities can encrypt the location information provided by the patients and propagate the encrypted information to the users who have installed the app (Figure 6A). Furthermore, although the quarantine authorities have no access to the location information of each individual user, they can analyze the results uploaded by app users and then identify the users whose location history intersects with the location history of registered patients (Figure 6B). We also developed a feature through which the quarantine authorities can easily register patient location history by manually clicking on the map in case the 2-week location data of a patient has not been recorded by the app owing to app nonuse or other reasons (Figure 6C).

Figure 6. Screenshots of the web service developed for quarantine authorities: (A) list of confirmed patients’ GPS data, (B) list of contact trace histories, and (C) register of new confirmed patients’ GPS data.
Performance Indicators

To assess the practicality of the app that implements the proposed PROTECT protocol, we installed the developed app on two smartphone models—Samsung Galaxy S20 Plus and Galaxy Note 8—and conducted performance tests. The detailed specifications of the testing devices are as in Table 1.

Table 1. Specifications of testing devices.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Galaxy S20 plus</th>
<th>Galaxy Note 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Release Year</td>
<td>2020</td>
<td>2017</td>
</tr>
<tr>
<td>Chipset</td>
<td>Samsung Exynos 9 Octa 990</td>
<td>Samsung Exynos 9 Octa 8895</td>
</tr>
<tr>
<td>Processor</td>
<td>Octa-core</td>
<td>Octa-core</td>
</tr>
<tr>
<td></td>
<td>(2 × 2.73 GHz Mongoose + 2 × 2.5 GHz Cortex A76 + 4 × 2 GHz Cortex A55)</td>
<td>(4 × 2.3 GHz Mongoose M2 + 4 × 1.7 GHz Cortex-A53)</td>
</tr>
<tr>
<td>GPU</td>
<td>ARM Mali-G77 MP11</td>
<td>ARM Mali-G71 MP20</td>
</tr>
<tr>
<td>RAM</td>
<td>8 GB</td>
<td>6 GB</td>
</tr>
</tbody>
</table>

To satisfy 128-bit security level while maintaining an appropriate size for computation, the base ring dimension was set to 8192, which indicates that the proximity computation for 8192 time points can be executed simultaneously. At the same time, the computation time for the entire data is determined by the size of the base ring dimension. When GPS data is collected every t seconds, the number of time points per person collected over the period of 14 days is \((60 \cdot 60 \cdot 24 \cdot 14) / t\). Surely, the larger the value of t, the smaller the number of time points to be collected per person gets, and the number of comparison computations is also considerably reduced.

It is not necessary to use all time points to compare the time points of the user and the patient. The location information can be trimmed through various methods. It is not necessary to compare all time points for periods where the patient has stayed at a single location for a long time, such as while sleeping or working. In case many patients were present at the same location at the same time, a single computation shall suffice.

Furthermore, the occasions wherein the patient has certainly made no contact, such as while driving alone, can also be excluded. Such preprocessing of data can be applied before encryption by the means of epidemiological investigation, when the quarantine authorities collect the location history data of the patients.

If the number of data points refined by the quarantine authorities is \(N\), the number of computations \(N_{\text{comp}}\) is \(N_{\text{comp}} = N/8192\). When the computation time for 8192 time points is \(\text{Time}_{\text{comp}}\), the total time the proximity computation takes for each user \((\text{Total \, Computation \, Time})\) is

\[
\text{Total \, Computation \, Time} = \text{Time}_{\text{comp}} \cdot N_{\text{comp}}.
\]

As for the proposed PROTECT protocol, the computation times may vary depending on the processing power of the user’s smart device. The test results for computation time in Samsung Galaxy S20 Plus and Note 8 are as presented in Table 2.

Table 2. Results of proximity computation tests on testing devices.

<table>
<thead>
<tr>
<th>Test</th>
<th>Galaxy S20 Plus</th>
<th>Galaxy Note 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average CPU utilization (%)</td>
<td>2.158</td>
<td>5.425</td>
</tr>
<tr>
<td>Maximum memory consumption during computation (MB)</td>
<td>57.57</td>
<td>58.6</td>
</tr>
<tr>
<td>Computation time ((\text{Time}_{\text{comp}}) (s))</td>
<td>3.246</td>
<td>6.967</td>
</tr>
<tr>
<td>Size of encrypted data (MB) ((\text{TransferSize}_{\text{Q}\rightarrow\text{U}}))</td>
<td>1.08</td>
<td>1.08</td>
</tr>
<tr>
<td>Size of encrypted data (MB) ((\text{TransferSize}_{\text{U}\rightarrow\text{Q}}))</td>
<td>0.814</td>
<td>0.814</td>
</tr>
</tbody>
</table>

Since S20 Plus has a more powerful processor than that of Note 8, it can be seen that is smaller. When S20 Plus is to compute 1,000,000 encrypted data points received from the quarantine authorities, \(N_{\text{comp}} = 123\) and \(\text{Total \, Computation \, Time} = \text{Time}_{\text{comp}} \times N_{\text{comp}} = 3.246 \times 123 = 399.258\) (seconds). Furthermore, the transfer time between users and quarantine authorities depends on the speed of the network and the size of the transferred data. To account for the difference in the network speed, we checked the size of the transferred data, the results of which are presented in Table 2. In case the quarantine authorities send 8192 encrypted patient location data points to the user, the transferred data size \((\text{TransferSize}_{\text{Q}\rightarrow\text{U}})\) is 1.08 MB on average, and when the user sends the computation result to the quarantine authorities, the data size \((\text{TransferSize}_{\text{U}\rightarrow\text{Q}})\) is 0.814 MB on average. In case of the aforementioned 1,000,000 encrypted data points, \(\text{Total \, Transfer \, Size}_{\text{Q}\rightarrow\text{U}} = \text{TransferSize}_{\text{Q}\rightarrow\text{U}} \times N_{\text{comp}} = 1.08 \times 123 = 132.84\) (MB) and \(\text{Total \, Transfer \, Size}_{\text{U}\rightarrow\text{Q}} = \text{TransferSize}_{\text{U}\rightarrow\text{Q}} \times N_{\text{comp}} = 0.814 \times 123 = 100.122\) (MB).

In addition, the CPU utilization level also varies depending on the processing power of the device. Samsung Galaxy S20 Plus shows a lower average CPU utilization level than that of Note...
8. In case of memory consumption during computation, no significant difference was observed. As for CPU utilization and memory consumption, the proximity computation is repeated in batches of 8192, so the increase in the overall time points does not result in several fold increases.

Discussion

Principal Results

This study proposed the PROTECT protocol, which utilizes homomorphic encryption to protect privacy while performing digital contact tracing. For this, a novel secure proximity computation technique has been developed so that the location data can be encrypted and exchanged between the user and the quarantine authorities, while the potential COVID-19 patient contact can be identified with encrypted distances only. This method differs from the privacy protection measures used in existing contact tracing systems in that it identifies contacts with encrypted distances, enabling a far higher level of privacy-preserving contact tracing. Our proposed protocol assumes the existence of a centralized organization that already collects the location history of patients and checks for proximity without exposing the location information of the patient to the user or that of the user to the organization. The Bluetooth-based method proposed by Apple and Google requires adoption by a majority of the population for contact tracing to take effect. Our proposed protocol, however, can exhibit the effect of contact tracing for those who have installed the app, no matter how small the number of such users is, provided that the quarantine organization encrypts and provides the patient data collected so far. In addition, the user does not have to provide their location information to the government, which is an advantage against psychological repulsion, one of the greatest hindrances against promoting the use of such an app.

Furthermore, in order to apply the PROTECT protocol to the COVID-19 pandemic, we built a mobile app for patients and users and a web service for the quarantine authorities. In addition, the performance indicators related to resource consumption, such as computation time, CPU utilization, and memory consumption, verify that this protocol is practical enough to be applied to actual COVID-19 quarantine measures.

Comparison With Contact Tracing in Euclidean Space

Contact tracing in Euclidean space is not secure in terms of privacy. To check for proximity under the Euclidean system, one must first compute the Euclidean distance between the two known locations. This, however, leads to an unnecessary location privacy issue. In order to calculate proximity between the locations of two parties, whoever executes that calculation—be it one of the two parties or an entirely separate third party—must possess the location information of both parties. This implies that at least one party must reveal their location information to another party. On the other hand, as previously discussed, the PROTECT protocol can only determine that two locations are in the same or adjacent grid through secure proximity computation.

Since the hexagonal grid system recognizes a wider range as adjacent than the Euclidean distance method, contact tracing in Euclidean space might appear to be more efficient than the PROTECT protocol. Suppose that we need to test everyone who is within a Euclidean distance of \( r \) or less from the location of the patient with COVID-19. As shown in Figure 7, if the side length of a single hexagonal grid is \( r/2 \), the area of 7 hexagonal grids is \( \pi r^2 \). The area of the circle is \( \pi r^2 \) so that the rate (deemed adjacent in the hexagonal grid but not actually adjacent in the Euclidean space) is about 30.9%. If the length of one side of the hexagonal grid is made smaller, this ratio decreases, but the secure computation time in the PROTECT protocol increases. However, the simulation was made under naive but inevitable assumptions.

As COVID-19 is highly contagious, the spread of COVID-19 cannot be covered by the Euclidean space. Rather, the examination scope should be expanded sufficiently. As mentioned earlier, many international organizations are already recommending mass testing for COVID-19 [25-27]. Previous studies have also demonstrated that mass testing is highly effective through COVID-19 epidemic simulation [30,31].
Figure 7. A circle with radius \( r \) and 7 hexagons with \( r/2 \) sides.
Limitations
The proposed protocol and system also have limitations shared by all contact tracing methods that make use of digital technologies. First, there is the limitation of the performance of the smartphone device itself. The accuracy of the GPS location data of each device may vary. GPS, especially, when compared to Bluetooth, is relatively less accurate in an urban setting with many indoor environments and high-rise buildings. Such limitations of the device performance can be complemented by using indoor positioning data such as Wi-Fi and Bluetooth, as well as geomagnetic location measurement techniques. In fact, the indoor positioning data collection technologies have seen much improvement through the advancement of technologies such as fingerprinting.

Second, in this study, all patients with COVID-19 are considered. However, in actual quarantine scenarios, we only need to compare to the patients in the corresponding region, thus reducing the total time taken for the comparison. Third, the homomorphically encrypted computation logic was developed in the same language for both the web server and the mobile app. Thus, there were inefficiencies to make it run within an Android app, such as porting Microsoft SEAL (Simple Encrypted Arithmetic Library) to WebAssembly with a JavaScript interface and then running it on a JavaScript engine within a browser. This should be addressed by directly invoking SEAL C++ APIs (application programming interfaces) using JNI (Java Native Interface) for Android applications. Resolving such inefficiencies would enable the development of a practical solution that is applicable to actual quarantine scenarios.

Comparison with Prior Work
In order to prevent the location privacy issue related to the calculation of proximity using location information, Gruteser and Grunwald [32] and Bettini et al [33] utilized the concept of k-anonymity for location privacy through dummy data. This method can be a useful means to protect location privacy in various location-based services. However, it is inefficient in the practical setting where the proximity needs to be checked while protecting the location privacy of both parties. In addition, Hu et al [34] proposed a method of calculating the distance using homomorphic encryption and a comparative computation using Geohash. The first method can prevent direct exposure of location information through its use of homomorphic encryption, but location information can be indirectly inferred from the distance information obtained in the end; thus, it cannot be deemed sufficiently safe in terms of location privacy. The second method compares geohash using homomorphic encryption, and it is thus relatively much safer in terms of location privacy. However, it is neither practical nor efficient in terms of computation owing to its use of bitwise homomorphic computation.
In contrast, the secure proximity computation method used in this study substitutes the problem of proximity calculation with the computation of identity or adjacency of two grids by mapping the exact location information to a predefined grid system, and then executes the calculation under homomorphic encryption, thus being safe in terms of location privacy and excellent in terms of computation. Furthermore, from a system-wise perspective, most existing apps, such as TraceTogether [10] of Singapore or COVIDSafe [12] of Australia, are effective only if the users install the app and allow the exchange of data among one another, and they have the drawback of increased privacy risks. Moreover, the method proposed by Apple and Google is also vulnerable to several types of security attacks [15]. Above all, the previously mentioned methods become effective only when a majority of users use the app. However, with regard to the app and web service based on the proposed PROTECT protocol, even if there is only a single user, that user can effectively identify the occurrences of patient contacts as long as the central quarantine authorities have collected the patient location history.

Conclusions

The whole world is facing an unprecedented global pandemic situation and is trying to overcome this crisis by all means. Various information technology solutions are being actively suggested in this context. Owing to the potential risk of privacy leaks, however, the adoption rates are low and there has been no case of a killer app actively used by many.

In this study, we have described the development of a new proximity computation algorithm that can identify proximity occurrences without exposing the COVID-19 patient location and the user location to one another by homomorphically encrypting the location information. We propose PROTECT, a privacy-preserving contact tracing protocol that uses this algorithm, for use during the current COVID-19 pandemic. In order to apply this protocol to COVID-19 quarantine measures, the proposed protocol has been implemented as a smartphone app for patients and the public and a web service for quarantine authorities. Homomorphic encryption of the BFV scheme is used to design a system applicable to a reasonable scale, and through experiments under various conditions, it has been verified that this service is practical enough to be implemented in a real-world scenario. We hope that this approach that intends to resolve the issue through new technologies contributes to the early discovery and suppression of other potential diseases in future.
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Abstract

Background: The early conversations on social media by emergency physicians offer a window into the ongoing response to the COVID-19 pandemic.

Objective: This retrospective observational study of emergency physician Twitter use details how the health care crisis has influenced emergency physician discourse online and how this discourse may have use as a harbinger of ensuing surge.

Methods: Followers of the three main emergency physician professional organizations were identified using Twitter’s application programming interface. They and their followers were included in the study if they identified explicitly as US-based emergency physicians. Statuses, or tweets, were obtained between January 4, 2020, when the new disease was first reported, and December 14, 2020, when vaccination first began. Original tweets underwent sentiment analysis using the previously validated Valence Aware Dictionary and Sentiment Reasoner (VADER) tool as well as topic modeling using latent Dirichlet allocation unsupervised machine learning. Sentiment and topic trends were then correlated with daily change in new COVID-19 cases and inpatient bed utilization.

Results: A total of 3463 emergency physicians produced 334,747 unique English-language tweets during the study period. Out of 3463 participants, 910 (26.3%) stated that they were in training, and 466 of 902 (51.7%) participants who provided their gender identified as men. Overall tweet volume went from a pre-March 2020 mean of 481.9 (SD 72.7) daily tweets to a mean of 1065.5 (SD 257.3) daily tweets thereafter. Parameter and topic number tuning led to 20 tweet topics, with a topic coherence of 0.49. Except for a week in June and 4 days in November, discourse was dominated by the health care system (45,570/334,747, 13.6%). Discussion of pandemic response, epidemiology, and clinical care were jointly found to moderately correlate with COVID-19 hospital bed utilization (Pearson \( r = 0.41 \)), as was the occurrence of “covid,” “coronavirus,” or “pandemic” in tweet texts (\( r = 0.47 \)). Momentum in COVID-19 tweets, as demonstrated by a sustained crossing of 7- and 28-day moving averages, was found to have occurred on an average of 45.0 (SD 12.7) days before peak COVID-19 hospital bed utilization across the country and in the four most contributory states.
Conclusions: COVID-19 Twitter discussion among emergency physicians correlates with and may precede the rising of hospital burden. This study, therefore, begins to depict the extent to which the ongoing pandemic has affected the field of emergency medicine discourse online and suggests a potential avenue for understanding predictors of surge.

Methods

Sampling and Data Collection

This work was approved as exempt human subjects research through the Beth Israel Deaconess Medical Center Institutional Review Board in Boston, Massachusetts. In order to access Twitter’s application programming interface (API), a developer account was applied for and obtained. Python 3.8.5 and the Tweepy library (Python Software Foundation) [16] then made it possible to acquire all unique followers of the three major physician professional societies in emergency medicine: the American College of Emergency Physicians (ACEP; @ACEPNow), the Society for Academic Emergency Medicine (SAEM; @SAEMonline), and the American Academy of Emergency Medicine (AAEM; @aaeminfo) [17-21]. Because sex and gender are not directly recorded by Twitter but have previously been shown to influence social media engagement and even clinical diagnosis and management [22-24], gendered nouns and pronouns stated in user bios were considered in their place. Those users with privacy settings that would render tweets protected from analysis were removed. Each user bio was then initially screened by textual search for including any of the 157 text strings decided by the research team as connoting a public acknowledgement of one’s role as an emergency physician, such as “emergency medicine physician,” “emergency D.O.,” or “ER doc.”

Exclusion criteria included aspiring emergency physicians and students, organizations, physicians from other specialties, as well as users belonging to other professions, living outside the United States, or without a clear location at the state level. However, emergency physicians still in training, whether described as interns or residents, were not excluded. Exclusion for any of these reasons was determined by two practicing emergency physicians each reviewing and sorting all users manually and independently, with any discrepancies decided by consensus.
A chain-referral sampling method was then employed in order to expand the study group to include those US-based emergency physicians on Twitter not following one of the major professional organization accounts [25]. Followers of already-included participants were then aggregated to create a composite list of potential additional participants. After applying the same exclusions, this new group of users was then appended to the original as a more comprehensive sampling of US emergency physicians on Twitter.

All available tweets up to Twitter’s own limit of 3200 per user were acquired for each study participant. Tweets were removed if reposted as a retweet from a different post, if non-English, or if falling outside the study period from and including January 4, 2020, based on the date of the initial WHO announcement, to and including December 14, 2020, based on the date of the first FDA-approved vaccination in the United States [26].

Sentiment and Topic Generation

Several different methods have previously been employed to conduct sentiment analysis of tweets specific to the health care field, with 46% of such tweets demonstrating sentiment of some kind [27]. Here, the open-source Valence Aware Diction and Sentiment Reasoner (VADER) analysis tool was used to determine both the direction and extent of tweet sentiment polarity, based on a lexicon of sentiment-related words. VADER has been shown to outperform human raters and, in handling emoji and slang, is particularly suited for social media text [28,29]. Sentiment polarity ratings were summed and standardized as a compound score between –1 and 1. By convention, tweets with a compound score between –0.05 and 0.05 were classified as neutral [29,30].

Using the gensim Python package, all tweets were tokenized and preprocessed, including removal of punctuation, special characters, mentions of other users, stop words of little topic value, and links to external websites. Hashtags, which users sometimes use to denote a contextual theme [31,32], were converted to text. Because frequently co-occurring words can exist with unique meaning, two- or three-word phrases were also considered as independent tokens, as in “healthcare_workers.” These preprocessed tweets then underwent unsupervised topic modeling in order to discern meaningful content themes. Latent Dirichlet allocation (LDA) is a common method for topic modeling that has previously been utilized to analyze health care–related tweets [33,34]. Topic coherence, as proposed by Röder et al due to its higher correlation with human topic ranking [35], was then maximized by iteratively modeling over a range of topic numbers as well as \( \alpha \) parameters. The resulting topic model was then used to assign a dominant topic to each tweet included in the sample.

In order to contextualize these sentiment and topic trends within the ongoing pandemic, daily COVID-19 case counts and COVID-19 inpatient bed utilization (CIBU) rates were acquired from the US Centers for Disease Control and Prevention and the US Department of Health and Human Services [36,37]. These data were converted to 7-day simple moving averages to account for lower weekend reporting and other daily fluctuations [38,39]. Tweet volume, sentiment, and dominant topic trends were then correlated with new COVID-19 cases and CIBU through Prism, version 9.0.2 (GraphPad Software).

Further comparison between public health and Twitter data was made possible by plotting the 7- and 28-day simple moving averages and observing their intersection as a potential indicator for momentum using Excel, version 16.47.1 (Microsoft). Similarly, a moving average convergence/divergence oscillator (MACD) was generated by subtracting the 28-day exponential moving average from the 7-day exponential moving average. This MACD was then monitored for both (1) turning positive and (2) crossing above its own 7-day exponential moving average. These cross signals based on simple moving averages and on the MACD are both loosely derived from lagging indicators of historical price patterns that are commonly used in finance to guide investment decisions and have previously been applied directly to SARS-CoV-2 infection data [40,41].

Results

The three key US emergency physician organizations had a collective 42,918 followers of their primary Twitter accounts as of December 11, 2020. When those following more than one professional organization were only counted once, there were 27,022 unique followers, with 10,905 (40.4%) belonging to at least two of the three groups (Figure 1). As an approximation for cohesion, the overlap coefficient of the three handles was 0.43, calculated as the ratio of the intersection over the maximum possible intersection \( \left( \frac{|A \cap B \cap C|}{\min(|A|,|B|,|C|)} \right) \) [42]. After exclusions, 2073 US-based emergency physicians were identified, with high interrater reliability (\( \kappa = 0.96 \)).
There were 1,510,802 followers of the initial cohort acquired on December 12 and 13, 2020, with 734,644 found to be internally unique as well as distinct from the original user list assessed. Applying the same inclusion and exclusion criteria resulted in 3110 emergency physicians, 1433 of whom could clearly be identified as located in specific US states, territories, or districts through their public Twitter location and description ($\kappa=0.94$). Combining the two groups, there were 3463 US-based emergency physicians included in the study.

Study participants had been using Twitter for an average of 6.6 (SD 3.5) years, with an average of 183.8 (SD 491.0) total tweets (Table 1). Only 910 out of 3463 (26.3%) participants explicitly described themselves as a resident or intern currently in training. The most common US states represented were New York (433/3463, 12.5%) and California (395/3463, 11.4%), and the most contributory US region was the Northeast (1057/3463, 30.5%). Self-identified gender was infrequent (902/3463, 26.0%), with 466 of those 902 participants (51.7%) identifying as a man.
Table 1. Descriptive statistics of included US-based emergency physicians on Twitter.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=3463)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Identified</td>
<td>902 (26.0)</td>
</tr>
<tr>
<td>Men (n=902)</td>
<td>466 (51.7)</td>
</tr>
<tr>
<td>Women (n=902)</td>
<td>436 (48.3)</td>
</tr>
<tr>
<td>Unidentified</td>
<td>2561 (74.0)</td>
</tr>
<tr>
<td><strong>Usage</strong></td>
<td></td>
</tr>
<tr>
<td>Verified account, n (%)</td>
<td>27 (0.8)</td>
</tr>
<tr>
<td>Duration (years), mean (SD)</td>
<td>6.6 (3.5)</td>
</tr>
<tr>
<td>Tweets, mean (SD)</td>
<td>183.8 (491.0)</td>
</tr>
<tr>
<td>Followers, mean (SD)</td>
<td>664.6 (5326.3)</td>
</tr>
<tr>
<td>Since 2007-2009, n (%)</td>
<td>519 (15.0)</td>
</tr>
<tr>
<td>Since 2010-2014, n (%)</td>
<td>1471 (42.5)</td>
</tr>
<tr>
<td>Since 2015-2019, n (%)</td>
<td>1235 (35.7)</td>
</tr>
<tr>
<td>Since 2020, n (%)</td>
<td>238 (6.9)</td>
</tr>
<tr>
<td><strong>Organizations followed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>American Academy of Emergency Medicine (AAEM) only</td>
<td>144 (4.2)</td>
</tr>
<tr>
<td>American College of Emergency Physicians (ACEP) only</td>
<td>351 (10.1)</td>
</tr>
<tr>
<td>Society of Academic Emergency Medicine (SAEM) only</td>
<td>275 (7.9)</td>
</tr>
<tr>
<td>AAEM and ACEP</td>
<td>114 (3.3)</td>
</tr>
<tr>
<td>AAEM and SAEM</td>
<td>148 (4.3)</td>
</tr>
<tr>
<td>ACEP and SAEM</td>
<td>343 (9.9)</td>
</tr>
<tr>
<td>All three organizations</td>
<td>655 (18.9)</td>
</tr>
<tr>
<td>None</td>
<td>1433 (41.4)</td>
</tr>
<tr>
<td>Training: identified as in training, n (%)</td>
<td>910 (26.3)</td>
</tr>
<tr>
<td><strong>US region, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>789 (22.8)</td>
</tr>
<tr>
<td>Northeast</td>
<td>1057 (30.5)</td>
</tr>
<tr>
<td>South</td>
<td>884 (25.5)</td>
</tr>
<tr>
<td>West</td>
<td>724 (20.9)</td>
</tr>
<tr>
<td>Territory</td>
<td>9 (0.3)</td>
</tr>
<tr>
<td><strong>Top five US states, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>New York</td>
<td>433 (12.5)</td>
</tr>
<tr>
<td>California</td>
<td>395 (11.4)</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>249 (7.2)</td>
</tr>
<tr>
<td>Texas</td>
<td>235 (6.8)</td>
</tr>
<tr>
<td>Illinois</td>
<td>212 (6.1)</td>
</tr>
</tbody>
</table>

Tweets collected for the study group totaled 1,941,894 as of December 24, 2020, with 630,915 (32.5%) of those obtained falling between January 4 and December 14, inclusive (Figure 2). Because of a cap on the number of tweets able to be pulled through the official Twitter API, 44 out of 3463 (1.3%) users appeared to have exceeded the limit, such that not all tweets would have been captured. Despite truncation, these avid users still contributed 140,938 of all 1,941,894 (7.3%) collected tweets. Overall, 256,636 (40.7%) retweets and 39,532 (6.3%) non-English tweets were removed, leaving 334,747 (53.1%) unique English-language tweets for analysis. Daily volume went from a pre-March mean of 481.9 (SD 72.7) tweets to a mean of 1065.5 (SD 257.3) tweets thereafter.
Figure 2. Overview of the methodology applied for tweets selected for analysis. Tweets collected for study participants were included if they fell within the January 4 through December 14, 2020, study period and excluded if they were found to be retweets, non-English tweets, and tweets of indeterminate language.

After preprocessing, 1,958,230 semantic units, or tokens, were found within the corpus of tweets, with a total vocabulary of 12,401. LDA modeling over a range of topic numbers and parameters settled on a total of 20 content topics for this study. Two physicians then worked together to manually and jointly label these 20 topics based on discussion of key terms and representative tweets. For example, the topic with the top five terms of “resident,” “student,” “residency,” “learn,” and “year” was labeled as medical training. In this way, the most prevalent topics were found to relate to the health care system (45,570/334,747, 13.6%), collaboration (20,112/334,747, 6.0%), and politics (18,186/334,747, 5.4%) (Table 2). Notably, the health care system was the dominant topic throughout the study period, with two exceptions: it was supplanted from June 2 to 9 by race relations and from November 6 to 10 by politics.

Daily change in 7-day moving averages for specific tweet topics and sentiment polarity demonstrated small Pearson correlation coefficients for the topics of pandemic response ($r=0.26$, 95% CI 0.15-0.36), epidemiology ($r=0.25$, 95% CI 0.14-0.35), and clinical care ($r=0.23$, 95% CI 0.13-0.33) with reported COVID-19 cases (all $P<.001$) (Table 2). There was greater correlation for these topics with hospital bed utilization (all $P<.001$). While the three topics considered jointly were even more correlated ($r=0.41$, 95% CI 0.31-0.50), they still fell short of the correlation seen with the 9.4% of included tweets containing “covid,” “coronavirus,” “corona virus,” “cov-2,” “cov2,” or “pandemic” within the tweet text ($r=0.47$, 95% CI 0.38-0.56) (all $P<.001$). A proportional stacked area chart reveals an early overall increase in Twitter use as daily case counts rose, particularly among COVID-19–related topics (Figure 3). Aggregated sentiment scores reached a nadir on June 6, when race relations was the dominant topic in the sample, and again on October 6, the day after then–US President Donald Trump was discharged from his COVID-19 hospital admission [43].
**Table 2.** Topic descriptive statistics.

<table>
<thead>
<tr>
<th>Topic label</th>
<th>Total tweets (N=334,747), n (%)</th>
<th>Compound sentiment score, mean (SD)</th>
<th>Case Pearson correlation, r (95% CI)</th>
<th>CIBU(^a) Pearson correlation, r (95% CI)</th>
<th>CIBU Spearman correlation, r (95% CI)</th>
<th>Key terms</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care system</td>
<td>45,570 (13.6)</td>
<td>0.16</td>
<td>0.03</td>
<td>0.12</td>
<td>0.07</td>
<td>Care, health, physician, medicine, practice, system, medical, important, community, change, issue, lead, work, support, research, address, focus, policy, create, improve</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.36)</td>
<td>(–0.07 to 0.14)</td>
<td>(0.00 to 0.23)</td>
<td>(–0.05 to 0.18)</td>
<td>“I’m not the one to ask about nursing. Nursing has always defined itself. The problem is the definition used to define ‘advanced nursing’ is the same definition used to define medicine. That is not the same definition that was used years ago, it changed. Common sense dictates one”</td>
<td></td>
</tr>
<tr>
<td>Collaboration</td>
<td>20,112 (6.0)</td>
<td>0.58</td>
<td>0.01</td>
<td>0.09</td>
<td>0.11</td>
<td>Work, great, amazing, team, love, proud, congrat, congratulation, colleague, job, awesome, friend, support, part, good, hard, share, incredible, today, honor</td>
<td></td>
</tr>
<tr>
<td>Pandemic care</td>
<td>13,240 (4.0)</td>
<td>0.14</td>
<td>0.23</td>
<td>0.26</td>
<td>0.18</td>
<td>Patient, care, hospital, covid, doctor, nurse, emergency, doc, physician, call, sick, staff, visit, admit, treat, ed(^e), icu(^d), medical, work, room</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.50)</td>
<td>(0.13 to 0.33)</td>
<td>(0.15 to 0.37)</td>
<td>(0.06 to 0.29)</td>
<td>“Physician-owned hospitals can increase the number of licensed beds, operating rooms, and procedure rooms by converting observation beds to inpatient beds, among other means, to accommodate patient surge”</td>
<td></td>
</tr>
<tr>
<td>Research</td>
<td>16,415 (4.9)</td>
<td>0.02</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
<td>Patient, study, treatment, high, give, low, risk, drug, pain, show, dose, trial, present, treat, disease, early, diagnosis, benefit, med, effect</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.47)</td>
<td>(–0.04 to 0.17)</td>
<td>(–0.06 to 0.17)</td>
<td>(–0.05 to 0.19)</td>
<td>“Take-homes from 2020 ACEP(^e) Opioids Clinical Policy: 1. Treat opioid withdrawal with buprenorphine. 2. Preferentially prescribe non-opioids for acute pain. 3. Avoid prescribing opioids for chronic pain. 4. Do not prescribe sedatives to patients taking opioids”</td>
<td></td>
</tr>
<tr>
<td>Race relations</td>
<td>15,128 (4.5)</td>
<td>–0.17</td>
<td>0.00</td>
<td>0.03</td>
<td>–0.02</td>
<td>People, black, man, kill, woman, call, speak, matter, police, stand, white, stop, racism, word, racist, history, protest, happen, die, wrong</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.51)</td>
<td>(–0.10 to 0.12)</td>
<td>(–0.09 to 0.14)</td>
<td>(–0.14 to 0.09)</td>
<td>“Black lives matter means Blackqueerlives matter, Black trans lives matter, Black non-binary lives matter, Black femmeflives matter, Black incarcerated lives matter, and Black disabled lives matter...”</td>
<td></td>
</tr>
<tr>
<td>Pandemic response</td>
<td>14,143 (4.2)</td>
<td>0.05</td>
<td>0.26</td>
<td>0.38</td>
<td>0.27</td>
<td>Covid, pandemic, coronavirus, vaccine, response, protect, health, virus, fight, ppe(^f), crisis, die, continue, country, worker, spread, leadership, expert, action, state</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.50)</td>
<td>(0.15 to 0.36)</td>
<td>(0.28 to 0.47)</td>
<td>(0.16 to 0.38)</td>
<td>“#COVID. COVID COVID COVID COVID COVID COVID COVID COVID COVID COVID 183,000+ Americans dead, and counting... Care for your neighbors. #WearAMask”</td>
<td></td>
</tr>
<tr>
<td>Topic label</td>
<td>Total tweets (N=334,747), n (%)</td>
<td>Compound sentiment score, mean (SD)</td>
<td>Case Pearson correlation, $r$ (95% CI)</td>
<td>CIBU Pearson correlation, $r$ (95% CI)</td>
<td>CIBU Spearman correlation, $r$ (95% CI)</td>
<td>Key terms</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>17,897 (5.3)</td>
<td>0.27</td>
<td>0.06</td>
<td>0.20</td>
<td>0.13</td>
<td>Read, great, check, write, thread, article, post, book, list, follow, find, share, good, send, add, paper, twitter, email, tweet, link</td>
<td></td>
</tr>
<tr>
<td>Schedule</td>
<td>15,577 (4.7)</td>
<td>0.15</td>
<td>0.04</td>
<td>0.10</td>
<td>0.07</td>
<td>Day, time, week, today, hour, start, work, shift, year, long, wait, month, back, night, spend, end, run, sleep, minute, morning</td>
<td></td>
</tr>
<tr>
<td>Public safety</td>
<td>11,594 (3.5)</td>
<td>0.19</td>
<td>0.05</td>
<td>0.26</td>
<td>0.12</td>
<td>People, school, safe, open, home, work, close, place, stay, follow, mask, risk, live, order, family, plan, community, back, person, kid</td>
<td></td>
</tr>
<tr>
<td>Politics</td>
<td>18,186 (5.4)</td>
<td>–0.01</td>
<td>0.00</td>
<td>–0.01</td>
<td>–0.05</td>
<td>Vote, trump, election, lie, country, state, people, lose, president, win, debate, biden, stop, count, call, support, political, campaign, american, fact</td>
<td></td>
</tr>
<tr>
<td>Entertainment</td>
<td>18,100 (5.4)</td>
<td>0.17</td>
<td>0.03</td>
<td>0.05</td>
<td>0.09</td>
<td>Watch, good, play, love, guy, game, thing, time, bad, video, pretty, show, give, favorite, big, real, season, fan, idea, listen</td>
<td></td>
</tr>
<tr>
<td>Epidemiology</td>
<td>14,208 (4.2)</td>
<td>0.01</td>
<td>0.25</td>
<td>0.36</td>
<td>0.17</td>
<td>Covid, test, case, death, number, testing, people, high, positive, report, rate, day, virus, infection, risk, coronavirus, symptom, spread, increase, rise</td>
<td></td>
</tr>
</tbody>
</table>

“Please read the first paragraph of the new image again. It literally is saying what I originally replied with. Google searches do no good if you won’t read the text of what you find, not just the header.”

“The length of shifts of studies in this paper started at 13 hours. Time off during day hours not post-night is obviously not the same as working 13 hours and having a few hours off before bed.”

“Every single store we went into on Michigan Ave required a mask. Our hotel requires a mask anywhere inside. Even Millenium Park requires a mask to enter and walk around outside. And on the streets plenty of people are masked outside. I think compliance is excellent”


“I only watched pro sports and news for decades, never watching any of the popular TV shows; now I’ve actually started watching Downton Abbey instead. I guess Breaking Bad or GOT is next. I haven’t seen a single episode of either. Any other suggestions?”

“Q: what if I traveled to high risk area? contact w known COVID19 case) & HAVE symptoms? A: Isolate yourself. U meet testing criteria but do not HAVE to get tested. If u test negative for everything, please isolate yourself until symptoms resolve as for any contagious illness.”
<table>
<thead>
<tr>
<th>Topic label</th>
<th>Total tweets (N=334,747), n (%)</th>
<th>Compound sentiment score, mean (SD)</th>
<th>Case Pearson correlation, ( r ) (95% CI)</th>
<th>CIBU(^a) Pearson correlation, ( r ) (95% CI)</th>
<th>CIBU Spearman correlation, ( r ) (95% CI)</th>
<th>Key terms</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientific inquiry</td>
<td>13,235 (4.0)</td>
<td>0.13</td>
<td>(-0.04) ((-0.15) to 0.07)</td>
<td>0.12</td>
<td>0.12</td>
<td>Question, agree, data, point, answer, science, study, base, evidence, fact, show, understand, opinion, true, wrong, important, good, correct, information, clear</td>
<td>“Many, including @realDonaldTrump, have abandoned science, logic and common sense. Don’t take medical advice from charlatans. Listen to real experts.” Hydroxychloroquine data shows no benefit + significant potential harms.”</td>
</tr>
<tr>
<td>Protective equipment</td>
<td>15,156 (4.5)</td>
<td>0.14</td>
<td>(0.07) ((-0.04) to 0.18)</td>
<td>0.15</td>
<td>0.14</td>
<td>Mask, wear, put, hand, face, line, eye, time, head, find, leave, back, hold, room, pull, run, clean, cover, hair, remove</td>
<td>“A woman on the subway just pulled her mask down to blow her nose. Feeling like somehow people still don’t get it...”</td>
</tr>
<tr>
<td>Business of medicine</td>
<td>12,217 (3.6)</td>
<td>0.12</td>
<td>(0.07) ((-0.04) to 0.18)</td>
<td>0.06</td>
<td>0.12</td>
<td>Pay, money, system, physician, cost, make, free, health, state, give, problem, care, medical, job, insurance, company, hospital, healthcare, cut, plan</td>
<td>“Benchmarking to INW(^g) rates or lower, based on an antiquated federal fee scheduling system, is a non-starter for most physician owned and operated practices. Incentivize competition in the marketplace. Offer better reimbursement rates than CMGs,(^h) or large groups. Break monopolies.”</td>
</tr>
<tr>
<td>Family</td>
<td>14,296 (4.3)</td>
<td>0.20</td>
<td>(0.12) (0.01 to 0.23)</td>
<td>0.12</td>
<td>0.15</td>
<td>Year, kid, child, friend, family, good, call, give, time, talk, feel, parent, young, today, make, back, mom, remember, wife, baby</td>
<td>“Same with my wife and her parents back in the day. Younger sister got everything she wanted. We married young and never asked for anything. Only her mother came to our wedding (teen marriage never lasts) 44 years ago...no wedding gifts.”</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>17,610 (5.3)</td>
<td>0.18</td>
<td>(-0.02) ((-0.13) to 0.09)</td>
<td>0.07</td>
<td>0.07</td>
<td>Make, eat, food, car, good, run, water, dog, drive, walk, buy, love, drink, bring, hot, coffee, nice, thing, cool, enjoy</td>
<td>“Stuffed peppers: Cut 4 bell peppers in half lengthwise. In a skillet saute 2 cups spinach, 1/3 white onion and garlic. Add 1 lb ground chicken. Season to taste. Add 1 cup cauliflower rice. Stuff the ‘rice’ into the peppers. Top peppers w/ cheese &amp; bake for 20 mins on 375 degrees.”</td>
</tr>
<tr>
<td>Medical training</td>
<td>15,994 (4.8)</td>
<td>0.36</td>
<td>(0.08) ((-0.03) to 0.19)</td>
<td>0.13</td>
<td>(-0.03) (–0.15 to 0.09)</td>
<td>Resident, student, residency, learn, year, program, medical, medtwitter, great, join, today, virtual, med, attend, interview, teach, school, talk, match, conference</td>
<td>“Thankful for my residency family today! Had a great week of shifts and an awesome virtual conference last week! My faculty and co-residents have been so amazing these last few months!”</td>
</tr>
</tbody>
</table>

\(^{a}\) CIBU Spearman correlation, \( r \) (95% CI)

\(^{g}\) INW rates

\(^{h}\) CMGs
<table>
<thead>
<tr>
<th>Topic label</th>
<th>Total tweets (N=334,747), n (%)</th>
<th>Compound sentiment score, mean (SD)</th>
<th>Case Pearson correlation, ( r ) (95% CI)</th>
<th>CIBU(^a) Pearson correlation, ( r ) (95% CI)</th>
<th>CIBU Spearman correlation, ( r ) (95% CI)</th>
<th>Key terms</th>
<th>Example tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional reaction</td>
<td>12,401 (3.7)</td>
<td>0.14</td>
<td>–0.03</td>
<td>0.10</td>
<td>0.11</td>
<td>Make, thing, good, feel, time, bad, people, hard, lot, happen, agree, change, easy, hear, decision, part, point, find, real, sense</td>
<td>“Are you nervous? Lots of people feel nervous when they come here That’s normal What are you nervous about? Are you nervous that something may hurt? A lot of people worry about that Nothing is going to hurt right now If that changes I’ll tell you &amp; we’ll get thru it”</td>
</tr>
<tr>
<td>Inspirational</td>
<td>13,668 (4.1)</td>
<td>0.30</td>
<td>0.05</td>
<td>0.14</td>
<td>0.17</td>
<td>Life, love, feel, hope, true, live, world, word, human, story, time, share, save, real, experience, moment, heart, family, find, change</td>
<td>“Thought of the day: I can share my earthly riches like peace, joy, time, talents, giftings, physical helps, hope, wisdom, emotional strength, encouragement, etc.”</td>
</tr>
</tbody>
</table>

\(^a\)CIBU: COVID-19 inpatient bed utilization.
\(^b\)TXChildren\'sPEM: Texas Children’s Hospital Pediatric Emergency Medicine.
\(^c\)ed: emergency department.
\(^d\)icu: intensive care unit.
\(^e\)ACEP: American College of Emergency Physicians.
\(^f\)ppe: personal protective equipment.
\(^g\)INW: in-network.
\(^h\)CMG: contract management group.

**Figure 3.** Stacked area plot of 7-day moving average daily counts of latent Dirichlet allocation–derived topics, both those pertaining to COVID-19 (red area) and those not (blue area) (left axis), plotted against the 7-day moving average of daily compound sentiment scores nationally (right axis).

Over the full study period, three peaks emerged in both COVID-19–related discussion and CIBU, with the rise in tweets appearing to precede the corresponding rise in CIBU. This may be better appreciated with attention directed to where the 7-day moving average crosses above the 28-day moving average as a signal of topic momentum (**Figure 4**). After the first recorded domestic COVID-19 case on January 22, 2020, February 25 was the first such cross and preceded a period of sustained increase in CIBU from February 28 to an April 9 peak. The next occurrence was on June 22, occurring alongside the second
period of sustained increase in CIBU from June 15 to a peak on July 21. A brief cross on July 31 was short-lived, but the subsequent cross on September 13 was maintained and corresponded to a rise in COVID-19 hospital burden that started September 24 and continued through the remainder of the study period, with several episodic crosses seen thereafter. When the MACD is also considered, February 22 (Figure 4, point A) marks a cross above both the zero centerline as well as its 7-day moving average, 46 days before the April 9 peak in CIBU. The next such cross occurred on June 24 (Figure 4, point B), 27 days before the second peak, while the third surge in CIBU appeared to coincide with a first crossing on September 30 (Figure 4, point C).

Figure 4. Time series plot of percent US COVID-19 inpatient bed utilization (CIBU; right axis) and its 7-day simple moving average (CIBU 7-SMA; right axis) against the 7-SMA and 28-day simple moving average (28-SMA) of COVID-19–related emergency physician tweets (left axis). Also plotted are the tweet exponential moving average convergence/divergence oscillator (MACD; left axis) and its own 7-day exponential moving average signal line (MACD 7-EMA; left axis). Labels A through C demonstrate sustained crossover points for tweet volume, where both the 7-SMA overcomes the 28-SMA and the MACD 7-EMA turns positive and overcomes the MACD as indicators of momentum.

Because the breadth and diversity of the United States may obfuscate local trends, the four most contributory states of California, New York, Pennsylvania, and Texas were similarly plotted (Figures 5-8). All four experienced a spring signal and subsequent surge, although New York has been recognized among them as an early epicenter [44]. Only Texas appears to have had a sustained cross of the 7-day moving average above the 28-day moving average from June 18 to July 15. This notably preceded the only significant summer peak among these states, reaching a maximum CIBU of 20.5% on July 20; in comparison, California reached a second peak of 14.3% on July 25 while neither New York nor Pennsylvania exceeded 10% again before November. The mean time from the preceding cross of moving averages in COVID-19–related emergency physician tweets to peak CIBU across the four states and the nation was 45.0 (SD 12.7) days.
Figure 5. California time series plots of the 7-day simple moving average (7-SMA) in percent COVID-19 inpatient bed utilization (CIBU 7-SMA; right axis) against the 7-SMA and the 28-day simple moving average (28-SMA) of COVID-19–related emergency physician tweet count (left axis). Also plotted are the tweet exponential moving average convergence/divergence oscillator (MACD; left axis) and its own 7-day exponential moving average signal line (MACD 7-EMA; left axis).

Figure 6. New York time series plots of the 7-day simple moving average (7-SMA) in percent COVID-19 inpatient bed utilization (CIBU 7-SMA; right axis) against the 7-SMA and the 28-day simple moving average (28-SMA) of COVID-19–related emergency physician tweet count (left axis). Also plotted are the tweet exponential moving average convergence/divergence oscillator (MACD; left axis) and its own 7-day exponential moving average signal line (MACD 7-EMA; left axis).
Figure 7. Pennsylvania time series plots of the 7-day simple moving average (7-SMA) in percent COVID-19 inpatient bed utilization (CIBU 7-SMA; right axis) against the 7-SMA and the 28-day simple moving average (28-SMA) of COVID-19–related emergency physician tweet count (left axis). Also plotted are the tweet exponential moving average convergence/divergence oscillator (MACD; left axis) and its own 7-day exponential moving average signal line (MACD 7-EMA; left axis).

Figure 8. Texas time series plots of the 7-day simple moving average (7-SMA) in percent COVID-19 inpatient bed utilization (CIBU 7-SMA; right axis) against the 7-SMA and the 28-day simple moving average (28-SMA) of COVID-19–related emergency physician tweet count (left axis). Also plotted are the tweet exponential moving average convergence/divergence oscillator (MACD; left axis) and its own 7-day exponential moving average signal line (MACD 7-EMA; left axis).

Discussion

Principal Findings

Emergency physician engagement on Twitter has grown considerably since the start of the COVID-19 pandemic in both the topics raised and the sentiments conveyed. Furthermore, the analysis described here demonstrates conversations with increasing focus on pandemic response, clinical care, and epidemiology. That these topics correlate better with CIBU than simple case counts supports the idea that they may well serve as a kind of barometer of health care system strain. Momentum
in these conversations, in fact, as shown by crossings of tweet count moving averages, were shown to occur before key rises in CIBU, which may with future research lend itself to the larger effort of predicting surge based on multiple data streams.

The COVID-19 pandemic has required emergency physicians to adapt continually to an extraordinary inadequacy of resources. While strains on the ventilator supply received much attention [45], early limitations in testing and bed availability also created significant clinical challenges [46], let alone the mental health effects that are likely to be far-reaching [47]. In the case of personal protective equipment (PPE) shortages, many frontline providers resorted to individual means to acquire makeshift supplies, and some even turned to social media, as in the case of the #GetMePPE Twitter hashtag, in order to spur necessary action [48-50]. Despite that potential good, such public distress and debate from the medical frontline has, at times, spurred controversy and even real-world, professional repercussions [51].

With overwhelming caseloads and without clinical consensus, frontline physicians have been forced to decide between various treatment modalities based on unclear and, at times, contradictory information, with significant moral distress [52]. The effort to maintain appropriate patient care despite these unknowns, when faced with a need for resource rationing [53], is a de facto implementation of crisis standards of care. While contingency planning is situational and incorporates some aspects of triage practiced routinely in overcrowded emergency departments across the country, the formal triggering of crisis standards, and implicit divergence from conventional standards, enacts systematic change in protocols and care plans during a sustained period of large-scale strain [54-56].

Taken together, this retrospective look at emergency physician Twitter use suggests a new way of considering the pandemic surge, as emergency physician utilization of Twitter reached unprecedented highs. There are likely several reasons for this. The online community has been shown to provide psychological benefit, potentially exacerbated by the isolation faced in providing crisis care, and by a perceived collapse in trust in the existing infrastructure and policy guidance [57,58]. That collaboration was the only topic among 20 to have a compound sentiment range that did not cross zero may relate to this yearning for support. Still, positive mean sentiment scores were only 2234 such users around the globe [60]. Social media use has undoubtedly risen since, particularly with the influx of minority users when compared with the general US population [66]. Only one social network platform was analyzed, and, insofar as it serves as a public forum, what medical professionals say will exert some sway to a self-perceived personal awareness of the #GetMePPE Twitter hashtag, in order to spur necessary action [48-50]. However, bias that could have been avoided by subsampling with some controls. Even so, the idea that an indicator of a physician behavioral trend online may also signal momentum in real-world hospital bed utilization has clear implications for the future. This is particularly relevant when it is considered that the study group itself was sourced directly from followers of major professional organizations for whom early recognition of surge would empower a more coordinated and efficacious policy response.

To make such a tool operationally relevant, collaboration between government and private sector partners will likely be necessary to build adequate data pathways allowing for public health surveillance in real time. While emergent topic generation from a retrospective corpus of tweets is not a feasible option for rapid and predictive modeling, this work suggests that even a simple collection of tweets containing disease-specific text strings can nonetheless yield important, potentially meaningful information to inform resource allocation and other policy decisions. Ultimately, all disasters are media events, affecting both how and what information is conveyed. There is, therefore, no great leap of faith in acknowledging that social media, too, may have an important part to play. Future research must delve further into how such tools can one day be used in the early recognition of, and response to, health care strain of such magnitude.

Limitations

In holding to strict inclusion criteria, this study overlooked Twitter users who were not explicit in their self-identification as practicing emergency physicians. Emergency physicians were made the narrow focus of this work based on their key roles as clinical decision makers overseeing department throughput, but inclusion of nurses, technicians, and nonphysician midlevel providers may add breadth. Additionally, follower referral from within the sample may have introduced bias that could have been avoided by subsampling with some individuals selected for study participation and others only for referral [25]. Even so, a comprehensive list of emergency physicians on Twitter compiled in 2016 concluded that there were only 2234 such users around the globe [60]. Social media use has undoubtedly risen since, particularly with the influx of a growing number of emergency medicine residents [61], but the sample provided here does appear to be appropriately sized for this purpose.

Even so, this sample size was insufficient in both participant number and geographic spread to allow for more granular geographic analysis by city or county, although public health surveillance often occurs at this level [62,63]. Both demographic characteristics and spatiotemporal effects at the level of the individual participant have previously been shown to bias tweet sentiment and content, but these were not controlled for in this study [64,65].

Reliance on Twitter may itself limit generalizability, given its comparatively higher representation of young, urban, and minority users when compared with the general US population [66]. Only one social network platform was analyzed, and, as far as it serves as a public forum, what medical professionals
say online does not necessarily correlate with what they think or feel [67]. The study group, however, was not aware of its participation in this research, thereby avoiding that influence on behavior [68]. Excluding reposted tweets may have overlooked certain sentiments and reactions. Additionally, LDA topic modeling depends not only on the size of the overall corpus but on the length of the individual documents themselves. Although methods such as aggregation into larger documents have been proposed in order to overcome tweet brevity [69], doing so would not have allowed for the temporal and user-specific analysis intended. Finally, care must be taken in interpreting relationships between variables, such as physician tweets and CIBU, when both variables have undergone averaging or smoothing, which can sometimes suggest correlation where none exists.

Conclusions
This work reveals both the opportunity and the pressing need to explore social media use by the emergency physician community as a means of anticipating surge needs. By acting as gatekeepers to the hospital, emergency physicians are uniquely positioned to act as early indicators of hospital surge, and finding methods such as Twitter usage, which can track and analyze these indicators, could be vital to future pandemic planning and response.
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Abstract

Background: The COVID-19 outbreak has tremendously impacted the world. The number of confirmed cases has continued to increase, causing damage to society and the economy worldwide. The public pays close attention to information on the pandemic and learns about the disease through various media outlets. The dissemination of comprehensive and accurate COVID-19 information that the public needs helps to educate people so they can take preventive measures.

Objective: This study aimed to examine the dissemination of COVID-19 information by analyzing the information released by the official WeChat account of the People's Daily during the pandemic. The most-read COVID-19 information in China was summarized, and the factors that influence information dissemination were studied to understand the characteristics that affect its dissemination. Moreover, this was conducted in order to identify how to effectively disseminate COVID-19 information and to provide suggestions on how to manage public opinion and information governance during a pandemic.

Methods: This was a retrospective study based on a WeChat official account. We collected all COVID-19–related information, starting with the first report about COVID-19 from the People's Daily and ending with the last piece of information about lifting the first-level emergency response in 34 Chinese provinces. A descriptive analysis was then conducted on this information, as well as on Qingbo Big Data’s dissemination index. Multiple linear regression was utilized to study the factors that affected information dissemination based on various characteristics and the dissemination index.

Results: From January 19 to May 2, 2020, the People's Daily released 1984 pieces of information; 1621 were related to COVID-19, which mainly included headline news items, items with emotional content, and issues related to the pandemic’s development. By analyzing the dissemination index, seven information dissemination peaks were discerned. Among the three dimensions of COVID-19 information—media salience, content, and format—eight factors affected the spread of COVID-19 information.

Conclusions: Different types of pandemic-related information have varying dissemination power. To effectively disseminate information and prevent the spread of COVID-19, we should identify the factors that affect this dissemination. We should then disseminate the types of information the public is most concerned about, use information to educate people to improve their health literacy, and improve public opinion and information governance.

(J Med Internet Res 2021;23(7):e28563) doi:10.2196/28563
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Introduction

The COVID-19 outbreak has impacted the world tremendously, and the number of confirmed cases has only continued to increase, causing damage to society and the economy worldwide [1,2]. The public pays close attention to information about the epidemic and learns about the disease through various media outlets [3]. However, as the internet develops, the spread of pandemic-related information continues to become faster and more complex [4-6]. On the one hand, the dissemination of comprehensive and accurate COVID-19 information that the public needs helps to educate people so they can take preventive measures [7]. The Singapore government, for example, immediately established a national WhatsApp account during the outbreak’s early stage to inform people living in Singapore about relevant government updates and initiatives. Over 635,000 people subscribed to the channel to receive these messages [8].

In another example, a Vietnamese dancer choreographed a dance about how to carefully wash one’s hands and even started a dance challenge on TikTok. This dance challenge video went viral, resulting in millions of people learning about essential handwashing steps. The dissemination of this information played a critical role in fighting against the spread of COVID-19 [9]. On the other hand, the spread of rumors and false information is also accelerating [10,11]. If we cannot provide timely knowledge to effectively guide and manage the spread of public opinion and rumors on the internet, the consequences will be disastrous [12]. Therefore, it is necessary to research and analyze the dissemination of COVID-19 information in order to help control the disease and disseminate pandemic-related information that the public needs, while ensuring its correct and comprehensive transmission (ie, preventing deviations, omissions, and even errors in the transmission process) [13-15].

In this era of globalization, it may be difficult to prevent the spread of COVID-19, but the most effective way to prevent panic among people is to provide reliable information that meets the public’s needs [16], information from a scientific viewpoint with a preventive attitude toward COVID-19 [17]. The first step in this effort is to study communication related to COVID-19.

WeChat is an active and important app in China [18]. WeChat official accounts disseminate information quickly and conveniently. They are, therefore, a significant means of disseminating health information [19,20]. To evaluate and measure the dissemination effect of WeChat official accounts, Qingbo Big Data Technology Co Ltd in Beijing, China, has researched and developed the WeChat Communication Index (WCI). Qingbo Big Data Technology Co Ltd is a company that provides research and development of new media big data evaluation systems, influence standards, and other big data services. It serves the Chinese government as well as China’s top news media outlets (eg, Xinhua News Agency, People’s Daily, and China National Radio), including internet companies [21]. This company has a respectable reputation, and the WCI that it developed has become one of the most rigorous standards [22]. This company has a respectable reputation, and the WCI that it developed has become one of the most rigorous standards [22].

In this study, we calculated and published the dissemination index for each piece of information. By analyzing these pieces of information and their dissemination indices, we can determine significant details concerning the spread of COVID-19 information, especially the trend and influencing factors of COVID-19 information dissemination, which has important value for public health. This study contributes to the dissemination of COVID-19 information in a scientifically accurate manner and to helping people receive public health information more effectively, so they may be able to take preventive measures and control the spread of COVID-19. Moreover, in the era of globalization with the rapid development of the internet, this research can also provide a reference for relevant research in other countries using data from social media platforms, such as Twitter and Facebook. Additionally, this study can provide a reference for other countries to understand the trend of human behavior when consuming COVID-19 information, which is conducive to understanding public opinion during a pandemic, enhancing the ability of information governance during public health emergencies.

The aim of this study was to examine the dissemination of COVID-19 information. This included analyzing the status of the information released by the People’s Daily official WeChat account. This took place during the pandemic, while researching the dissemination trend of China’s COVID-19 information. Additionally, this study can provide a reference for relevant research in other countries using data from social media platforms, such as Twitter and Facebook. Additionally, this study can provide a reference for other countries to understand the trend of human behavior when consuming COVID-19 information, which is conducive to understanding public opinion during a pandemic, enhancing the ability of information governance during public health emergencies.

Methods

Data Collection

This study’s data were derived from Qingbo Big Data’s platform, which includes all COVID-19 information released by the People’s Daily official WeChat account and the dissemination index of each piece of information. The research cycle covered a total of 105 days, exporting all COVID-19 information from January 19, 2020, which is when the People’s Daily first released COVID-19 information, to May 2, 2020, which is when China’s 34 provinces (ie, autonomous regions and municipalities) completely lifted the first-level response to public health emergencies [26]. This period was chosen because it covers the entire duration of the COVID-19 pandemic, from the mainstream media’s first report to the subsequent development and normalization of the COVID-19 pandemic. The public experienced information scarcity, caused by few media reports being released at first, which was followed by an information explosion due to the media’s collective focus. Finally, a public opinion vortex was caused by the surplus of

secondary indicators, and a set of calculation formulas for the standardized scores. Specifically, the higher the WCI value, the better the dissemination effect. During the COVID-19 outbreak in China, the WCI of the People’s Daily WeChat official account was ranked the highest among all the WeChat official accounts. This is also China’s most representative official media [24]. Thus, it is an important channel for the Chinese people to obtain official COVID-19 information [25]. Qingbo Big Data not only recorded all of this information but also used the WCI formula to calculate and publish the dissemination index for each piece of information. By analyzing these pieces of information and their dissemination indices, we can determine significant details concerning the spread of COVID-19 information, especially the trend and influencing factors of COVID-19 information dissemination, which has important value for public health. This study contributes to the dissemination of COVID-19 information in a scientifically accurate manner and to helping people receive public health information more effectively, so they may be able to take preventive measures and control the spread of COVID-19. Moreover, in the era of globalization with the rapid development of the internet, this research can also provide a reference for relevant research in other countries using data from social media platforms, such as Twitter and Facebook. Additionally, this study can provide a reference for other countries to understand the trend of human behavior when consuming COVID-19 information, which is conducive to understanding public opinion during a pandemic, enhancing the ability of information governance during public health emergencies.
COVID-19 information [27]. This period comprehensively covers the whole process of COVID-19’s information dissemination, including each stage of communication [28].

Inclusion and Exclusion Criteria
This study included information that was related to COVID-19 and published within the study’s established period. Any information that did not meet these criteria was excluded. All the information about COVID-19 that was released by the official WeChat account of the People’s Daily was included in this study. Specifically, out of the 1984 pieces of information that the account released, 1621 items were related to COVID-19.

Statistical Analysis
This study used SPSS, version 21.0 (IBM Corp), to conduct its statistical analyses. Descriptive analysis was used to describe the basic characteristics of the COVID-19 information that was released by the People’s Daily, and it describes the information content with a higher dissemination power, according to the dissemination trend chart in the Results section. A multiple stepwise regression analysis was used to analyze the factors that affected COVID-19 information dissemination. Dummy variables were manually established for the multi-categorical disordering of variables, where the dummy variables were grouped under the same factor in the same block, then “ENTER” was selected as part of the inclusion method to ensure that these dummy variables entered and exited at the same time. Other continuous variables and binary variables were grouped into another block, and the inclusion method was “STEPWISE.” Then, a multiple linear regression was performed after each setting. The model’s goodness of fit was checked as well as whether there was a collinearity problem.

Ethics Approval
As per the protocol at Weifang Medical University, China, the Institutional Review Board does not review studies that do not involve human subjects. As this study did not include human subjects, ethics approval was not required.

Data Sharing
The data sets used and analyzed during this study are available from the corresponding author on reasonable request.

Results
COVID-19 Information Released by the People’s Daily
From January 19 to May 2, 2020, the People’s Daily released 1621 pieces of information related to COVID-19 (Table 1). In terms of media salience, this included 1129 headline news items (69.65%) and 492 nonheadline items (30.35%), which refer to prominence. This can also be divided into 1023 emotional information items (63.11%) and 598 neutral information items (36.89%), which refer to valence. The number of words for each information item was primarily between zero and 500. In terms of content, the main theme concerned the development of COVID-19 (410/1621, 25.29%). Meanwhile, the sources were primarily government agencies (1478/1621, 91.18%), and most of the information was original content from the People’s Daily, including 923 items (56.94%). In terms of the information’s format, the release time was primarily between 6:01 AM and 6 PM, and it was mostly presented as text + pictures (957/1621, 59.04%). Furthermore, the number of fonts and colors ranged between 1 and 6.
<table>
<thead>
<tr>
<th>Dimensions and variables</th>
<th>Categories</th>
<th>Information items (N=1621), n (%)</th>
<th>WeChat Communication Index, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Media salience</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Prominence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Headline news items</td>
<td>1129 (69.65)</td>
<td>90,457.35 (3744.00)</td>
<td></td>
</tr>
<tr>
<td>Nonheadline items</td>
<td>492 (30.35)</td>
<td>86,747.28 (1694.76)</td>
<td></td>
</tr>
<tr>
<td><strong>Valence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional information items</td>
<td>1023 (63.11)</td>
<td>89,765.96 (3898.38)</td>
<td></td>
</tr>
<tr>
<td>Neutral information items</td>
<td>598 (36.89)</td>
<td>87,534.51 (2204.58)</td>
<td></td>
</tr>
<tr>
<td><strong>Attention (number of words per piece of information)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-500</td>
<td>1005 (62.00)</td>
<td>89,467.22 (3700.27)</td>
<td></td>
</tr>
<tr>
<td>501-1000</td>
<td>344 (21.22)</td>
<td>88,061.71 (3231.44)</td>
<td></td>
</tr>
<tr>
<td>&gt;1000</td>
<td>272 (16.78)</td>
<td>88,988.84 (3540.65)</td>
<td></td>
</tr>
<tr>
<td><strong>Informational content</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Theme</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policy and planning</td>
<td>241 (14.87)</td>
<td>88,620.69 (3110.21)</td>
<td></td>
</tr>
<tr>
<td>Treatment and research</td>
<td>230 (14.19)</td>
<td>90,383.53 (4233.89)</td>
<td></td>
</tr>
<tr>
<td>Initiative and mobilization</td>
<td>148 (9.13)</td>
<td>90,527.20 (3977.95)</td>
<td></td>
</tr>
<tr>
<td>Stories about fighting COVID-19</td>
<td>294 (18.14)</td>
<td>90,492.20 (3624.73)</td>
<td></td>
</tr>
<tr>
<td>Current prevalence status</td>
<td>410 (25.29)</td>
<td>86,919.27 (1909.89)</td>
<td></td>
</tr>
<tr>
<td>Epidemic prevention knowledge</td>
<td>270 (16.66)</td>
<td>89,448.48 (3675.55)</td>
<td></td>
</tr>
<tr>
<td>Other themes</td>
<td>28 (1.73)</td>
<td>88,436.71 (2766.13)</td>
<td></td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>1478 (91.18)</td>
<td>88,861.01 (3455.07)</td>
<td></td>
</tr>
<tr>
<td>Civil organization</td>
<td>2 (0.12)</td>
<td>91,606.40 (6029.22)</td>
<td></td>
</tr>
<tr>
<td>Enterprise</td>
<td>104 (6.42)</td>
<td>90,943.57 (4243.16)</td>
<td></td>
</tr>
<tr>
<td>Personal</td>
<td>28 (1.73)</td>
<td>92,992.48 (4356.11)</td>
<td></td>
</tr>
<tr>
<td>Medical institution</td>
<td>5 (0.31)</td>
<td>92,970.53 (5142.01)</td>
<td></td>
</tr>
<tr>
<td>Research organization</td>
<td>2 (0.12)</td>
<td>89,373.20 (4850.61)</td>
<td></td>
</tr>
<tr>
<td>Other sources</td>
<td>2 (0.12)</td>
<td>93,718.10 (8885.36)</td>
<td></td>
</tr>
<tr>
<td><strong>Originality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>923 (56.94)</td>
<td>89,143.03 (3434.57)</td>
<td></td>
</tr>
<tr>
<td>Nonoriginal</td>
<td>698 (43.06)</td>
<td>89,016.80 (3854.00)</td>
<td></td>
</tr>
<tr>
<td><strong>Format</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time of release</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:01 AM-6 AM</td>
<td>5 (0.31)</td>
<td>91,673.75 (4746.00)</td>
<td></td>
</tr>
<tr>
<td>6:01 AM-12 PM</td>
<td>695 (42.87)</td>
<td>88,494.94 (3230.48)</td>
<td></td>
</tr>
<tr>
<td>12:01 PM-6 PM</td>
<td>521 (32.14)</td>
<td>89,622.55 (3909.18)</td>
<td></td>
</tr>
<tr>
<td>6:01 PM-12 AM</td>
<td>400 (24.68)</td>
<td>89,392.62 (3710.13)</td>
<td></td>
</tr>
<tr>
<td><strong>Vividness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>241 (14.87)</td>
<td>86,929.55 (2236.30)</td>
<td></td>
</tr>
<tr>
<td>Text + pictures</td>
<td>957 (59.04)</td>
<td>88,964.66 (3614.09)</td>
<td></td>
</tr>
<tr>
<td>Text + video</td>
<td>164 (10.12)</td>
<td>90,508.84 (3821.82)</td>
<td></td>
</tr>
</tbody>
</table>
Analysis of Informational Trends in the People’s Daily

During the COVID-19 epidemic period, the People’s Daily released several pieces of information related to COVID-19 every day, and the dissemination index for each piece of information represents its dissemination effect. Based on the time series analysis of the average dissemination index for all of the information released daily, we created a chart depicting the information dissemination trends. According to this chart, there were seven peaks of information dissemination from January 19, 2020, to 12 AM on May 2, 2020 (Figure 1). The analysis of these peaks and the content related to key events that occurred during these peaks revealed numerous insights.

Figure 1. Dissemination of COVID-19 information over time.

The first peak in the dissemination of COVID-19 information occurred around January 21 (mean dissemination index of 91,101.43). The People’s Daily and other media began to report on COVID-19, which aroused public attention; in addition, the National Health Commission released the first announcement in 2020, which categorized COVID-19 as a Class B infectious disease, while adopting management measures as per the guidelines for more serious Class A infectious diseases. Specifically, when Zhong Nanshan confirmed that COVID-19 could be transmitted from person to person, the first peak of information dissemination was triggered. The second peak occurred around January 26, when the news reported that many new coronaviruses had been found through an epidemiological retrospective analysis [29]. The third peak occurred on February 2, when the news reported that the construction of Huoshenshan Hospital had been completed and the hospital was taken over by the Chinese People’s Liberation Army. The dissemination index on that day was 92,980.18. The fourth peak of information dissemination occurred on February 7, when Li Wenliang passed away, arousing strong public concern. The People’s Daily released five news items to commemorate him, and the State Supervision Commission appointed a team to investigate his death. The fifth peak happened on February 10, when the medical team’s support for Wuhan reached its peak, and nearly 6000 medical workers arrived in Wuhan, the largest number of medical staff to arrive in Wuhan since the start of the COVID-19
epidemic. The sixth peak occurred on March 21, when no new cases had been reported in either Wuhan or the Hubei Province for the first time. In fact, there were no increases in cases for the first time in 31 provinces or in Xinjiang Production and Construction Corps. The news that the epidemic situation had improved aroused public concern. The seventh peak occurred around April 3, which was a period of national mourning. The People’s Daily released some messages in memory of the dead, which triggered an emotional resonance among the public and led to a peak of information dissemination (mean dissemination index of 90,338.12).

Since then, the information dissemination index gradually decreased. Experts on infectious diseases and other public health emergencies found that the public have a strong curiosity and demand for information when they have a low awareness of diseases [30]. The distribution of peaks of information dissemination during this time reflects the public’s psychological needs during an epidemic, illustrating that the public will seek the truth about an event at its early stage. At the middle stage, they will question some of the events that occurred, and at the epidemic’s late stage, due to its normalization, the public’s concern will gradually decline. The whole process presents a regular development trend [31].

Analysis of Factors Affecting the Dissemination of COVID-19 Information

The dimensions of media salience, information content, and format contained 10 factors. A multiple stepwise regression analysis was conducted with these 10 factors serving as independent variables and the dissemination indices as dependent variables. We found that eight variables entered the equation: prominence, valence, attention, theme, source, vividness, originality, and the number of fonts (Table 2). As the tolerance of the equation was greater than 0.1 and the variance inflation factor was less than 10, we could determine that no collinearity existed between independent variables (ie, the credibility of the multiple linear regression was high) [32]. As shown in Table 2, in terms of media salience, the dissemination of headline news items was better than that of nonheadline items, while the dissemination of emotional information was better than that of neutral information. Further, the fewer words that a piece had, the better its dissemination. In terms of informational content, the following variables affected the dissemination of COVID-19 information ($P<.05$): theme, source, and originality. In terms of the information’s format, its vividness affected its dissemination; specifically, this pertains to whether information was presented by text, picture, or video. The number of fonts utilized also affected dissemination, as more font variety equated to a superior dissemination effect. However, the release time and number of colors had no significant impact on the dissemination of COVID-19 information.
Table 2. Analysis of factors affecting the dissemination of COVID-19 information.

<table>
<thead>
<tr>
<th>Dimensions and variables</th>
<th>Regression coefficient (SE)</th>
<th>Standardized regression coefficient</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media salience</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>64,378.147 (10,962.848)</td>
<td></td>
<td>5.872</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prominence</td>
<td>2150.089 (185.234)</td>
<td>0.273</td>
<td>11.607</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Valence</td>
<td>2523.999 (199.787)</td>
<td>0.336</td>
<td>12.633</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attention</td>
<td>−0.151 (0.071)</td>
<td>−0.048</td>
<td>−2.122</td>
<td>.03</td>
</tr>
<tr>
<td>Informational content</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theme (other theme = 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Policy and planning</td>
<td>1121.800 (593.446)</td>
<td>0.110</td>
<td>1.890</td>
<td>.06</td>
</tr>
<tr>
<td>Treatment and research</td>
<td>2079.100 (592.525)</td>
<td>0.200</td>
<td>3.509</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Initiative and mobilization</td>
<td>1777.394 (610.512)</td>
<td>0.141</td>
<td>2.911</td>
<td>.004</td>
</tr>
<tr>
<td>Stories of fighting COVID-19</td>
<td>1253.960 (584.977)</td>
<td>0.133</td>
<td>2.144</td>
<td>.03</td>
</tr>
<tr>
<td>Current prevalence status</td>
<td>421.651 (592.767)</td>
<td>0.051</td>
<td>0.711</td>
<td>.48</td>
</tr>
<tr>
<td>Epidemic prevention knowledge</td>
<td>1641.571 (592.536)</td>
<td>0.169</td>
<td>2.770</td>
<td>.006</td>
</tr>
<tr>
<td>Source (other sources = 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>4943.180 (2090.008)</td>
<td>0.387</td>
<td>2.365</td>
<td>.02</td>
</tr>
<tr>
<td>Civil organization</td>
<td>3286.498 (2949.465)</td>
<td>0.032</td>
<td>1.114</td>
<td>.27</td>
</tr>
<tr>
<td>Enterprise</td>
<td>4174.864 (2104.164)</td>
<td>0.283</td>
<td>1.984</td>
<td>.047</td>
</tr>
<tr>
<td>Personal</td>
<td>2238.679 (2160.768)</td>
<td>0.081</td>
<td>1.036</td>
<td>.30</td>
</tr>
<tr>
<td>Medical institution</td>
<td>3091.545 (2467.104)</td>
<td>0.047</td>
<td>1.253</td>
<td>.21</td>
</tr>
<tr>
<td>Research organization</td>
<td>5957.447 (2946.397)</td>
<td>0.058</td>
<td>2.022</td>
<td>.04</td>
</tr>
<tr>
<td>Originality</td>
<td>481.217 (201.708)</td>
<td>0.066</td>
<td>2.386</td>
<td>.02</td>
</tr>
<tr>
<td>Format</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vividness (text = 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text + pictures</td>
<td>772.974 (265.608)</td>
<td>0.105</td>
<td>2.910</td>
<td>.004</td>
</tr>
<tr>
<td>Text + video</td>
<td>788.653 (366.266)</td>
<td>0.066</td>
<td>2.153</td>
<td>.03</td>
</tr>
<tr>
<td>Text + pictures + video</td>
<td>758.213 (332.765)</td>
<td>0.077</td>
<td>2.279</td>
<td>.02</td>
</tr>
<tr>
<td>Number of fonts</td>
<td>318.600 (90.585)</td>
<td>0.096</td>
<td>3.517</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Based on results of the WCI, this study examined the COVID-19 information that was first spread by the People’s Daily. This was conducted by analyzing the information’s media salience, content, and format. Thereafter, we summarized the COVID-19 information that was popular during the pandemic period. Seven information dissemination peaks were discerned. We further analyzed the influencing factors and key elements of COVID-19 information dissemination. We found that among the three dimensions of COVID-19 information—media salience, content, and format—eight factors affected the spread of COVID-19 information.

During the COVID-19 pandemic period, most of the information released by the People’s Daily focused on the pandemic’s development, with daily announcements about the number of confirmed cases, which kept the public abreast of related developments and helped dispel rumors. The public WeChat account of the People’s Daily mostly took the form of headlines upon releasing COVID-19 information, and most items had positive emotional tendencies. It seems that extensive positive reports played a role in stabilizing people’s emotions [33]. Most of the information came from the national and local health commissions, which ensured that the People’s Daily portrayed authority and fairness [34]. The People’s Daily is the most authoritative official media channel in China and, as such, the WCI of its official WeChat account ranked the highest during the epidemic. It was the responsibility of official media outlets to release relevant information about COVID-19 in a timely manner to spread relevant knowledge. This helped the public to have an awareness of the pandemic and improved the situation in China [35]. This shows the network media’s power when it comes to disseminating COVID-19 information [36].
By analyzing the trend regarding the average daily dissemination index of information, as well as content and key events, we found that there were seven peaks of information transmission during the COVID-19 epidemic period, which began on the following dates in 2020: January 21, January 26, February 2, February 7, February 10, March 21, and April 3. These peaks were primarily concentrated on the following issues: the media’s first reported coverage about COVID-19, epidemiological studies that confirmed the existence of human-to-human disease transmission, and government measures to manage the epidemic. These findings are consistent with research conducted by Liu Lanlan, who found that the dissemination peaks corresponded to January 26 and other dates similar to those found in this study, and information mainly concentrated on Zhong Nanshan’s confirmation of COVID-19’s transmission via person-to-person contact and Li Wenliang’s commemoration, among other key events [31]. The WCI’s peak value shows where the public’s attention was focused and their psychological need for epidemic information. Thus, the mainstream media should release COVID-19 information in a targeted manner and disseminate the type of information that the public values the most [37]. It should also improve the timeliness of information release, educate people on preventive measures more effectively, and improve people’s health literacy so they can better manage COVID-19 [38].

Our research shows that media salience, information content, and format affect COVID-19 information dissemination, specifically in terms of eight variables: prominence, valence, attention, theme, source, vividness, originality, and number of fonts. However, the time that the information was released and its number of colors had no effect on dissemination. These results suggest that different types of epidemic information disseminate differently; therefore, we must consider the factors affecting information dissemination and choose the best dissemination practices during the process of COVID-19 prevention and control to ensure that information is spread effectively and in a responsible manner. This would thereby prevent the spread of rumors and false information, improve the information’s scientific and authoritative reputation [39], increase the ability to manage information and public opinion during epidemics, and contribute to a comprehensive public health system [40].

Strengths and Limitations
This study has several strengths regarding its design and analysis. First, the selected research objects were relatively representative. The WCI of the People’s Daily official WeChat account showed that it was top-ranked among all WeChat official accounts, and this account is an important channel for the Chinese people to obtain official COVID-19 information. Second, based on big data technology, the WCI obtains data from all WeChat users (more than one billion) [41], resulting in a large sample size and high accuracy; therefore, the research findings are representative. Finally, the findings have practical significance; for example, this study found that headline news item dissemination has more impact than nonheadline items. These findings could inform the accurate dissemination of COVID-19 information and knowledge in the future. However, several limitations should be considered when interpreting the results. Because of the large number of potential factors and limited related research, we selected the three most commonly used dimensions—constituting 10 variables—from existing research, which may limit the research results. In addition, this study mainly analyzed the most popular social media platform in China. Although this study serves as an example for other countries to study COVID-19 information dissemination, it may not be completely applicable to other countries. This limits the inferences one may make from these results. Future studies can use more comprehensive potential factors to verify or enrich the conclusions of this study.

Conclusions
Currently, only a few indicators have been explored to quantify the effect of COVID-19 information dissemination. It is difficult to measure the spread of information when using quantitative data. It is even more complex as it occurs in conjunction with the unexpected and uncertain nature of COVID-19. This leads to only a few studies in the literature that have attempted to understand the effect and measurement of COVID-19 information dissemination. Thus, to fill this gap, we measured the dissemination of COVID-19–related information using WCI data, integrating the areas of public health and communication science (ie, media salience), to determine the factors affecting information dissemination. This study showed that the different types of pandemic-related information had varying dissemination power. It also revealed the factors that affected this dissemination: media salience, information content, and information format. These findings suggest that for effective dissemination of COVID-19 information, we should pay attention to the factors that affect this dissemination, which include the theme, source, and originality of COVID-19 information. Furthermore, we should disseminate the type of information that the public is most concerned about, choose those dissemination practices that effectively spread information in a responsible manner to curtail misinformation, regulate fear among the public, and improve information governance. Further research is needed to confirm the findings of this study and to validate the impact of these findings on the effect of COVID-19 information dissemination in other countries.
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Abstract

Background: Papers on COVID-19 are being published at a high rate and concern many different topics. Innovative tools are needed to aid researchers to find patterns in this vast amount of literature to identify subsets of interest in an automated fashion.

Objective: We present a new online software resource with a friendly user interface that allows users to query and interact with visual representations of relationships between publications.

Methods: We publicly released an application called PLATIPUS (Publication Literature Analysis and Text Interaction Platform for User Studies) that allows researchers to interact with literature supplied by COVIDScholar via a visual analytics platform. This tool contains standard filtering capabilities based on authors, journals, high-level categories, and various research-specific details via natural language processing and dozens of customizable visualizations that dynamically update from a researcher’s query.

Results: PLATIPUS is available online and currently links to over 100,000 publications and is still growing. This application has the potential to transform how COVID-19 researchers use public literature to enable their research.

Conclusions: The PLATIPUS application provides the end user with a variety of ways to search, filter, and visualize over 100,00 COVID-19 publications.

(J Med Internet Res 2021;23(7):e26995) doi:10.2196/26995
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Introduction

COVID-19 has generated a multitude of challenges for scientific and medical researchers, but one of the unexpected challenges was the pace at which scientific literature emerged. In addition to the continually growing body of research that includes many thousands of publications in a single week, there is also related research on other coronaviruses or comorbidities of interest [1,2]. Computational researchers have been working diligently to assemble this information into minable collections such as CORD-19 [3], CovidScholar [4,5], and LitCovid [6,7]. These data sets are of high value but have limited interaction capabilities. Currently, the primary approach for the scientific community to work with these extremely large corpuses of literature has been through data science–based solutions via search engines and tools that categorize data into facets, which works well for very targeted queries [8,9].
With the onslaught of publications being released to help combat COVID-19, there are multiple solutions to search for information within COVID-19 publications. Examples include the Centers for Disease Control and Prevention’s (CDC) COVID-19 PubMed Search Alert [10], where the user can specify certain criteria and, when a new publication gets released that matches the user’s conditions, the user gets notified. PubMed Search Alert does not provide any support for viewing or searching currently available publications. The CDC also has the PubMed Clinical Queries [11] that allows search by keywords and filter by category, but there are no visualization capabilities, and it returns a simple list of publications. Data-driven visualizations derived from the contents and metadata of these publications can help guide researchers by distilling down the number of publications into a manageable amount while preserving the theme of the query. A newly released tool CoronaCentral [12] offers an improved interface with some visualizations to make searches simpler through a detailed categorization scheme and offers some basic graphics of data summaries based on these categories. The CovidScholar database also helps users with parsing the data via specific tagging classifications and offers a visualization of word embeddings of subsets of papers [4,5]. However, advanced visual analytics of this expanding corpus requires new data science and software solutions. We present a novel platform PLATIPUS (Publication Literature Analysis and Text Interaction Platform for User Studies), which builds on the comprehensive CovidScholar data set and uses visual analytics to give basic and medical researchers a more user-friendly approach to explore their queries of interest. PLATIPUS is publicly available at [13].

Method

Data

The literature presented in PLATIPUS is collected from original publishers in collaboration with the COVIDScholar project at the University of California, Berkeley/Lawrence Berkeley National Laboratory [5]. Articles in COVIDScholar are sourced by a system of dedicated web scrapers, document parsers, databases, and machine learning models that process papers and metadata into a standardized format that is amenable for text mining. The data in COVIDScholar includes a culmination of 19 sources, presented in Textbox 1, and consists of academic preprints, peer-reviewed research papers, book chapters, patents, clinical trial descriptions, and data sets, all of which have been made openly available by the original publishers to advance COVID-19 research. COVIDScholar updates their data multiple times per day and PLATIPUS queries the COVIDScholar database and reingests new articles once a day.

Textbox 1. Main sources of data in COVIDScholar collection.

<table>
<thead>
<tr>
<th>Preprints and non–peer-reviewed articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>• medRxiv</td>
</tr>
<tr>
<td>• bioRxiv</td>
</tr>
<tr>
<td>• Preprints.org</td>
</tr>
<tr>
<td>• PsyArXiv</td>
</tr>
<tr>
<td>• Social Science Research Network</td>
</tr>
<tr>
<td>• SocArXiv</td>
</tr>
<tr>
<td>• ChemRxiv</td>
</tr>
<tr>
<td>• National Bureau of Economic Research</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Peer-reviewed journal articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Elsevier</td>
</tr>
<tr>
<td>• PubMed</td>
</tr>
<tr>
<td>• CORD-19</td>
</tr>
<tr>
<td>• Dimensions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Book chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td>• CORD-19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Patents</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The Lens</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinical trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Dimensions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Dimensions</td>
</tr>
</tbody>
</table>
Text Analytics

PLATIPUS uses a tool called Automated Analytics and Integration of Data (AAID) to assist in the data ingestion and advanced analytic processing of the COVIDScholar data set. AAID uses multiple algorithms to identify key sources of information while taking into account how the meaning of words change based on the context [14]. AAID uses natural language processing methodologies, specifically entity recognition, machine learning, and human-in-the-loop, to augment the data with additional queryable tags [15]. In PLATIPUS, this means augmenting the COVIDScholar data set with tags such as locations, organizations, diseases, diagnostics and analysis, countermeasures, species, and additional context. AAID uses the NiFi data ingestion and processing pipeline that contains a variety of natural language processing methods such as time-weighted penalized logistic regression models, recursive regex, binary bag of words models, and recurrent neural network models, which is described in detail in Multimedia Appendix 1 Figure S1. The vectorization of the text was based on a bag of words approach. For the clustering visualizations, a k-means default method was used. The analytic capabilities of the AAID pipeline continue to grow to use transformer deep learning classifiers and implement methods to identify anomalies and abnormal characteristics [16].

As of May 2021, there are 159,797 articles that are parsed into various filters. At the top level are authors (n=564,845), categories (n=7), context (n=41), countermeasures (n=28), diagnostics and assay (n=19), disease (n=265), journal (n=11,412), locations (n=365), tags (n=7), species (n=76), and chemicals (n=175). Authors are associated with the publications, and therefore, there are hundreds. For selection purposes, the authors are sorted in order from the most to least prevalent. There are presently seven core categories (treatment, prevention, mechanism, diagnosis, epidemic forecasting, transmission, and case report). Under context, there are 41 groupings associated with the primary context of the article (eg, disease severity or transmission event). Countermeasures are approaches taken against the disease (eg, treatment, vaccine, or awareness campaign). The diagnostics and assay groupings contain the platforms associated with the article, such as transcriptomics or x-rays. Disease is again a broad category where the most prevalent is a categorization of human or animal disease but other specific associated syndrome or special notes are captured here. Journal, similar to author, is a large group of the virtual location of the publication online. Location is a physical location at which the research or case study is conducted for publication, which are extracted using resources from the National Geospatial-Intelligence Agency and United States Geological Survey [17,18]. There are 76 species, the most prevalent being human, rodents, and swine, and 175 chemicals captured that are associated with the manuscripts.

Application Development

PLATIPUS is built on top of the SERBERUS application, which is an end-to-end software solution that rapidly builds visual analytic web applications (Figure 1). Powered by the Scalable Reasoning System (SRS) [19] on the back end and a flexible user interface toolkit on the front end, and drawing from expertise from a user experience and design team, this system is designed for custom solutions that can be readily constructed to support data exploration, discovery, and understanding.

Figure 1. Description of the SERBERUS application full capability components. PNNL: Pacific Northwest National Laboratory.

The PLATIPUS application provides the end user with a variety of ways to search and filter over 100,000 COVID-19 publications. Since PLATIPUS is built on top of SRS and Slykit, PLATIPUS will continue to evolve and grow with new...
visualizations and features as SRS and Slykit advances. As of May 2021, PLATIPUS allows the user to filter on locations, categories, authors, organization, disease, diagnostics and analysis, countermeasures, species, and additional context as well as a timeline. The visualizations that are currently available are circle pack, cluster pack, donut graphs, edge-based graph, line chart, matrix, metrics, paracord, table, text clusters, treemap, and timeline described in Textbox 2. The first 10 of these visualizations are at the center of the dashboard and can be assembled based on user choice (one, two, three, etc) all in the view. The timeline visualization is maintained across the top of the user interface. At any time during the filtering and searching process, the user can access a high-level overview of an individual publication, which includes the abstract, information about the authors, tags and categories, and the journal where it was published as well as a direct link to the full publication. Once the user filters down to a subset of publications of interest, they can export the list of publications as a CSV file.

Textbox 2. PLATIPUS (Publication Literature Analysis and Text Interaction Platform for User Studies) core visualizations.

<table>
<thead>
<tr>
<th>Visualizations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle pack</td>
<td>Relative-sized circles of various metadata fields that supports up to three levels (ie, categories→disease→locations)</td>
</tr>
<tr>
<td>Cluster graph</td>
<td>Primary properties are clustered into nodes, which are resized based on connection count.</td>
</tr>
<tr>
<td>Donut graphs</td>
<td>Data separated based on various properties in a donut circle view where sizes within the donut are relative to frequency</td>
</tr>
<tr>
<td>Edge-based graph</td>
<td>Primary property is connected via nodes from a defined link property, which can be filtered based on the number of connections.</td>
</tr>
<tr>
<td>Line chart</td>
<td>Multiline chart customized to property selected, data binning, color, and aggregation</td>
</tr>
<tr>
<td>Matrix</td>
<td>A 2D grid that shows the aggregations between two properties</td>
</tr>
<tr>
<td>Metrics</td>
<td>High-level summary of the data selected</td>
</tr>
<tr>
<td>Paracord</td>
<td>Links properties to find connection between metadata, especially useful to find single unique connections</td>
</tr>
<tr>
<td>Table</td>
<td>Read-only table format to sort and limit the items being viewed</td>
</tr>
<tr>
<td>Text clusters</td>
<td>Groups keywords to place documents into common clusters</td>
</tr>
<tr>
<td>Timeline</td>
<td>Bar graph to display metadata over time</td>
</tr>
<tr>
<td>Treemap</td>
<td>Recursive drill down into subgroups from a primary group</td>
</tr>
</tbody>
</table>

Results

The application allows the user to search by keyword, filter by various tags, select a time range, and visualize the tags and other document properties on innovative graphs and visualizations. Figure 2 shows the home screen of PLATIPUS, which is showing the test clustering view of the full set of COVID-19–related publication literature. PLATIPUS is broken into multiple panels: the search bar on top center, the timeline for filtering articles by date in the center, the filters associated with the annotated data (eg, authors or journals) on the left, the visualization panel (9 total options) in the bottom center, and the article panel (right).
Figure 2. Screenshot of the primary PLATIPUS (Publication Literature Analysis and Text Interaction Platform for User Studies) application page from which the user begins queries and visual interactive activities.

One of the key features of PLATIPUS is the numerous approaches that can be taken to visualize the data. Figure 3 highlights one alternative to the text cluster in Figure 2 (custom circle pack) and how each visualization can be modified to show the specific information of interest to the user. The custom circle pack is driven from the filters on the left-hand side and allows quick views of the overall distribution of this information. For example, for all the COVID-19–related articles in PLATIPUS, we see the majority fall into four core categories: diagnosis, treatment, prevention, and mechanism.

Figure 3. Example of the visualization customization component.

To further explore the functionality of the PLATIPUS application, we demonstrate an example via a case study. There has been significant evaluation of comorbidities such as diabetes on the prognostic response of patients with COVID-19 [20-23]. In this case study, the search of the term “diabetes” in PLATIPUS returns 2769 articles from the originating 159,797, as of May 2021 (Figure 4A). However, this number is too many for a researcher to search through manually. Often the researcher performing the search will select the first few to read in more detail by perusing abstracts or other down-select criteria. This method is still an option within PLATIPUS, as the articles and abstracts are displayed on the right-hand side of the application. A benefit of PLATIPUS is the additional clustering visualization of articles that goes beyond the standard sorting function available in most publication search engines. By evaluating the clusters located in the center of the application (Figure 4A), a researcher interested in the putative receptor angiotensin-converting enzyme 2 can see this as a key cluster in the visualization. Selecting this cluster reduces the literature from 2769 to 159 articles. PLATIPUS then allows the researcher
to observe clusters of articles within this new refined query (Figure 4B). The researcher can either narrow down further this way or, as an alternative, can filter articles within the defined facets using a variety of methods (custom circle pack shown in Figure 4C). Within this refined search, the user can view any of the publications via the reading pane. By choosing preview, a publication will open to allow researchers to view the full abstract and associated metadata, and link to the full text, if available, as seen in Figure 5 [24]. Alternatively, on the left side of Figure 4A, there are predefined filters, which include subsets such as “Diagnostics” or “Disease” as an alternate approach to filtering the data. The researcher can also export the metadata from selected documents as a CSV for review in the future.

**Figure 4.** (A) View and selection based on a search for the term “diabetes” where a cluster associated with angiotensin-converting enzyme 2 (ACE2) is identified, with (B) and (C) as alternate visualizations of the results after selection of the cluster including ACE2.
The diabetes example is a visual analytics exploration of a relatively open question, but PLATIPUS also supports direct medical queries using the valuable tagging that is supplied via the AAID pipeline associated with the CovidScholar data. For example, as seen in Figure 6, we applied two filters to find literature that can help with the diagnosis of “Multisystem Inflammatory Syndrome” and “Diagnosis.” Multisystem inflammatory syndrome is a new clinical condition due to a cytokine storm associated with COVID-19 that causes inflammation and organ failure [25]. In PLATIPUS, the first filter selected is “Multisystem Inflammatory Syndrome,” which reduces the data set to 177 manuscripts. This is further refined into a small set based on the selection of “Diagnosis,” which reduces to 33 articles, visible on the left-hand side of Figure 6. The visualizations in this case are tailored to give context of the type of chemical information that is identified from the paper, which may give further insight into how to down-select. The treemap allows the researcher to see the 33 articles that are categorized based on the information of this specific query. Evaluating the 33 articles quickly points to an environmental component of multisystem inflammatory syndrome [26-29].

**Discussion**

**Principal Results**

The primary manner the scientific community interacts with scientific literature has, up until recently, not changed in decades. COVID-19 has brought to the forefront of research the challenge of mining literature versus identification of potential articles of interest to a user by keyword searches. To date, PLATIPUS has performed text analytics and clusters, and has visualized nearly 160,000 articles related to COVID-19, and it automatically updates as new documents are added to
COVIDScholar. The application uses state-of-the-art natural language processing (AAID) to provide insight and unique ways to filter and understand the data. PLATIPUS aims to decrease time spent looking through pages of articles by providing the user with multiple ways to search, filter, and view the data. The PLATIPUS application focuses on taking the large amount of literature related to COVID-19 and displaying keywords, categories, and other metadata to allow a user to quickly find relevant information captured by COVIDScholar.

Limitations
PLATIPUS was designed to assist in searching a multitude of COVID-19 publications efficiently, so the user can either find their answer using the visualizations, searching, and drill down capabilities or find a document that will assist in their search. Therefore, PLATIPUS does not support saving views or searches, as it was designed to be a visual analytics search engine and visual table of contents. Additional limitations include the suggestion of the optimal visualization based on a query. PLATIPUS allows the users to toggle through visualizations and select those that are of the most utility. Additions to PLATIPUS in the future may be a more guided visualization experience based on the size and complexity of the literature returned from a query. As of March 2021, PLATIPUS does not support finding similar articles to a single selection, but we expect this feature will be available in the future.

Acknowledgments
This research was supported by the Department of Energy (DOE) Office of Science through the National Virtual Biotechnology Laboratory, a consortium of DOE national laboratories focused on response to COVID-19, with funding provided by the CARES (Coronavirus Aid, Relief, and Economic Security) Act to the COVID-19 Testing R&D Project. The software was developed at the Pacific Northwest National Laboratory operated by Battelle under contract DE-AC05-76RL01830. COVIDScholar, an artificial intelligence–powered rapid data gathering, analysis, and dissemination tool, was developed at Berkeley National Laboratory. Work at the Lawrence Berkeley National Laboratory was supported by the Laboratory Directed Research and Development Program of Lawrence Berkeley National Laboratory under US DOE Contract No. DE-AC02-05CH11231.

Conflicts of Interest
None declared.

Multimedia Appendix 1
PLATIPUS NiFi pipeline diagram.

References
13. PLATIPUS. URL: https://vcs.pnnl.gov/explorer [accessed 2021-06-16]

Abbreviations

- AAID: Automated Analytics and Integration of Data
- CARES: Coronavirus Aid, Relief, and Economic Security
- CDC: Centers for Disease Control and Prevention
- DOE: Department of Energy
- PLATIPUS: Publication Literature Analysis and Text Interaction Platform for User Studies
- SRS: Scalable Reasoning System
Evaluation of a Social Media Campaign in Saskatchewan to Promote Healthy Eating During the COVID-19 Pandemic: Social Media Analysis and Qualitative Interview Study

Jordyn L Grantham, CRGS; Carrie L Verishagen, BSc, RD; Susan J Whiting, PhD; Carol J Henry, PhD; Jessica R L Lieffers, RD, PhD

College of Pharmacy and Nutrition, University of Saskatchewan, Saskatoon, SK, Canada

Corresponding Author:
Jessica R L Lieffers, RD, PhD
College of Pharmacy and Nutrition
University of Saskatchewan
107 Wiggins Road
Saskatoon, SK, S7N 5E5
Canada
Phone: 1 306 966 8594
Email: jrl210@usask.ca

Abstract

Background: The beginning of the COVID-19 pandemic presented many sudden challenges regarding food, including grocery shopping changes (eg, reduced store hours, capacity restrictions, and empty store shelves due to food hoarding), restaurant closures, the need to cook more at home, and closures of food access programs. Eat Well Saskatchewan (EWS) implemented a 16-week social media campaign, #eatwellcovid19, led by a dietitian and nutrition student that focused on sharing stories submitted by the Saskatchewan public about how they were eating healthy during the COVID-19 pandemic.

Objective: The goal of this study was to describe the implementation of the #eatwellcovid19 social media campaign and the results from the evaluation of the campaign, which included campaign performance using social media metrics and experiences and perspectives of campaign followers.

Methods: Residents of Saskatchewan, Canada, were invited to submit personal stories and experiences to EWS about how they were eating healthy during the COVID-19 pandemic from April to August 2020. Each week, one to three stories were featured on EWS social media platforms—Facebook, Instagram, and Twitter—along with evidence-based nutrition information to help residents become more resilient to challenges related to food and nutrition experienced during the COVID-19 pandemic. Individuals who submitted stories were entered into a weekly draw for a Can $100 grocery gift card. Social media metrics and semistructured qualitative interviews of campaign followers were used to evaluate the #eatwellcovid19 campaign.

Results: In total, 75 stories were submitted by 74 individuals on a variety of topics (eg, grocery shopping, traditional skills, and gardening), and 42 stories were featured on social media. EWS shared 194 #eatwellcovid19 posts across social media platforms (Facebook: n=100; Instagram: n=55; and Twitter: n=39). On Facebook, #eatwellcovid19 reached 100,571 followers and left 128,818 impressions, resulting in 9575 engagements. On Instagram, the campaign reached 11,310 followers, made 14,145 impressions, and received 823 likes and 15 comments. On Twitter, #eatwellcovid19 made 15,199 impressions and received 424 engagements. Featured story submission posts had the best engagement on Facebook and the most likes and comments on Instagram. The EWS social media pages reported increases in their following during the campaign (Instagram: +30%; Facebook: +14%; and Twitter: +12%). Results from the interviews revealed that there were two types of campaign followers: those who appreciated hearing the stories submitted by followers, as it helped them to feel connected to the community during social isolation, and those who appreciated the evidence-based information.

Conclusions: Numerous stories were submitted to the #eatwellcovid19 social media campaign on various topics. On Instagram and Facebook, posts that featured these stories had the highest engagement. During this campaign, EWS’s social media following increased by more than 10% on each platform. The approach used for the #eatwellcovid19 campaign could be considered by others looking to develop health promotion campaigns.

(J Med Internet Res 2021;23(7):e27448) doi:10.2196/27448
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Introduction

On March 11, 2020, the World Health Organization declared the disease caused by the SARS-CoV-2 coronavirus, COVID-19, a pandemic [1]. COVID-19 is a respiratory disease with many symptoms, including fever, dry cough, and fatigue [2]. Respiratory droplets are the main source of disease transmission, and individuals are most likely to become infected when they are in close contact with others who have COVID-19 [3]. Although approximately 80% of people who develop symptoms from COVID-19 recover without hospitalization, this disease is particularly concerning as about 15% of people who have symptoms of COVID-19 require hospitalization, and about 5% require intensive care treatment [2]. Containment measures, including restrictions on travel; closing nonessential businesses, services, and schools; requiring and encouraging people to work from home; social distancing; handwashing; and use of face masks, have been put in place in attempts to contain the virus [4-7].

The COVID-19 pandemic presented many challenges related to food, nutrition, and eating habits. Food access and disruptions to food environments were a major concern at the beginning of the pandemic. The social distancing measures also caused abrupt changes in food sourcing patterns [8]. One of the first impacts was a stage of food hoarding and panic shopping; in Canada, grocery store sales increased by 38% the week of March 11, 2020, compared to 2019, with the sale of dried goods, frozen foods, and shelf-stable foods having greatly increased [9]. Residents also experienced price fluctuations that limited purchasing power, and there were increases in demand for online grocery shopping [10]. Food hoarding and panic buying behaviors that took place early in the pandemic reflected consumers’ concerns regarding decreased food availability and uncertainty in the stability of the supply chain [11]. Grocery shopping habits and patterns were disrupted as consumers attempted to comply with the new public health recommendations, which included advising that a single member of the household shop for food biweekly [10,12,13]. In addition, numerous social distancing measures were put in place at food stores, which further complicated grocery shopping [10]. Purchasing food to last for 2 weeks was overwhelming, especially for those with reduced purchasing power, impacting the types of meals families could prepare and requiring increased planning, a difficult task when food availability is uncertain and time is limited in food stores [10,13]. Prior to the pandemic, there were also concerns surrounding where the public obtains nutrition information [14,15], and the pandemic may have created more concern around this. In addition, restaurants and smaller food retailers were suddenly closed or had to take time to shift service styles, disrupting the food environment further [16,17]. There were also concerns about food safety (eg, handling of produce at the grocery store and transmission via surface contamination of frozen foods) [18-21]. Vulnerable populations, those already food insecure, and those experiencing employment instability were most affected by the abrupt disruptions to food environments and food access issues and were more likely to experience food insecurity as a result, but these food access issues impacted people across socioeconomic levels [22-25].

The abrupt changes to the daily routines due to COVID-19 had impacts on food preparation and eating habits; studies have reported both positive and negative impacts. For example, many people began working from home or participating in online learning, and this led to increased time spent cooking, more time eating together as a family, reduced take-out food consumption, increased overall food consumption, and increased calories from snack food consumption [26]. More time spent at home also meant parents were fielding increased snack requests from children and dealing with the temporary loss of school-provided meals [22,26,27]. Disruptions to school food programs impacted vulnerable populations and food insecure households disproportionately. However, some studies have reported improvements in diet quality and eating habits during the early pandemic [13,28]. In addition, studies have also reported increased sedentary behavior, poorer dietary intakes, and increased alcohol consumption during the COVID-19 pandemic among university students [29].

There has also been a substantial amount of misinformation shared regarding COVID-19, including misinformation related to food and nutrition shared on social media [30-33]. The link between nutrition and immune health is important, and a well-rounded and varied diet supports immune health, but there was an increase in unsubstantiated claims that certain eating patterns, diets, foods, products, or supplements can prevent or cure COVID-19 [31,34-36]. Based on the sheer volume of sudden and novel challenges presented to the public, public health professionals had to quickly adapt services to adhere to social distancing measures and develop strategies to assist the public in dealing with these new challenges, including dealing with misinformation. Van den Broucke [32] suggested that health promotion strategies that promote community engagement can improve health outcomes and strengthen community capacity to address pandemic-related disruptions, and this was supported by others in respect to the COVID-19 pandemic [33,37].

One option that warrants further attention in this situation is social media, as it allows individuals to connect and support one another virtually and facilitate community engagement, and it has been gaining popularity in the dietetic profession and for public health use [38,39]. Social media has also been found to be a cost-effective tool to disseminate health promotion messages across populations that may not be reached using traditional advertising methods, such as minorities or lower socioeconomic groups, and can aid in building a supportive virtual community [40]. In Canada, social media use is very common; a recent report found that 94% of Canadian adults who use the internet have an account on at least one social media platform, and 83%, 51%, and 42% of these individuals had a Facebook, Instagram, and Twitter account in 2020, respectively.
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Setting

Saskatchewan is a multicultural prairie province in Canada that spans over 588,000 square kilometers [49]. The most recent Canadian census was done in 2016 and found that Saskatchewan had a population of 1,098,352, of which 112,490 reported as Canadian census was done in 2016 and found that Saskatchewan is a multicultural prairie province in Canada that

Social Media Campaign Design

This social media campaign, #eatwellcovid19, was led by the registered dietitian at EWS and assisted by the EWS student assistant and researcher, a second-year nutrition student; three nutrition faculty members provided guidance and advice for the campaign on an as-needed basis. EWS can be found on Facebook as Eat Well Saskatchewan, on Instagram as @eatwellsaskatchewan, and on Twitter as @EatWellSask.

In the past, EWS has conducted social media campaigns. One previous campaign (ie, #eatwellchampion) provided a platform for Indigenous people from across Saskatchewan to tell their own stories about the impact that nutrition has had on them. An informal evaluation of social media metrics found that #eatwellchampion posts performed well (eg, commonly shared) and appeared to resonate with followers. The #eatwellcovid19 campaign was partially based on the successful experience of this campaign.

The purpose of the #eatwellcovid19 campaign was to provide a platform for Saskatchewan residents to share their experiences and stories about how they are eating well during the COVID-19 pandemic. EWS announced the #eatwellcovid19 campaign on their social media platforms—Facebook (Facebook, Inc), Instagram (Facebook, Inc), and Twitter (Twitter, Inc)—on April 20, 2020, through a call-out advertisement encouraging residents of Saskatchewan to submit stories on social media platforms (ie, #eatwellcovid19, @eatwellsaskatchewan, and @eatwellsask) or by email; a sample digital call-out poster is presented in Figure S1 in Multimedia Appendix 1. Saskatchewan residents were invited to submit personal stories about how they were eating healthy during the COVID-19 pandemic. They were provided with sample topics and a framework for what to submit. Stories could be submitted using videos, pictures, and/or words. The campaign ran for 16 weeks and, during this time, the EWS team promoted the campaign on their social media platforms through community partners, such as Indigenous Services Canada, and through the University of Saskatchewan online bulletin. Social media advertising was also purchased to promote the campaign beyond the organic reach. Advertisements were created to encourage story submissions from the public and different vulnerable populations. A total of Can $180 was used for paid advertising to encourage story submissions. On Facebook, three posts to encourage story submissions were boosted with advertisements: 12 days for Can $50, 20 days for Can $50, and 20 days for Can $50. In addition, Can $30 was paid to encourage story submissions on Instagram for an unknown duration, and no paid advertisements to encourage story submissions were used on Twitter. In addition, to encourage story submissions, there was a weekly draw for a Can $100 grocery gift card.

To appeal to a variety of followers and address different areas of interest, the campaign included a variety of posts, including stories, supplemental content related to stories, information
resources, and winner announcements. Samples of the different types of social media posts are available in Figures S2 to S7 in Multimedia Appendix 1. The EWS team selected story submissions with unique or mass appeal to be developed into feature stories. One to three feature stories were then featured on the EWS social media platforms each week. Supplemental content was curated by the EWS team and was used to complement featured story submissions and provide more information on the subject matter. This included evidence-based nutrition information, links for further reading from reputable sources, recipes, and tips related to stories. For example, if a story sent in by a Saskatchewan resident described eating more berries during the pandemic, nutritional information about berries, recipes, and tips on picking and preparing berries would be shared to complement this story. Of note, no specific criteria were used in choosing the recipes that were shared; a variety of recipes were shared to appeal to the wide demographic of followers. Some of the recipes shared were submitted by campaign followers and others were found and shared by EWS staff. Examples of recipes shared included green pesto rice, watermelon fruit pizza, cattail pollen biscuits, and one for pickled carrots to encourage pickling and to provide education on food preservation. Information resource posts were those that included general COVID-19 nutrition and food information, content shared from other social media pages, and helpful external links not related to any one story. Winner announcements were posts that announced the winner of a gift card for that week. Posters were also used to advertise the campaign and encourage story submissions.

The EWS team posted #eatwellcovid19 content in a dynamic manner rather than structuring content to be posted at the same time or on a specific day, largely because the content posted was the result of public participation. The EWS team also engaged with EWS social media followers. This engagement was done by promptly responding to and liking comments left by followers on posts and responding to and communicating with followers using the social media platforms’ direct messaging features as appropriate (e.g., responding to a follower’s private message).

Social Media Analytics Analysis

Reach, impressions, engagement, and engagement rate regarding the #eatwellcovid19 campaign were determined using Facebook Insights, Instagram Insights, and Twitter Analytics. The definitions of the different social media metrics vary across each social media platform and are provided in Table 1 [52-55].

To begin the social media analytics analysis, the EWS student researcher (JLG) separated #eatwellcovid19 posts from other posts on the EWS pages that were shared during this time. Reach, impressions, and engagements of the #eatwellcovid19 campaign were determined separately for each social media platform, as the metrics provided by each platform are different. Each #eatwellcovid19 post was classified into a category, depending on the type of content shared (e.g., featured story submission or campaign poster). The metrics provided for individual posts were then recorded. Descriptive statistics, specifically the mean and standard deviation of reach, impressions, engagement, and engagement rate for each post category on each platform, were determined using Microsoft Excel (Microsoft Corp). Metrics for Twitter were collected on October 2, 2020, and metrics for Facebook and Instagram were collected on October 5, 2020. Metrics for the 24-hour Instagram and Facebook stories were not captured because of an oversight, as this information disappears soon after the post is made (e.g., 28 days on Facebook). Because data collection occurred after this time period, this information was no longer available.
Table 1. Definition of key terms for each social media platform.

<table>
<thead>
<tr>
<th>Key term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facebook</strong></td>
<td></td>
</tr>
<tr>
<td>Reach</td>
<td>The number of unique individuals who viewed the listed type of #eatwellcovid19 post [52]</td>
</tr>
<tr>
<td>Engagement</td>
<td>The number of actions that individuals made with the listed type of #eatwellcovid19 post, including likes, comments, shares, post clicks, etc [53]</td>
</tr>
<tr>
<td>Impressions</td>
<td>The number of times the listed type of #eatwellcovid19 post entered an individual’s screen (may include more than one view from the same individual) [52]</td>
</tr>
<tr>
<td><strong>Instagram photos</strong></td>
<td></td>
</tr>
<tr>
<td>Reach</td>
<td>The number of individuals who saw the listed type of #eatwellcovid19 post [54]</td>
</tr>
<tr>
<td>Impressions</td>
<td>The number of times the listed type of #eatwellcovid19 post was seen (may include more than one view from the same individual) [54]</td>
</tr>
<tr>
<td>Likes</td>
<td>The number of engagements that involved pressing the like button on the listed type of #eatwellcovid19 post</td>
</tr>
<tr>
<td>Comments</td>
<td>The number of engagements that involved leaving a comment on the listed type of #eatwellcovid19 post</td>
</tr>
<tr>
<td><strong>Instagram videos</strong></td>
<td></td>
</tr>
<tr>
<td>Reach</td>
<td>The number of individuals who saw the listed type of #eatwellcovid19 post [54]</td>
</tr>
<tr>
<td>Likes</td>
<td>The number of engagements that involved pressing the like button on the listed type of #eatwellcovid19 video</td>
</tr>
<tr>
<td>Views</td>
<td>The number of times the listed type of #eatwellcovid19 video was viewed</td>
</tr>
<tr>
<td><strong>Twitter</strong></td>
<td></td>
</tr>
<tr>
<td>Impressions</td>
<td>The number of times the listed type of #eatwellcovid19 post entered a person’s screen (eg, timeline and search results) [55]</td>
</tr>
<tr>
<td>Engagement</td>
<td>Any interactions on the listed type of #eatwellcovid19 post, including clicks, retweets, replies, likes, etc [55]</td>
</tr>
<tr>
<td>Engagement rate</td>
<td>This value is calculated by Twitter and is total engagements divided by total impressions for the listed type of #eatwellcovid19 post [55]</td>
</tr>
</tbody>
</table>

Semistructured Qualitative Interviews

Reporting of the qualitative interview portion of this manuscript was guided by the Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist [56]. Purposeful sampling [57] was used to select participants to complete a qualitative interview on their experiences and perspectives regarding the #eatwellcovid19 social media campaign. Participants were recruited via the EWS social media pages. A poster advertising the study was posted on the EWS social media pages in August and September 2020. One poster to advertise this study was promoted on Facebook with paid advertising (Can $25 for 5 days). Prospective participants contacted the researcher via telephone or email. After the prospective participant contacted EWS, the researcher screened the individual to determine if they met the study inclusion criteria. Inclusion criteria were as follows: Saskatchewan resident, ≥18 years of age, can speak English, had followed EWS social media accounts, and had the ability to provide informed consent. Once ensuring the participant met the inclusion criteria, the researcher scheduled an interview with the participant via telephone or online.

All telephone or online interviews were conducted remotely by the EWS assistant and student researcher (JLG), a female nutrition student trained in qualitative interview methods. The only individuals present during the interviews were the interviewer and the participants. All interviews occurred in September 2020. There were no established relationships between the interviewer and participants. Prior to beginning the interview, the researcher read the consent form to the participant, which detailed the study objectives and procedures, ensured the participant’s understanding, and obtained oral consent. The interview protocol (Multimedia Appendix 2) contained questions about EWS follower experiences and perspectives regarding the #eatwellcovid19 social media campaign; both clarifying and elaborating probes were used to gather additional information. The interview protocol was developed by all members of the research team and field-tested with one individual to ensure that the questions were appropriate, relevant, and clear and captured the desired information [58]. Interviews were completed until data saturation occurred. Creswell defines data saturation as when “the researcher stops collecting data because fresh data no longer sparks new insights or reveals new properties” [59]. No repeat interviews were conducted. After completion of the interview, participants were mailed a Can $25 grocery store gift card in appreciation of their time. No field notes were taken during the interviews. All interviews were audio recorded and transcribed verbatim by a professional transcriptionist. Transcripts were not returned to participants for comment or corrections. Analysis of the interview transcripts was conducted using conventional content analysis [60]. All interview transcripts were coded inductively by the student researcher (JLG) using NVivo 12 (QSR International). The coding process allowed inductive categories and themes to emerge from the data [60]; no a priori codes were used. All interview transcripts, coding, and the draft themes were reviewed by a second member of the research team (JRLL).
with experience in qualitative research. Discrepancies were discussed and consensus was reached.

Results

Overview

The #eatwellcovid19 campaign received 75 story submissions from 74 Saskatchewan residents, and 42 of these stories were featured on EWS social media pages. The main themes seen in the submitted stories about how Saskatchewan residents were eating healthy during the COVID-19 pandemic can be found in Table 2. The top three themes of submitted stories were increased time spent cooking or trying new recipes, grocery shopping habits, and gardening. Of note, 2 featured stories appeared in local Saskatchewan newspapers and the top featured story differed by platform.

Table 2. Themes of submitted stories for the #eatwellcovid19 social media campaign.

<table>
<thead>
<tr>
<th>Story theme</th>
<th>Stories submitted (N=75), n (%)</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased time spent cooking or trying new recipes</td>
<td>21 (28)</td>
<td>Budget-friendly recipes, trying different cuisines, bread baking, and improved nutrition from more homemade meals</td>
</tr>
<tr>
<td>Grocery shopping habits</td>
<td>17 (23)</td>
<td>Stocking up on nonperishable items, change in frequency of grocery shopping trips, feelings of unease in the grocery store, and individual vs family outing</td>
</tr>
<tr>
<td>Gardening</td>
<td>12 (16)</td>
<td>Tried gardening for the first time, expanded garden, and utilized a community garden</td>
</tr>
<tr>
<td>Traditional skills</td>
<td>8 (11)</td>
<td>Foraging, hunting, and preserving</td>
</tr>
<tr>
<td>Increased family time and family meals</td>
<td>6 (8)</td>
<td>Change in mealtime patterns, more time to eat together, and involving kids in the kitchen</td>
</tr>
<tr>
<td>Other</td>
<td>11 (15)</td>
<td>Food waste and pregnancy</td>
</tr>
</tbody>
</table>

Social Media Analytics

EWS’s Facebook page began the campaign at 1524 page likes and ended the campaign with 1780 page likes, representing 14% growth. A notable outcome for EWS’s Instagram page was the 30% growth in followers from the beginning of the campaign. The EWS Instagram account began the campaign with 262 followers and ended the campaign with 376 followers. The EWS Twitter account had 132 followers at the beginning of the campaign and ended the campaign with 150 followers, representing 12% growth. Analyses of social media metrics for the different types of posts are shown in Tables 3-6.

The focus of the #eatwellcovid19 campaign was on Facebook, as this was where EWS had the largest social media following. In total, 100 #eatwellcovid19 posts, not including 24-hour stories, were shared on the EWS Facebook page and, overall, there were 9575 engagements with this content on Facebook. On Facebook, after excluding post types that were sometimes promoted with paid advertising, featured story posts (n=38) had the highest mean engagement (133 engagements/post). The mean engagement of these posts was more than three times higher than the mean engagement of supplemental content related to featured story posts (40 engagements/post), more than four times higher than the mean engagement for winner announcement posts (30 engagements/post), and more than six times higher than the mean engagement for information resource posts (20 engagements/post). The campaign was also seen by many individuals on Facebook. In total, the #eatwellcovid19 campaign had a reach of 100,571 and left 128,818 impressions. Similar to engagement, for post types that were not promoted with paid advertising, featured story submissions had higher reach and impressions compared to other types of posts.

Table 3. Metrics of the #eatwellcovid19 social media posts on Facebook.

<table>
<thead>
<tr>
<th>Facebook post category</th>
<th>Posts or stories, n</th>
<th>Engagement, mean (SD)</th>
<th>Reach, mean (SD)</th>
<th>Impressions, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Featured story submission</td>
<td>38</td>
<td>133 (212)</td>
<td>824 (773)</td>
<td>987 (959)</td>
</tr>
<tr>
<td>Supplemental content related to featured story</td>
<td>24</td>
<td>40 (46)</td>
<td>576 (684)</td>
<td>673 (767)</td>
</tr>
<tr>
<td>Campaign poster&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8</td>
<td>361 (487)</td>
<td>5433 (5353)</td>
<td>7679 (7340)</td>
</tr>
<tr>
<td>Information resource</td>
<td>23</td>
<td>20 (13)</td>
<td>360 (84)</td>
<td>410 (95)</td>
</tr>
<tr>
<td>Winner announcement</td>
<td>7</td>
<td>30 (17)</td>
<td>526 (224)</td>
<td>612 (225)</td>
</tr>
<tr>
<td>24-hour story&lt;sup&gt;b&lt;/sup&gt;</td>
<td>27&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Some campaign posters on Facebook were boosted with paid advertising.

<sup>b</sup>This number is approximate.

<sup>c</sup>N/A: not applicable; this information was unable to be collected from Facebook.
Table 4. Metrics of the #eatwellcovid19 social media posts on Instagram.

<table>
<thead>
<tr>
<th>Instagram post category</th>
<th>Posts or stories, n</th>
<th>Likes, mean (SD)</th>
<th>Comments, mean (SD)</th>
<th>Reach, mean (SD)</th>
<th>Impressions, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Featured story submission</td>
<td>36</td>
<td>15 (8)</td>
<td>0.4 (0.8)</td>
<td>171 (38)</td>
<td>214 (52)</td>
</tr>
<tr>
<td>Supplemental content related to featured story</td>
<td>5</td>
<td>11 (5)</td>
<td>0.2 (0.4)</td>
<td>160 (16)</td>
<td>183 (21)</td>
</tr>
<tr>
<td>Campaign poster</td>
<td>5</td>
<td>23 (30)</td>
<td>0 (0)</td>
<td>584 (959)</td>
<td>850 (1494)</td>
</tr>
<tr>
<td>Information resource</td>
<td>2</td>
<td>10 (7)</td>
<td>0 (0)</td>
<td>153 (28)</td>
<td>177 (42)</td>
</tr>
<tr>
<td>Winner announcement</td>
<td>5</td>
<td>12 (6)</td>
<td>0.2 (0.4)</td>
<td>160 (27)</td>
<td>187 (39)</td>
</tr>
<tr>
<td>24-hour story</td>
<td>58</td>
<td>N/A b</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aSome campaign posters on Instagram were boosted with paid advertising.

*bN/A: not applicable; this information was unable to be collected from Instagram.

Table 5. Metrics of the #eatwellcovid19 social media videos on Instagram.

<table>
<thead>
<tr>
<th>Instagram video category</th>
<th>Posts, n</th>
<th>Likes, mean (SD)</th>
<th>Reach, mean (SD)</th>
<th>Views, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Featured story submission</td>
<td>2</td>
<td>14 (3)</td>
<td>155 (12)</td>
<td>103 (27)</td>
</tr>
</tbody>
</table>

Table 6. Metrics of the #eatwellcovid19 social media posts on Twitter.

<table>
<thead>
<tr>
<th>Twitter post category</th>
<th>Posts, n</th>
<th>Engagements, mean (SD)</th>
<th>Engagement rate a, mean (SD)</th>
<th>Impressions, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Featured story submission</td>
<td>26</td>
<td>10 (10)</td>
<td>3 (2)</td>
<td>281 (212)</td>
</tr>
<tr>
<td>Supplemental content related to featured story</td>
<td>3</td>
<td>10 (10)</td>
<td>3 (0.6)</td>
<td>339 (368)</td>
</tr>
<tr>
<td>Campaign poster</td>
<td>7</td>
<td>18 (18)</td>
<td>2 (1)</td>
<td>890 (830)</td>
</tr>
<tr>
<td>Information resource</td>
<td>1</td>
<td>1 (0)</td>
<td>1 (0)</td>
<td>218 (0)</td>
</tr>
<tr>
<td>Winner announcement</td>
<td>2</td>
<td>4 (2)</td>
<td>2 (1)</td>
<td>217 (0.7)</td>
</tr>
</tbody>
</table>

*aThis value is calculated by Twitter and is total engagements divided by total impressions for the listed type of #eatwellcovid19 post [55].

Results on Instagram campaign performance using social media metrics were similar to Facebook. In total, 55 #eatwellcovid19 posts, not including 24-hour stories, were shared on EWS's Instagram page and these posts received a total of 823 likes and 15 comments. After excluding post types that were sometimes promoted with paid advertising, featured story posts (n=36) had higher numbers of mean likes (15 likes/post) and mean comments (0.4 comments/post) compared to other types of posts, such as winner announcements (mean 12 likes/post and mean 0.2 comments/post), supplemental content related to the featured story (mean 11 likes/post and mean 0.2 comments/post), and information resource posts (mean 10 likes/post and mean 0 comments/post). The campaign was also seen by many followers on Instagram. In total, there were 15,199 impressions, averaging an engagement rate of 3%. Impressions were highest for campaign posters, followed by supplemental content related to featured story posts, featured story posts, information resource posts, and winner announcement posts.

Semistructured Qualitative Interviews

In total, 86 people indicated interest in participating in a qualitative interview, 35 people responded to the initial screening to proceed further, 12 were ineligible based on pre-established criteria, and 20 interviews were conducted. No participants dropped out of the study after the interviews took place. The average interview took 8 minutes and 54 seconds (range 4 minutes and 39 seconds to 12 minutes and 31 seconds). Participant demographics are listed in Table 7.
Table 7. Demographics of interview participants.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Participants (N=20), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age category (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>8 (40)</td>
</tr>
<tr>
<td>31-50</td>
<td>10 (50)</td>
</tr>
<tr>
<td>51-70</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Rural</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Remote</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Immigrant status</strong></td>
<td></td>
</tr>
<tr>
<td>Canadian citizen or nonrecent immigrant (&gt;5 years residing in Canada)</td>
<td>19 (95)</td>
</tr>
<tr>
<td>Recent immigrant (&lt;5 years residing in Canada)</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

The participants followed EWS for variable amounts of time; of note, most of these participants followed EWS on Facebook and Instagram, and only one participant followed EWS on Twitter. Analysis of the interview transcripts showed that followers appreciated the content shared during the #eatwellcovid19 campaign. There appeared to be two types of campaign followers. The first type of follower valued the positive personal stories shared in a time with increased negative news, the stories resonated with them, and they felt a connection to their community by following this campaign. A notable quote from an interviewee demonstrated that the storytelling format provided a connection to the community in a time where physical connection was not possible:

_I think that there’s a lot of value in taking people’s stories, lived experiences, and sharing it with others because I find, a lot of the times, we are living in silos and we’re all thinking, “I’m the only one who struggles with food insecurity. I’m the only one that can’t figure out how to make healthy meals for my kids that they’ll actually eat,” and really that’s not the case at all, but with the opportunity that comes with working with other people that says, “Me too. I struggle with this as well.” It brings connection and community within these silos we have and just makes us know that we’re not alone in our struggles. Everybody has concerns about food and how to be healthy._ [Participant #13, female, 18 to 30 years of age]

The second type of follower was content driven; these followers appreciated the evidence-based information given and followed the campaign for recipes, meal planning tips, and food safety information during the COVID-19 pandemic. A notable quote from an interviewee demonstrated that the campaign helped them to overcome grocery shopping challenges during the COVID-19 pandemic:

_There was this link to “How to grocery shop and prioritize during COVID.” And there was lots of information about, “Don’t over-buy. Make sure you have this on stock and this on stock,” and it’s really good for me because I’m kind of not the great—I don’t have too much income, and so I have to prioritize and budget pretty well. So seeing a list like that was pretty good for helping me to try to prioritize what I need during this time._ [Participant #14, female, 18 to 30 years of age]

Both types of followers appreciated and emphasized the importance of sharing local, Saskatchewan-based content to meet the unique needs of Saskatchewan residents.

**Discussion**

**Principal Findings**

Overall, numerous stories on various topics related to healthy eating were submitted to the #eatwellcovid19 social media campaign. In general, the social media metrics revealed that featured stories had better engagement compared to other types of posts (eg, supplemental content related to featured stories). The #eatwellcovid19 campaign also reached many individuals and made numerous impressions on social media. The semistructured interviews revealed that there were two types of campaign followers: those who appreciated reading the featured story posts, as they found that these posts helped them to feel connected to their community, and those who appreciated the evidence-based information. The lessons learned from #eatwellcovid19 are helpful to those looking to develop their own social media campaigns for health purposes.
In total, EWS received 75 story submissions from 74 individuals for #eatwellcovid19 over the 16-week campaign, which was substantial. The topics of the submitted stories were broad and included, for example, gardening, traditional skills, grocery shopping, family time, and meals. Because of the broad nature of story topics, they seemed to appeal to a wide variety of followers. This campaign was also unique, as much of the campaign content was organic and provided by the social media followers rather than developed by researchers or health professionals, which is more typical in social media campaigns [61]. We also found that Can $100 grocery gift card draws were likely a good incentive for the public to submit their personal stories. This finding is not surprising, as Perrault et al also found in their survey study on college health social media pages that incentives were desired by students to follow, interact with content, and share content with others [62]. Of note, a few of the gift card winners commented on how helpful the Can $100 grocery gift card was going to be in the economically challenging times.

In terms of engagement on Facebook, and likes and comments on Instagram, featured story submissions appeared to perform the strongest relative to other types of campaign posts, including supplemental content related to the featured story, winner announcements, and information resources. This finding is similar to a study by Gabarron et al who found that on the Facebook, Instagram, and Twitter pages for the Norwegian Diabetes Association, posts containing stories and personal interviews had the most likes, comments, and shares compared to other types of posts over a 3-year period [63]. They also found that posts with information on recipes and food-related information received less engagement [63]. In addition, Pedersen et al also found that in a social media campaign on human papillomavirus vaccine promotion, posts with personal stories had the best engagement and created positive comments [64]. These findings were also not surprising, as Heldman et al have suggested that soliciting user-generated content is something that should be encouraged to promote user engagement when using social media for public health purposes [39]. This suggests that use of personal stories and experiences is a valuable way to promote engagement in social media for health purposes.

Although featured story submissions had the highest engagement on Facebook and Instagram, using likes and comments, this was not the case with Twitter. On Twitter, the posters advertising the campaign had the highest engagement, and featured stories and supplemental content related to the featured story had similar engagement levels. These findings may be attributed to the 280-character limit imposed by Twitter. As a result of this character limit, the EWS team had to shorten and paraphrase the stories to fit in the allotted space. This paraphrasing often removed the bulk of the story and, as a result, may have diminished the personal connection that followers found in the featured story submissions on the other platforms. Another possible reason for this finding is that Facebook, Instagram, and Twitter are unique platforms, and each platform has a different user demographic [41]. For example, Instagram has a large number of users aged 18 to 24 years [41]. In addition, in a study examining preferences for a diabetes health promotion campaign, Gabarron et al [65] determined that Facebook was the most preferred platform overall for health promotion campaigns, and Twitter was the least preferred. These preferences could also explain different findings in the relative performance of different types of posts on the different platforms. It is important when developing and implementing social media campaigns for health-related purposes that the developers investigate and determine which platform is most appropriate to choose, as preferences change frequently and new platforms are always emerging [66]. Pilot studies and survey research of target followers may be a strategy to gather this information.

Overall, followers appreciated the positive messages and content of this campaign, especially in a time of increased exposure to negative news. This finding aligns with results found by Pahayahay and Khalili-Mahani [42] described earlier. Additionally, there is a growing concern surrounding the quality of information shared on social media, including the presence of nonevidence-based health information; therefore, recommendations have been made for health professionals to counteract this misinformation by providing simple, evidence-based content through social media channels [67]. Interview participants felt that the #eatwellcovid19 campaign shared valuable stories and reliable and attainable nutrition information and advice. It was reassuring for followers that content was evidence based, positive, and vetted by a dietitian. Different kinds of followers followed the campaign, so a variety of content is very important to appeal to everyone. Although some followers liked how the campaign helped to connect individuals when they were apart from others, others still followed the campaign for simple food and nutrition information, and not just for community connection. This should be taken into consideration when developing future health promotion campaigns.

EWS is a relatively new service in Saskatchewan, established in March 2019, and has since been actively growing its online social media following. As EWS’s following continues to grow, the performance of future campaigns will likely improve, especially considering that 158,162 impressions were made on a combined total of only 2306 followers across the three social media platforms. Focusing on the social media metrics of the campaign, Facebook performed the best, which is not surprising because it is also EWS’s most followed platform. The campaign made more impressions on Twitter than it did on Instagram, which is surprising because EWS has more followers on Instagram than Twitter and 19 more #eatwellcovid19 posts were shared on Instagram compared to Twitter. All platforms experienced a growth in their following, with 30% growth in EWS Instagram’s following being the most substantial. The growth in followers across platforms because of the #eatwellcovid19 campaign suggests that health professionals and health organizations with a small social media following could use a health promotion social media campaign to establish themselves on social media and increase their following [62].

The design of our campaign could be viewed as a strength or a limitation, as the success of the campaign was dependent on the participation of EWS social media followers and their willingness to submit stories. Due to the high volume and quality of the submissions received, the #eatwellcovid19 campaign was
able to share numerous stories on a variety of topics as well as credible nutrition information that supplemented those stories. However, if EWS had only received a small number of stories for the campaign, there would not have been enough material to make it successful. Although personal stories are empowering and are a valuable tool for public engagement, it can be time-consuming to collect stories and turn them into posts, and it is possible that the content submitted by followers may not align well with the overall goals or message of the campaign. Therefore, health professionals who have specific content to share in a timely manner may have a difficult time incorporating user-shared stories into their campaign design.

A limitation of the #eatwellcovid19 evaluation was that we were unable to determine if eating behavior changes occurred as a direct result of the campaign; however, some qualitative data suggest that small behavior changes may have occurred or been prompted by the campaign. Another limitation of the study was that the interviewer for the semistructured qualitative interviews was not external to the campaign. In addition, we are unsure of the demographics of EWS followers, as social media metrics from each platform do not provide detailed follower demographic information (ie, where a follower lives). Therefore, we are also unsure if the participants who completed interviews are directly representative of campaign followers. A final limitation and a lesson learned for future social media campaigns is that detailed 24-hour story metrics are only available for a short time on Facebook and Instagram (eg, 28 days on Facebook). We only learned after the campaign was finished that Instagram and Facebook 24-hour story metrics could not be collected, as we collected our data past the time point of where this information was available. As a result, we were only able to capture the number of stories shared. This oversight was unfortunate because there was a substantial amount of reach and follower engagement that occurred with using the 24-hour stories in the #eatwellcovid19 campaign. In future campaigns, it would be valuable to record the number of stories shared and continually collect these metrics, such as reach and engagement, to better evaluate campaign performance. In addition, use of the 24-hour story feature in social media is a promising area of future research for health-related social media campaigns.

Conclusions
Numerous stories were shared to #eatwellcovid19 that showcased various strategies on how individuals were eating well during the COVID-19 pandemic. On Instagram and Facebook, posts that featured these stories had the highest engagement compared to other post types (eg, supplemental content related to the feature story). During this campaign, EWS’s social media following increased by more than 10% on each platform. The #eatwellcovid19 campaign can be used as a reference for other health care professionals interested in the design of future social media campaigns.
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Abstract

Background: COVID-19 is a highly contagious and highly pathogenic disease caused by a novel coronavirus, SARS-CoV-2, and it has become a pandemic. As a vulnerable population, university students are at high risk during the epidemic, as they have high mobility and often overlook the severity of the disease because they receive incomplete information about the epidemic. In addition to the risk of death from infection, the epidemic has placed substantial psychological pressure on the public. In this respect, university students are more prone to psychological problems induced by the epidemic compared to the general population because for most students, university life is their first time outside the structure of the family, and their mental development is still immature. Internal and external expectations and academic stress lead to excessive pressure on students, and unhealthy lifestyles also deteriorate their mental health. The outbreak of COVID-19 was a significant social event, and it could potentially have a great impact on the life and the mental health of university students. Therefore, it is of importance to investigate university students’ mental health status during the outbreak of COVID-19.

Objective: The principal objective of this study was to investigate the influencing factors of the psychological responses of Chinese university students during the COVID-19 outbreak.

Methods: This study used data from a survey conducted in China between February 21 and 24, 2020, and the data set contains demographic information and psychological measures including the Self-Rating Anxiety Scale, the Self-Rating Depression Scale, and the compulsive behaviors portion of the Yale-Brown Obsessive-Compulsive Scale. A total of 2284 questionnaires were returned, and 2270 of them were valid and were used for analysis. The Mann-Whitney U test for two independent samples and binary logistic regression models were used for statistical analysis.

Results: Our study surveyed 563 medical students and 1707 nonmedical students. Among them, 251/2270 students (11.06%) had mental health issues. The results showed that contact history of similar infectious disease (odds ratio [OR] 3.363, P=.02), past medical history (OR 3.282, P<.001), and compulsive behaviors (OR 3.525, P<.001) contributed to the risk of mental health issues. Older students (OR 0.928, P=.02), regular daily life during the epidemic outbreak (OR 0.410, P<.001), and exercise during the epidemic outbreak (OR 0.456, P<.001), and concern related to COVID-19 (OR 0.638, P=.002) were protective factors for mental health issues.
Conclusions: According to the study results, mental health issues have seriously affected university students, and our results are beneficial for identifying groups of university students who are at risk for possible mental health issues so that universities and families can prevent or intervene in the development of potential mental health issues at the early stage of their development.

**KEYWORDS**

university students; depressive symptoms; anxiety symptoms; mental health status; COVID-19; pandemic; mental health; anxiety; psychological health

**Introduction**

A novel coronavirus pneumonia disease, COVID-19, spread very quickly across China in early 2020 [1]. The outbreak was first discovered in late December 2019, when a series of unexplained pneumonia cases were identified that were related to epidemiologically undiscovered seafood market exposure in Wuhan City, Hubei Province, China [2]. According to the official website of the National Health Commission of the People’s Republic of China, on July 31, 2020, a total of 84,337 confirmed cases had accumulated, including 78,989 discharged cases and 4634 deaths; a total of 789,742 close contacts were tracked, and 20,278 close contacts were still under medical observation [3]. The World Health Organization declared the COVID-19 outbreak a public health emergency of international concern on January 30, 2020 [4]. More than 83 million confirmed infection cases across more than 200 countries globally had been reported as of December 31, 2020, including over 1.82 million deaths [5]. The advanced and rapid spread of COVID-19 has brought many complex challenges to the global public health and medical communities.

COVID-19 has brought the risk of death from infection and unbearable psychological pressure to people worldwide [6]. Previous research has shown that the COVID-19 has had a broad psychosocial impact on humans at the individual level, where people may feel fear of illness or death, helplessness, and stigma [7]. During a public health emergency, approximately 10% to 30% of the public are very concerned or quite concerned about the possibility of contracting the disease [8]. As schools and businesses are closed due to the pandemic, individuals’ negative emotions become more complicated [9]. Many studies investigated the psychological impact on uninfected communities during the severe acute respiratory syndrome (SARS) outbreak and found a significant mental illness incidence [10]. Studies also found some risk factors for the deterioration of mental health: being female [11,12], having a medical history, such as prior psychiatric illness, physical illness, or chronic disease [13-15], being unmarried [16-18], having lower income [13,16,19], and experiencing a negative economic impact [20]. People who were more likely to take preventive measures against the infection were older, female, and highly educated; they also had intensive awareness of SARS, a moderate level of anxiety, and a positive contact history [21].

An essential part of the population is university students, who are under heavy study pressure and have unhealthy lifestyles; more importantly, the university stage is a stage of transition to maturity in life development. During university studies, the social knowledge that students have acquired may be insufficient to understand the pandemic due to the limited social activities of students compared with that of working adults [22]. Therefore, the students are not inclined to find ways to release pressure, which can lead to unstable mental states, and the situation can worsen in epidemics such as the COVID-19 pandemic. Besides, the sources of COVID-19 infection may be study places at the university, and populations of hundreds of millions of students are at risk of spreading the virus [23]. Many studies have shown that the outbreak of infectious diseases will have a psychological impact on the general population, including medical staff and university students. A prominent example is the mental sequelae observed during the outbreak of SARS in 2003 [24]. Studies of the SARS outbreak have shown that medical staff experienced acute stress reactions [25,26]. However, medical students also require attention because they are students with fragile mental endurance and medical workers without complete medical training, and their exposure risks are higher than those of other people.

Therefore, the aim of our study is to investigate the mental health of university students and its influencing factors during the COVID-19 pandemic on groups of both medical and nonmedical students. In this study, we conducted a survey of the targeted sample with the aims to explore risk factors that contributed to mental disease during the pandemic and to provide evidence for psychological intervention programs for university students. This research is essential for students’ healthy growth and is an effective response to future work and mental health interventions for students.

**Methods**

**Study Population and Sample**

The targeted population included medical students from 57 universities in China. In this study, a cross-sectional survey was developed, and anonymous web-based questionnaires were used to investigate students’ mental health status during the COVID-19 epidemic. A snowball sampling strategy was used; the web-based survey was first distributed to medical students, and they were encouraged to pass it on to others. A total of 2284 questionnaires were returned, and 14 of them were excluded because the respondents did not fill in the answers completely or did not meet the criteria of the survey; for example, some respondents were teachers and not students. A total of 2270 valid questionnaires were finalized in the study, including surveys from 563 medical students and 1707 nonmedical students.
Study Instruments

The questionnaire contained the demographic information and psychological measures, which include the Self-Rating Anxiety Scale (SAS), the Self-Rating Depression Scale (SDS), and the compulsive behaviors part of the Yale-Brown Obsessive-Compulsive Scale (YBOCS).

Demographic Information

The questions on demographic information in this study were related to gender, age, whether the respondent is an only child, ethnicity, place of residence, region of residence, whether the respondent has participated in volunteer work, contact history of similar infectious disease, past medical history, regularity of daily life and exercise during the epidemic, and concern about COVID-19. The geographical distribution map of the participants was depicted by ArcGIS software (Esri), and the cutoff points for classification were based on the Jenks classification technique as employed in ArcGIS, version 10.5.

The SAS and SDS

The SAS and SDS [27,28] were developed by William WK Zung, a psychiatrist at Duke University. Both the SAS and SDS are Likert scale surveys. They each contain 20 items of self-report examination that measure the level of anxiety symptoms (SAS) or depressive symptoms (SDS). The scores of the 20 items are added in each scale and then converted into standard scores, where higher scores represent more severe anxiety or depression. Based on the Chinese norm, people who score more than 50 on the SAS scale are defined as having anxiety symptoms, and people who score more than 53 on the SDS are treated as having depressive issues. The SAS demonstrated good internal consistency (Cronbach $\alpha$=.828), and the SDS also showed good internal consistency (Cronbach $\alpha$=.849).

The YBOCS

The YBOCS was developed to remedy problems with existing rating scales by providing a specific measure of the severity of symptoms of obsessive-compulsive disorder (OCD) [29]. This measure ensures that the mental disorder will not be influenced by the type of obsessions or compulsions present. The scale is clinician rated and includes 10 items; a score $\geq 6$ indicates compulsive behavior. In this study, we used only part of the compulsive behaviors scale of the YBOCS, and it demonstrated good internal consistency (Cronbach $\alpha$=.810).

Data Analysis

Data were analyzed using SPSS, version 26.0 (IBM Corporation). According to the data type, the Mann-Whitney $U$ test, a type of nonparametric test, was used to explore the significant associations between sample characteristics and mental health issues during the COVID-19 epidemic. Binary logistic regression analysis was conducted for dependent variables (mental health issues) and independent variables (demographic and psychological measures), and we set the level of statistical significance as $P<.05$.

Ethics Approval and Consent to Participate

This study was conducted in compliance with the Declaration of Helsinki’s ethical principles and its later amendments, and the study was reviewed and approved by the Ethics Committee on Human Experimentation of China Medical University (EC-2020-KS-025). The study procedures followed ethical standards. The participants were informed of the study protocol, and consent was received from all the participants. All participation was voluntary and anonymous. Confidentiality was ensured in processing personal data and maintaining individual records.

Results

The characteristics and other demographic information in the valid sample of 2270 respondents are summarized in Table 1. In this study, a new dependent variable (mental health issues) was created to evaluate which independent variables affected the mental health of university students, and the samples with positive mental health issues included students with both positive anxiety symptoms and positive depression symptoms. The results showed that 251 out of 2270 students (11.1%) had mental health issues; among these 251 students, 106 were male (42.2%) and 145 were female (57.8%). Of these 251 students, 214 (85.3%) were between 19 and 24 years of age. The distribution of participants covered the country of China, as shown in Figure 1.

The Mann-Whitney $U$ test shows that age, contact history of similar infectious disease, past medical history, compulsive behaviors, the regularity of daily life during the epidemic outbreak, exercise during the epidemic outbreak, and concern about COVID-19 were correlated with mental health issues (all $P<.05$), as shown in Table 2. However, gender, being an only child, ethnicity, place of residence, region, joining in volunteer work, and student type (medical vs nonmedical) had no statistically significant associations with mental health issues (all $P>.05$).
Table 1. Distribution of anxiety symptoms, depressive symptoms, and mental health issues among students (N=2270).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, n (%)</th>
<th>Anxiety symptoms, n (%)</th>
<th>Depressive symptoms, n (%)</th>
<th>Mental health issues, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>877 (38.6)</td>
<td>47 (5.4)</td>
<td>830 (94.6)</td>
<td>96 (10.9)</td>
</tr>
<tr>
<td>Female</td>
<td>1393 (61.4)</td>
<td>39 (2.8)</td>
<td>1354 (97.2)</td>
<td>141 (10.1)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>250 (11)</td>
<td>10 (4)</td>
<td>240 (96)</td>
<td>31 (12.4)</td>
</tr>
<tr>
<td>19-24</td>
<td>1926 (84.8)</td>
<td>73 (3.8)</td>
<td>1853 (96.2)</td>
<td>204 (10.6)</td>
</tr>
<tr>
<td>≥25</td>
<td>94 (4.1)</td>
<td>3 (3.2)</td>
<td>91 (96.8)</td>
<td>2 (2.1)</td>
</tr>
<tr>
<td>Only child</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1051 (46.3)</td>
<td>43 (4.1)</td>
<td>1008 (95.9)</td>
<td>112 (10.7)</td>
</tr>
<tr>
<td>No</td>
<td>1219 (53.7)</td>
<td>43 (3.5)</td>
<td>1176 (96.5)</td>
<td>125 (10.3)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>1936 (85.3)</td>
<td>76 (3.9)</td>
<td>1860 (96.1)</td>
<td>206 (10.6)</td>
</tr>
<tr>
<td>Minority</td>
<td>334 (14.7)</td>
<td>10 (3.0)</td>
<td>324 (97.0)</td>
<td>31 (9.3)</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>938 (41.3)</td>
<td>34 (3.6)</td>
<td>904 (96.4)</td>
<td>98 (10.4)</td>
</tr>
<tr>
<td>Rural</td>
<td>1332 (58.7)</td>
<td>52 (3.9)</td>
<td>1280 (96.1)</td>
<td>139 (10.4)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubei Province</td>
<td>26 (1.1)</td>
<td>1 (3.8)</td>
<td>25 (96.2)</td>
<td>2 (7.7)</td>
</tr>
<tr>
<td>Outside Hubei Province</td>
<td>2244 (99)</td>
<td>85 (3.8)</td>
<td>2159 (96.2)</td>
<td>235 (10.5)</td>
</tr>
<tr>
<td>Joined in volunteer work</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>246 (10.8)</td>
<td>9 (3.7)</td>
<td>237 (96.3)</td>
<td>30 (12.2)</td>
</tr>
<tr>
<td>No</td>
<td>2024 (89.2)</td>
<td>77 (3.8)</td>
<td>1947 (96.2)</td>
<td>207 (10.2)</td>
</tr>
<tr>
<td>Contact history of similar infectious disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (1)</td>
<td>4 (17.4)</td>
<td>19 (82.6)</td>
<td>8 (34.8)</td>
</tr>
<tr>
<td>No</td>
<td>2247 (99)</td>
<td>82 (3.6)</td>
<td>2165 (96.4)</td>
<td>229 (10.2)</td>
</tr>
<tr>
<td>Past medical history</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>101 (4.4)</td>
<td>12 (11.9)</td>
<td>89 (88.1)</td>
<td>27 (26.7)</td>
</tr>
<tr>
<td>No</td>
<td>2169 (95.6)</td>
<td>74 (3.4)</td>
<td>2095 (96.6)</td>
<td>210 (9.7)</td>
</tr>
<tr>
<td>Compulsive behaviors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>313 (13.8)</td>
<td>35 (11.2)</td>
<td>278 (88.8)</td>
<td>76 (24.3)</td>
</tr>
<tr>
<td>No</td>
<td>1957 (86.2)</td>
<td>51 (2.6)</td>
<td>1906 (97.4)</td>
<td>161 (8.2)</td>
</tr>
<tr>
<td>Regularity of daily life</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td>1301 (57.3)</td>
<td>19 (1.5)</td>
<td>1282 (98.5)</td>
<td>76 (5.8)</td>
</tr>
<tr>
<td>Irregular</td>
<td>969 (42.7)</td>
<td>67 (6.9)</td>
<td>902 (93.1)</td>
<td>161 (16.6)</td>
</tr>
<tr>
<td>Exercise</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No exercise</td>
<td>809 (35.6)</td>
<td>47 (5.8)</td>
<td>762 (94.2)</td>
<td>135 (16.7)</td>
</tr>
<tr>
<td>Continued exercise</td>
<td>1461 (64.4)</td>
<td>39 (2.7)</td>
<td>1422 (97.3)</td>
<td>102 (7.0)</td>
</tr>
<tr>
<td>Concern about COVID-19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not very concerned (&lt;1 hour per day)</td>
<td>1036 (45.6)</td>
<td>32 (3.1)</td>
<td>1004 (96.9)</td>
<td>131 (12.6)</td>
</tr>
<tr>
<td>Variable</td>
<td>Total, n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Anxiety symptoms, n (%)</td>
<td>Depressive symptoms, n (%)</td>
<td>Mental health issues, n (%)</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------</td>
<td>-------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Very concerned (&gt;1 hour per day)</td>
<td>1234 (54.4)</td>
<td>54 (4.4)</td>
<td>1180 (95.6)</td>
<td>106 (8.6)</td>
</tr>
<tr>
<td>Student type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical student</td>
<td>563 (24.8)</td>
<td>20 (3.6)</td>
<td>543 (96.4)</td>
<td>57 (10.1)</td>
</tr>
<tr>
<td>Nonmedical student</td>
<td>1707 (75.2)</td>
<td>66 (3.9)</td>
<td>1641 (96.1)</td>
<td>180 (10.5)</td>
</tr>
<tr>
<td>Total</td>
<td>2270 (100)</td>
<td>86 (3.8)</td>
<td>2184 (96.2)</td>
<td>237 (10.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages in the Total column are calculated based on N=2270; all other percentages are calculated based on the values in the Total column.

**Figure 1.** Geographical distribution map of the 2270 study participants.
The above 7 factors (age, contact history of similar infectious disease, past medical history, compulsory behaviors, regularity of daily life, exercise, and concern about COVID-19) that had a significant association ($P<.05$) in the Mann-Whitney $U$ test were entered into binary logistic regression model 1 as independent variables for mental health issues. Likewise, all the other above factors were entered into the binary logistic regression model in order of $P$ value from small to large (the order is indicated in Table 2). First, we analyzed the overall effectiveness of these models (Table 3). The original hypothesis of the model test was that the quality of the model would be the same if the independent variable was or was not included. The results showed that the $P$ value is <.05, which means that the original hypothesis is rejected, and the construction of these models is meaningful; moreover, based on the Akaike information criterion (AIC) goodness-of-fit statistic for comparing models, model 1 (AIC=1397.629), with the lowest AIC statistic, is the model with the best fit.

As shown in Table 4, the above 7 factors in the optimal model (Model 1) were used as independent variables, and mental health issues were used as the dependent variable for binary logistic regression analysis; the formula of the model was $P = 0.618 - 0.075 \times X1 + 1.213 \times X2 + 1.188 \times X3 + 1.260 \times X4 - 0.892 \times X5 - 0.786 \times X6 - 0.450 \times X7$ (where $P$ represents the probability that mental health issues are positive and $1 - P$ represents the probability that mental health issues are negative). The analysis indicates that age (odds ratio [OR] 0.928, $P=.02$), regular daily life during the epidemic outbreak (OR=0.410, $P<.001$), exercise during the epidemic outbreak (OR 0.456, 

### Table 2. Mann-Whitney $U$ tests and $z$ scores of factors affecting students’ mental health issues as the grouping variable.

<table>
<thead>
<tr>
<th>Variable (factor)</th>
<th>Mann-Whitney $U$</th>
<th>Mann-Whitney $z$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (X8)</td>
<td>243138.00</td>
<td>-1.241</td>
<td>.22</td>
</tr>
<tr>
<td>Age (X1)</td>
<td>241098.00</td>
<td>-2.015</td>
<td>.04</td>
</tr>
<tr>
<td>Only child (X11)</td>
<td>249085.00</td>
<td>-0.508</td>
<td>.61</td>
</tr>
<tr>
<td>Ethnicity (X13)</td>
<td>252327.50</td>
<td>-0.176</td>
<td>.86</td>
</tr>
<tr>
<td>Place of residence (X14)</td>
<td>252570.50</td>
<td>-0.097</td>
<td>.92</td>
</tr>
<tr>
<td>Region (X10)</td>
<td>252391.50</td>
<td>-0.550</td>
<td>.58</td>
</tr>
<tr>
<td>Joining in volunteer work (X9)</td>
<td>249072.50</td>
<td>-0.818</td>
<td>.41</td>
</tr>
<tr>
<td>Contact history of similar infectious disease (X2)</td>
<td>247191.00</td>
<td>-3.646</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Past medical history (X3)</td>
<td>233145.00</td>
<td>-5.787</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Compulsive behaviors (X4)</td>
<td>200731.00</td>
<td>-9.003</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Regularity of daily life (X5)</td>
<td>179774.00</td>
<td>-8.774</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Exercise (X6)</td>
<td>192609.00</td>
<td>-7.481</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Concern about COVID-19 (X7)</td>
<td>230177.50</td>
<td>-2.747</td>
<td>.006</td>
</tr>
<tr>
<td>Student type (X12)</td>
<td>250828.00</td>
<td>-0.349</td>
<td>.73</td>
</tr>
</tbody>
</table>

### Table 3. Model summary of binary logistic regression analysis of students’ mental health issues.

<table>
<thead>
<tr>
<th>Model</th>
<th>$-2 \log$ likelihood</th>
<th>Chi-square (df)</th>
<th>$P$ value</th>
<th>AIC$^a$</th>
<th>BIC$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept-only</td>
<td>1578.608</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Model 1 (X1, X2, X3, X4, X5, X6, X7)</td>
<td>1381.629</td>
<td>196.979 (7)</td>
<td>&lt;.001</td>
<td>1397.629</td>
<td>1443.449</td>
</tr>
<tr>
<td>Model 2 (X1, X2, X3, X4, X5, X6, X7, X8)</td>
<td>1380.594</td>
<td>198.014 (8)</td>
<td>&lt;.001</td>
<td>1398.594</td>
<td>1450.142</td>
</tr>
<tr>
<td>Model 3 (X1, X2, X3, X4, X5, X6, X7, X8, X9)</td>
<td>1378.846</td>
<td>199.762 (9)</td>
<td>&lt;.001</td>
<td>1398.846</td>
<td>1456.121</td>
</tr>
<tr>
<td>Model 4 (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10)</td>
<td>1378.483</td>
<td>200.125 (10)</td>
<td>&lt;.001</td>
<td>1400.483</td>
<td>1463.486</td>
</tr>
<tr>
<td>Model 5 (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11)</td>
<td>1378.313</td>
<td>200.295 (11)</td>
<td>&lt;.001</td>
<td>1402.313</td>
<td>1471.044</td>
</tr>
<tr>
<td>Model 6 (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12)</td>
<td>1377.973</td>
<td>200.635 (12)</td>
<td>&lt;.001</td>
<td>1403.973</td>
<td>1478.431</td>
</tr>
<tr>
<td>Model 7 (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12, X13)</td>
<td>1377.778</td>
<td>200.830 (13)</td>
<td>&lt;.001</td>
<td>1405.778</td>
<td>1485.963</td>
</tr>
<tr>
<td>Model 8 (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12, X13, X14)</td>
<td>1377.540</td>
<td>201.068 (14)</td>
<td>&lt;.001</td>
<td>1407.540</td>
<td>1493.453</td>
</tr>
</tbody>
</table>

$^a$AIC: Akaike information criterion.  
$^b$BIC: Bayesian information criterion.  
$^c$N/A: not applicable.
P<.001), and concern about COVID-19 (OR 0.638, P=.002) were protective factors for mental health issues, as shown in Table 3. The results showed that older students and students who maintained regular daily life activity and physical exercise during the COVID-19 pandemic were less likely to have mental health issues. However, contact history of similar infectious disease (OR 3.363, P=.02), past medical history (OR 3.282, P<.001), and compulsive behaviors (OR 3.525, P<.001) were risk factors for mental health issues; this finding showed that students with these three conditions were more likely to have mental health issues.

### Table 4. Estimations of binary logistic regression analysis of students' mental health issues as the dependent variable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mental health issues</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
</tr>
<tr>
<td>Age</td>
<td>-0.075</td>
</tr>
<tr>
<td>Contact history of similar infectious disease (yes vs no)</td>
<td>1.213</td>
</tr>
<tr>
<td>Past medical history (yes vs no)</td>
<td>1.188</td>
</tr>
<tr>
<td>Compulsive behaviors (yes vs no)</td>
<td>1.260</td>
</tr>
<tr>
<td>Regularity of daily life (regular vs irregular)</td>
<td>-0.892</td>
</tr>
<tr>
<td>Exercise (yes vs no)</td>
<td>-0.786</td>
</tr>
<tr>
<td>Concern about COVID-19 (yes vs no)</td>
<td>-0.450</td>
</tr>
<tr>
<td>Constant</td>
<td>0.618</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

In our study, we analyzed the psychological responses and associated factors, including risk factors and protective factors, of both medical and nonmedical students after the outbreak of COVID-19. We found that past medical history, contact history of similar infectious diseases, and compulsive behaviors contributed to the risk of mental health issues. Maintenance of regular daily life and exercise during the epidemic outbreak, older age, and high levels of concern (>1 hour per day) about COVID-19 were protective factors for mental health issues.

The COVID-19 outbreak is the largest outbreak of atypical pneumonia since SARS in 2003 in terms of the number of infection cases and time of spread [30]. COVID-19, compared with SARS, has brought greater risk of death and very high psychological pressure to people worldwide due to its power of “superspreading” among humans [6,31]. Studies have demonstrated the psychological impact of the early stage of COVID-19 on the general population, including college students [32-34], and it has been indicated that both medically trained medical staff and nonmedical health care personnel can be affected [35,36]. Our study provided evidence that 251/2270 students (11.1%) encountered mental health issues during the outbreak of COVID-19. During the continuous spread of the epidemic, strict isolation measures and closures in campuses across China may have affected university students’ mental health [37,38]. More importantly, medical students who are medical workers with incomplete training possess only basic medical knowledge and do not have proficient professional skills and abundant clinical experience. Therefore, their clinical exposure risks are higher than those of other people. Likewise, the mental health of medical students requires attention during the pandemic.

A few studies reporting the psychological conditions of college students or medical students during the COVID-19 outbreak emerged during the preparation of our manuscript. Copeland et al [39] investigated the impact of the COVID-19 pandemic on the emotions, behaviors, and wellness behaviors of first-year college students and showed that COVID-19 and related mitigation strategies have a moderate but continuous impact on mood and healthy behavior. Bolatov et al [40] compared the mental state of medical students switching to web-based learning with that of students who received traditional learning during the COVID-19 pandemic, and they revealed that the prevalence of burnout syndrome, depression, anxiety, and somatic symptoms decreased after the transition. Li et al [41] investigated the rates of three mental health problems (acute stress, anxiety, and depressive symptoms) and their change patterns in two phases of the pandemic (early vs under control), and they showed that the significant predictors of distinct mental health trajectories included senior students, COVID-19 exposure, COVID-19–related worries, social support, and family function. Isralowitz et al [42] examined COVID-19–related fear and its association with psychoemotional conditions, including use of substances such as tobacco, alcohol, and cannabis, among Israeli and Russian social work students at two peak points or waves of infection. These literature reports focused on a specific population or condition, a relatively small sample size, and limited survey items during the COVID-19 pandemic. Compared with the above studies, our survey covered a large population of both medical and nonmedical university students, from undergraduates to graduates, with a wide geographical range using multidimensional survey items, including detailed demographic information and mental and behavioral status, and we analyzed the factors associated with the psychological responses. Our results are more specific and detailed.

Our study focused on the psychological status of university students and concluded that university students with compulsive behaviors are more likely to have mental health issues, which
confirmed the conclusions of previous research. The research has suggested that youth with OCD are at risk of experiencing comorbid psychiatric conditions, such as depression and anxiety [43]. Students with past medical history are more likely to have anxiety and depression symptoms; this is consistent with recent research findings, in which a medical history of issues such as prior psychiatric illness, physical illness, or chronic disease was a risk factor for the deterioration of mental health [13-15], and indicates that these students are more sensitive to the epidemic and require more psychological intervention.

University students with irregular daily life during the epidemic outbreak were more likely to have mental health issues, which is similar to previous research results. Previous studies have suggested that with the increasing pressure of modern life and irregular lifestyles, depression has become an increasing threat to human health. Studies have also suggested that better mental health at baseline was predicted by a lower body mass index, a higher frequency of physical and mental activities, nonsmoking, a nonvegetarian diet, and a more regular social rhythm [44]. Students should maintain a regular and healthy lifestyle during the epidemic to ensure good mental health status.

Our study also indicates that students with a contact history of similar infectious diseases are more likely to have mental health issues because this experience may cause students to worry about whether they have been infected, and medical students are more likely to be exposed to similar diseases in clinical work. Previous studies also suggested a significant association with anxiety for people whose contact histories included contact with an individual with suspected COVID-19 or with infected materials [31]. This study indicates that students who exercised during the epidemic outbreak were less likely to have mental health issues. Studies have suggested that physical exercise is associated with greater cardiovascular fitness, improved muscle strength and endurance, and reduction of depression and anxiety [45]. Students should continue to exercise during the epidemic to ensure good mental health. Unexpectedly, a high level of concern about COVID-19 was less likely to be associated with mental health issues owing to the dissemination of positive scientific information on Chinese media’s public emergencies. Therefore, it is recommended to pay suitable attention to the news, especially the good news related to the epidemic, and such behaviors are beneficial to maintain a good attitude during the outbreak of COVID-19.

Previous studies have suggested that female and older students are more likely to have mental health symptoms [11,12]; women and older people have been found to experience more significant psychological impact and higher stress levels, anxiety, and depression [31]. These findings are inconsistent with our research results; because older students experienced SARS in 2003, they may have a more comprehensive understanding and a higher level of awareness of COVID-19 and may be less likely to have mental symptoms during the epidemic.

For family and society, these risk variables that cause mental health issues are key factors for early judgment of university students’ psychological problems, and the results also provide the theoretical basis for formulating intervention measures. Schools, families, and the government should provide more care and support to university students during the epidemic.

**Limitations**

Given the limited available resources and the time of the COVID-19 outbreak, the study adopted the snowball sampling strategy, which is not based on randomly selected samples. Additionally, the researchers did not conduct a prospective study that would provide a specific measure to support the needs of targeted public health initiatives.

**Conclusions**

During the outbreak of COVID-19, some university students experienced mental symptoms. Past medical history, contact history of similar infectious disease, and compulsive behaviors were risk factors for mental health issues. Older age of the students, regular daily life, and exercise during the epidemic outbreak were protective factors against mental health issues. A high level of concern (>1 hour per day) about COVID-19 was also a protective factor.

These findings are beneficial for identifying the groups of university students at risk for possible mental health issues, and they provide a theoretical foundation for the formulation of relevant interventions so that universities and families can prevent or intervene in the development of mental health issues among students at the early stage of the disease. Likewise, the findings are essential for education and public health epidemic prevention. In short, students require more attention, help, and support from society, families, and universities during the COVID-19 pandemic.
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Abstract

Background: The use of telemedicine outpatient visits has increased dramatically during the COVID-19 pandemic in many countries. Although disparities in access to telemedicine by age and socioeconomic status (SES) have been well-documented, evidence is limited as to how these disparities changed during the COVID-19 pandemic. Moreover, the equity of patient access to telemedicine has been scarcely reported in Japan, despite the huge potential for telemedicine expansion.

Objective: We aimed to investigate changes due to age and SES disparities in telemedicine use during the COVID-19 pandemic in Japan.

Methods: Using data from a large internet survey conducted between August 25 and September 30, 2020, in Japan, we examined the associations of participant age and SES (educational attainment, urbanicity of residence, and income level) with their telemedicine use in the following two time periods during the pandemic: April 2020 and August-September 2020.

Results: Of the 24,526 participants aged 18 to 79 years (50.8% [n=12,446] women), the proportion of individuals who reported using telemedicine increased from 2.0% (n=497) in April 2020 to 4.7% (n=1159) in August-September 2020. After adjusting for potential confounders, younger individuals were more likely to use telemedicine than older individuals in April 2020. Although this pattern persisted in August-September 2020, we also observed a substantial increase in telemedicine use among individuals aged 70 to 79 years (adjusted rates, 0.2% in April 2020 vs 3.8% in August-September 2020; P<.001 after multiple comparisons). We found disparities in telemedicine use by SES in August-September 2020 that did not exist in April 2020. In August-September 2020, individuals with a university degree were more likely to use telemedicine than those with a high school diploma or less (adjusted rates, 6.6% vs 3.5%; P<.001). Disparities in telemedicine use by income level were not observed in either time period.

Conclusions: In general, younger individuals increased their use of telemedicine compared to older individuals during the pandemic, although individuals in their 70s also increased their use of telemedicine. Disparities in telemedicine use by educational attainment and urbanicity of residence widened during the COVID-19 pandemic.

(J Med Internet Res 2021;23(7):e27982) doi:10.2196/27982
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Introduction

The COVID-19 pandemic has led to a global public health crisis. More than 81 million cases have been reported worldwide as of the end of December 2020, with 1.8 million deaths from COVID-19 infection [1]. This pandemic has disrupted routine health services across countries, with in-person outpatient visits drastically decreasing in the United States [2,3] and Japan [4]. Telemedicine visits are partially replacing this decline in in-person visits [3,5], and they allow for medical care at a safe social distance in many countries [6]. Changes in the regulations related to the use of telemedicine, including higher reimbursement rates and less restrictive security requirements (eg, allowing non-Health Insurance Portability and Accountability Act–compliant modalities such as Facetime and Skype), facilitated increases in telemedicine usage [6,7].

Telemedicine has the potential to increase access to care for historically underserved populations who experience distance and transportation barriers to the more traditional face-to-face method of providing medical care [8]. Evidence suggests that telemedicine is effective for several types of medical interventions, including smoking cessation [9], psychiatry care [10,11], and management of chronic diseases, such as diabetes, heart disease, and chronic obstructive pulmonary disease [12,13]. Telemedicine can improve health outcomes even among older adults who face additional hurdles when using telemedicine due to sensory barriers and multiple comorbidities [14]. However, there have been concerns that the diffusion of telemedicine technology may have exacerbated social inequality in access to new health care technologies [15]. Racial/ethnic minorities, rural residents, and those with lower educational attainment have relatively limited access to information and communications technologies (ICTs) [16,17], and thus, they are less likely to take advantage of telemedicine. Older adults are also less prepared to use telemedicine than younger adults because of disabilities in hearing and speaking or inexperience with technology [16,18].

Disparities in telemedicine access by age and socioeconomic status (SES) have been well-documented during the COVID-19 pandemic. A study conducted at four clinics in San Francisco reported that the proportion of primary care visits with minority patients aged ≥65 years decreased after telemedicine implementation [19]. Other studies conducted in the United States have found that telemedicine during COVID-19 was concentrated among younger individuals living in urban areas with higher SES [20-23]. Yet, these findings show disparities only at one point in the COVID-19 pandemic, and evidence is limited as to how disparities in telemedicine use by age and SES changed as the need for telemedicine persisted during the COVID-19 pandemic.

Moreover, there is limited research on the sociodemographic patterns in telemedicine use outside the United States. Japan has universal health coverage through the social insurance scheme and is one of the countries with the highest life expectancy in the world [24]. Japan has a lower number of telemedicine users compared to the United States, Canada, and European countries [25]. Recently, mainly due to the impact of the COVID-19 pandemic, policymakers in Japan have been promoting the use of telemedicine. For example, the Japanese government approved the insurance coverage of telemedicine visits in 2018, and further promoted the use of telemedicine during the COVID-19 pandemic. Although the overall use of telemedicine has increased during the COVID-19 pandemic, given that it requires patients to be familiar with health care ICTs, it is possible that it has increased disparity gaps in access to and use of telemedicine between certain subpopulations (eg, old vs young populations). However, the equity of patient access to telemedicine has not been well-characterized in Japan.

To bridge this knowledge gap, we used data from a large internet survey conducted in Japan to examine how disparities in telemedicine use by age and SES may have changed during two time periods following the declaration of the pandemic: April 2020 and August-September 2020. According to the trend in confirmed COVID-19 cases reported in Japan, April 2020 corresponded to the early stage of the first wave of the COVID-19 epidemic (under the state of emergency), and August-September 2020 was during the second wave [1]. The aim of this study was to elucidate how disparities in telemedicine use by age and SES have changed during the pandemic.

Methods

Study Design, Setting, and Data Sources

We analyzed data from the Japan “COVID-19 and Society” Internet Survey (JACSIS) study [26], a cross-sectional, web-based, self-reported questionnaire survey administered by a major nationwide internet research agency with 2.2 million qualified panelists [27-29]. Selected individuals aged 15 to 79 years (n=224,389) were included in the JACSIS study using stratified random sampling based on gender, age, and prefecture category to represent the distribution of the general population in Japan in 2019 [30,31]. Individuals who agreed to participate in the survey accessed the designated website and responded to questionnaires asking about a wide range of socioeconomic, lifestyle, and health measures in the context of the COVID-19 pandemic. Questionnaires were distributed from August 25, 2020, until September 30, 2020 (hereafter, “August-September 2020”), when the predetermined target number of participants for each gender, age, and prefecture category was met, with an overall response rate of 12.5% (28,000/224,389). For this study, we used a subsample of adults aged 18 to 79 years (n=27,641). We sequentially excluded 2477 individuals showing unnatural or inconsistent responses using the algorithm we developed and 638 individuals whose zip code information was missing. This study was approved by the University of Tokyo (number 2020337N).

Exposure Variables

The primary exposure variable was participant age. The secondary exposure variables were SES measures of educational attainment, urbanicity of residence, and household income level. Age was categorized into the following six groups: 18-29 (reference), 30-39, 40-49, 50-59, 60-69, and 70-79 years. Educational attainment was categorized into the following three groups: those who had a university degree or higher (reference; corresponding to the International Standard Classification of
**Education** [ISCED] [32] level 6-8), a college degree (ISCED level 5; colleges included junior, community, and vocational colleges), and a high school diploma or lower (ISCED level 0-4). Urbanicity of residence was dichotomized (urban [reference] vs rural). An urban area was defined as a densely inhabited district, which was determined according to the information from the 2015 Census of Japan linked to the seven-digit zip codes reported by the participants [33]; rural area was defined as a nonurban area. Income level was based on self-reported household income and categorized into four groups using the tertiles of household equivalent income (“high” = more than 4.3 million JPY [reference] [110 JPY ≈ 1 USD], “medium” = 2.5 to 4.3 million JPY, or “low” = less than 2.5 million JPY) and an indicator for those who refused to respond to this question.

**Outcome Variables**

Our outcome of interest was whether the participant used telemedicine, defined as the examination, diagnosis, and treatment of patients by physicians via information and communication devices that contain real-time visual and auditory information (according to the Ministry of Health, Labour, and Welfare of Japan) [34]. Telemedicine use was measured at the following two different time points during the COVID-19 pandemic in 2020: (1) April and (2) August-September (at the time of the survey). We asked the participants the following question: “Have you ever used telemedicine as a patient?” Participants were to select from one of the following three options: (1) “I have used it before April 2020,” (2) “I used it for the first time after April 2020,” and (3) “Never.” We regarded the participants who chose option 1 as using telemedicine as of April and those who chose option 1 or 2 as using telemedicine as of August-September. We defined the use of telemedicine as those individuals who ever used telemedicine, rather than using the frequency of telemedicine use as the outcome variable, because only survey participants with health issues that require medical attention actually use telemedicine (even those individuals with access to telemedicine would not use telemedicine if they had no health issue during the study period). Moreover, the frequency of telemedicine was affected by not only patients’ access to telemedicine, but also several other factors including the severity of illness of patients and the physicians’ practice patterns (some physicians may see patients more often than others). A similar approach has been used in prior studies [35,36].

**Adjustment Variables**

We adjusted for the participants’ sociodemographic and health-related characteristics. The sociodemographic characteristics included employment status (employer, self-employed, employee, and unemployed), marital status (married, never married, widowed, and separated), and household size (number of household members: 1, 2, 3, 4, and 5+). Health-related characteristics included smoking status (never, ever, and current smokers), self-rated health (excellent/good vs moderate/bad/very bad), walking disability (whether the person is experiencing difficulties in walking), and dummy variables for each of nine comorbidities (overweight [BMI ≥25 kg/m²] and self-reported presence of eight conditions including hypertension, diabetes, asthma, coronary disease, stroke, chronic obstructive pulmonary disease, cancer, and psychological disorder). BMI was calculated by dividing self-reported body weight (kg) by self-reported body height squared (m²).

**Statistical Analysis**

First, we described the sociodemographic and health-related characteristics of the participants. To account for the possibility that those who participated and responded to the internet-based survey might differ from the general population, we applied an inverse probability weighting (IPW) approach throughout the analyses [37]. The details of the calculation for IPW are described in Multimedia Appendix 1.

Second, we examined the association between age and rates of telemedicine use in April 2020 or August-September 2020. For each outcome, we constructed a weighted multivariable logistic regression model (IPW described above) that controlled for potential confounders (the other exposures [ie, educational attainment, urbanicity of residence, and income level] and sociodemographic/health-related characteristics). Standard errors were clustered at the prefecture level to account for the potential correlation of participants within the same prefecture. Japan consists of 47 prefectures, which are the country’s first jurisdiction and administrative division levels. To calculate adjusted rates of telemedicine use, we employed marginal standardization (also known as predictive margins or margins of response). For each participant, we calculated predicted probabilities of telemedicine use with the exposure fixed at each category and then averaged over the distribution of the adjustment variables in our sample.

Third, to examine the adjusted change in telemedicine use from April 2020 to August-September 2020, we calculated the difference in the adjusted rates of telemedicine use between these two time points for each age group.

Finally, we tested if the adjusted changes in telemedicine use from April 2020 to August-September 2020 varied across age, by calculating the difference in differences. We also used a similar approach to examine the adjusted rates of telemedicine use and their changes by each SES aspect (educational attainment, urbanicity of residence, and income level).

We used the Benjamini-Hochberg method to account for the multiple comparisons across 15 (6+3+2+4) exposure categories (11 [5+2+1+3] categories for the difference in the adjusted differences), and reported both unadjusted and adjusted P values (adjusted P values <.05 were considered as statistically significant) [38,39]. All analyses were conducted using Stata version 15 (StataCorp LLC).

**Secondary Analyses**

We conducted sensitivity analyses. First, we additionally adjusted for indicator variables for each prefecture (prefecture fixed effects) to effectively compare individuals living in the same prefecture. Second, we additionally adjusted for four categorical variables representing availability of ICTs, including internet access at home and ownership of personal computers, smartphones, and tablet computers, to test whether online access
could explain the observed disparities in the rate of telemedicine use by age and SES.

**Results**

**Characteristics of the Participants**

A total of 24,526 participants (88.7% of the total adult subsample) were included in our analyses. There were 12,446 women (50.8%), and the mean age at the time of the survey was 50.1 (SD 16.6) years. Those who had a high school diploma or less were the most numerous, accounting for half of the participants (12,030/24,526, 49.1%), while one-third (7915/24,526, 32.3%) of the participants had a university degree or higher, and less than 20% (4581/24,526, 18.7%) had a college degree. Approximately 60% (14,666/24,526, 59.8%) of the participants lived in urban areas (Table 1).
Table 1. Characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value (N=24,526)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>12,446 (50.8%)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.1 (16.6)</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td></td>
</tr>
<tr>
<td>University degree or higher</td>
<td>7915 (32.3%)</td>
</tr>
<tr>
<td>College degree</td>
<td>4581 (18.7%)</td>
</tr>
<tr>
<td>High school diploma or lower</td>
<td>12,030 (49.1%)</td>
</tr>
<tr>
<td>Urbanicity of residence, n (%)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>14,666 (59.8%)</td>
</tr>
<tr>
<td>Rural</td>
<td>9560 (40.2%)</td>
</tr>
<tr>
<td>Income level, n (%)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>5458 (22.3%)</td>
</tr>
<tr>
<td>Medium</td>
<td>6814 (27.8%)</td>
</tr>
<tr>
<td>Low</td>
<td>7151 (29.2%)</td>
</tr>
<tr>
<td>Not answered</td>
<td>5103 (20.8%)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employer</td>
<td>1011 (4.1%)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1892 (7.7%)</td>
</tr>
<tr>
<td>Employee</td>
<td>12,623 (51.5%)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>9000 (36.7%)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>16,102 (65.7%)</td>
</tr>
<tr>
<td>Never married</td>
<td>5413 (22.1%)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1606 (6.6%)</td>
</tr>
<tr>
<td>Separated</td>
<td>1403 (5.7%)</td>
</tr>
<tr>
<td>Household size, n (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4152 (16.9%)</td>
</tr>
<tr>
<td>2</td>
<td>8386 (34.2%)</td>
</tr>
<tr>
<td>3</td>
<td>5547 (22.6%)</td>
</tr>
<tr>
<td>4</td>
<td>4124 (16.8%)</td>
</tr>
<tr>
<td>≥5</td>
<td>2317 (9.5%)</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>12,186 (49.7%)</td>
</tr>
<tr>
<td>Ever</td>
<td>7423 (30.3%)</td>
</tr>
<tr>
<td>Current</td>
<td>4917 (20.0%)</td>
</tr>
<tr>
<td>Self-rated good health, n (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9839 (40.1%)</td>
</tr>
<tr>
<td>Walking disability, n (%)</td>
<td>3142 (12.8%)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
</tr>
<tr>
<td>Overweight</td>
<td>5202 (21.2%)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>5086 (20.7%)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1911 (7.8%)</td>
</tr>
<tr>
<td>Asthma</td>
<td>1450 (5.9%)</td>
</tr>
</tbody>
</table>
of the 24,526 participants aged 18 to 79 years (50.8% [n=12,446] women), the proportion of individuals who reported using telemedicine increased from 2.0% (n=497) in April 2020 to 4.7% (n=1159) in August-September 2020.

### Adjusted Rates of Telemedicine Use by Age

After adjusting for potential confounders, younger individuals were more likely to use telemedicine than older individuals in April 2020 (Figure 1 and Multimedia Appendix 2). Although this pattern remained largely unchanged in August-September 2020, with participants aged 18 to 29 years exhibiting the largest increase in telemedicine use (adjusted rates, 4.3% in April vs 10.2% in August-September; adjusted difference, +5.8 percentage points; adjusted *P*<.001), we also observed a substantial increase in telemedicine use among participants aged 70 to 79 years (from 0.2% to 3.8%; +3.5 percentage points; *P*<.001) (Table 2). The increase in the adjusted rates of telemedicine use among participants aged 18 to 29 years was 3.5 percentage points larger compared to that among those aged 40 to 49 years (*P*=.04), 3.9 percentage points larger compared to that among those aged 50 to 59 years (*P*=.01), and 4.5 percentage points larger compared to that among those aged 60 to 69 years (*P*=.003). However, we found no evidence that the increase in the rates of telemedicine use differed between those aged 18 to 29 years and 70 to 79 years (*P*=.19).

### Figure 1. Adjusted rates of telemedicine use in April 2020 and August-September 2020 by age. Telemedicine use was defined as "ever use" of telemedicine at a given time point (April or August-September 2020). Rates of telemedicine use were adjusted for other exposures and sociodemographic/health-related characteristics. We statistically compared the adjusted rates of telemedicine by age groups (reference: age 18-29 years) in April 2020 and in August-September 2020. **Adjusted *P*<.01, ***Adjusted *P*<.001.
Table 2. Difference in the adjusted rates of telemedicine use between April 2020 and August-September 2020 by age.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Number of participants</th>
<th>Adjusted rate, %</th>
<th>Difference, % (95% CI)</th>
<th>$P$ value$^b$</th>
<th>Difference in differences, % (95% CI)</th>
<th>$P$ value$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-29</td>
<td>3388</td>
<td>4.3</td>
<td>10.2</td>
<td>&gt;.001</td>
<td>Reference</td>
<td>N/A$^c$</td>
</tr>
<tr>
<td>30-39</td>
<td>3784</td>
<td>3.0</td>
<td>6.3</td>
<td>&lt;.001</td>
<td>-2.5 (-5.8 to 0.7)</td>
<td>.19</td>
</tr>
<tr>
<td>40-49</td>
<td>4883</td>
<td>1.8</td>
<td>4.1</td>
<td>&lt;.001</td>
<td>-3.5 (-6.6 to -0.5)</td>
<td>.04</td>
</tr>
<tr>
<td>50-59</td>
<td>4278</td>
<td>1.2</td>
<td>3.2</td>
<td>&lt;.001</td>
<td>-3.9 (-6.9 to -0.8)</td>
<td>.01</td>
</tr>
<tr>
<td>60-69</td>
<td>4286</td>
<td>0.8</td>
<td>2.2</td>
<td>.004</td>
<td>-4.5 (-7.5 to -1.4)</td>
<td>.003</td>
</tr>
<tr>
<td>70-79</td>
<td>3907</td>
<td>0.2</td>
<td>3.8</td>
<td>&lt;.001</td>
<td>-2.3 (-5.5 to 0.8)</td>
<td>.19</td>
</tr>
</tbody>
</table>

$^a$We calculated the differences in the adjusted rates of telemedicine use between April 2020 and August-September 2020 for each age group. Then, we examined how the difference in the rates of telemedicine use between the two time points varied by age (difference in differences). The analyses were weighted to account for selection in an internet survey. For each analysis, standard errors were clustered at the prefecture level.

$^b$The $P$ values were adjusted post hoc to account for multiple comparisons with the use of the Benjamini-Hochberg method.

$^c$N/A: not applicable.

**Adjusted Rates of Telemedicine Use by SES Measures**

**Educational Attainment**

We found no evidence that the adjusted rates of telemedicine use differed by educational attainment in April 2020 (Figure 2). In contrast, we found disparities in telemedicine use by SES in August-September 2020. Participants with a university degree or higher were more likely to use telemedicine than those with a college degree (adjusted rates, 6.6% vs 4.0%; $P$=.006) or high school diploma or less (adjusted rates, 6.6% vs 3.5%; $P$<.001) (Multimedia Appendix 2). The increase in the adjusted rates of telemedicine use among participants with a university degree or higher was 2.2 percentage points larger compared to that among those with a college degree ($P$=.01) and 2.7 percentage points larger compared to that among those with a high school diploma or less ($P$=.003) (Table 3).
Figure 2. Adjusted rates of telemedicine use in April 2020 and August-September 2020 by socioeconomic status measures. Telemedicine use was defined as “ever use” of telemedicine at a given time point (April or August-September 2020). Rates of telemedicine use were adjusted for other exposures and sociodemographic/health-related characteristics. We statistically compared the adjusted rates of telemedicine by educational attainment (reference: having a university degree or more), urbanicity of residence (reference: living in urban areas), or income level (reference: high income) in April 2020 and in August-September 2020. **Adjusted $P<.01$, ***Adjusted $P<.001$. 

![Graph showing adjusted rates of telemedicine use by educational attainment, urbanicity, and income level.](https://www.jmir.org/2021/7/e27982)
Table 3. Difference in the adjusted rates of telemedicine use between April 2020 and August-September 2020 by socioeconomic status measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Number of participants</th>
<th>Adjusted rate, %</th>
<th>Differencea, % (95% CI)</th>
<th>P valueb</th>
<th>Difference in differencesa, % (95% CI)</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University or higher</td>
<td>7915</td>
<td>2.3</td>
<td>4.3 (2.7 to 5.9)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td>N/Ac</td>
</tr>
<tr>
<td>College</td>
<td>4581</td>
<td>1.9</td>
<td>2.1 (1.3 to 2.9)</td>
<td>&lt;.001</td>
<td>−2.2 (−4.0 to −0.4)</td>
<td>.01</td>
</tr>
<tr>
<td>High school or lower</td>
<td>12,030</td>
<td>1.9</td>
<td>1.6 (0.9 to 2.4)</td>
<td>&lt;.001</td>
<td>−2.7 (−4.4 to −0.9)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Urbanicity of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>14,666</td>
<td>2.1</td>
<td>3.2 (2.4 to 3.9)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Rural</td>
<td>9860</td>
<td>2.0</td>
<td>1.8 (1.2 to 2.4)</td>
<td>&lt;.001</td>
<td>−1.4 (−2.3 to −0.4)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>Income level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>5458</td>
<td>1.7</td>
<td>2.8 (1.8 to 3.8)</td>
<td>&lt;.001</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Medium</td>
<td>6814</td>
<td>1.9</td>
<td>2.8 (1.5 to 4.2)</td>
<td>&lt;.001</td>
<td>0 (−1.6 to 1.7)</td>
<td>.99</td>
</tr>
<tr>
<td>Low</td>
<td>7151</td>
<td>2.3</td>
<td>2.1 (1.3 to 2.9)</td>
<td>&lt;.001</td>
<td>−0.7 (−2.0 to 0.6)</td>
<td>.34</td>
</tr>
<tr>
<td>Not answered</td>
<td>5103</td>
<td>2.1</td>
<td>3.2 (1.1 to 5.4)</td>
<td>.003</td>
<td>0.4 (−2.0 to 2.8)</td>
<td>.79</td>
</tr>
</tbody>
</table>

aWe calculated the differences in the adjusted rates of telemedicine use between April 2020 and August-September 2020 for each socioeconomic status measure (educational attainment, urbanicity of residence, or income level). Then, we examined how the difference in the rates of telemedicine use between the two time points varied by educational attainment, urbanicity of residence, or income level (difference in differences). The analyses were weighted to account for selection in an internet survey. For each analysis, standard errors were clustered at the prefecture level.

bThe P values were adjusted post hoc to account for multiple comparisons with the use of the Benjamini-Hochberg method.

cN/A: not applicable.

Urbanicity of Residence

We found no evidence that the adjusted rates of telemedicine use differed by urbanicity of residence in April 2020 (Figure 2). Participants living in urban areas exhibited higher rates of telemedicine use than those living in rural areas only in August-September 2020 (adjusted rates, 5.2% vs 3.8%; P<.001) (Multimedia Appendix 2). The increase in the adjusted rates of telemedicine use among participants living in urban areas was 1.4 percentage points higher compared to that among those living in rural areas (P=.004) (Table 3).

Income Level

We found no evidence that the adjusted rates of telemedicine use differed by income level in April or August-September 2020 (Figure 2). We also found no evidence that the increase in the rates of telemedicine use varied by income level (Table 3).

Secondary Analyses

Our findings were qualitatively unaffected by additional adjustment for prefecture fixed effects (Multimedia Appendix 3). When we additionally adjusted for the variables representing the availability of ICTs, our findings of increased disparities by SES (ie, university or higher vs high school or lower and urban vs rural) were largely unaffected (Multimedia Appendix 4). However, we no longer found any evidence that the increase in the rates of telemedicine use varied between young individuals (aged 18-29 years) and middle-aged individuals (aged 40-49, 50-59, or 60-69 years), indicating that the trends of the disparities in telemedicine use by age were partly driven by differences in online access.

Discussion

Principal Findings

Using data from a large nationwide internet survey conducted in Japan, we found that younger individuals increased the use of telemedicine more than older individuals (leading to wider disparities by age) during the COVID-19 pandemic, although individuals in their 70s also increased the use of telemedicine. Disparities in telemedicine use by educational attainment and urbanicity of residence also increased during the pandemic, whereas we found no evidence that disparities by income level changed.

Younger people were already more likely to use telemedicine as of April 2020; this disparity by age further increased as of August-September 2020 among adults aged 69 years or younger. However, telemedicine use also increased among older adults aged 70 to 79 years, narrowing the gap in telemedicine use among this population. In April 2020, there was no evidence that telemedicine use varied across educational attainment and urbanicity of residence, but by August-September 2020, better educated individuals living in urban areas were more likely to use telemedicine. In contrast, we did not find significant disparities by income level in either April or August-September 2020. Taken together, these findings suggest that improved access to telemedicine during the pandemic may have penetrated unevenly in the population, leaving behind some
socioeconomically disadvantaged populations. In contrast, the growing use of telemedicine among older adults was reassuring, indicating that this population of people, who have high health care needs but are often unfamiliar with ICTs [16], benefitted from improved access to telemedicine.

There may be several mechanisms through which the disparities in telemedicine use due to age have widened, especially among individuals aged 69 years or younger. First, younger people may have been more familiar with ICTs, and therefore, faced lower psychological or technological hurdles to initiating telemedicine usage when access to it improved in response to the COVID-19 pandemic in Japan [16]. This explanation is supported by our findings showing no evidence of disparities in telemedicine use due to age once we adjusted for the indicators of ICT availability. Second, the health care needs of young patients may be milder than those of older patients, making young patients more suited to the use of telemedicine. For example, young patients may have fewer comorbidities and seek care for milder conditions compared to middle-aged or older adults. Young patients also may be less likely to need blood tests or diagnostic imaging, which require patients to physically visit a health care facility [40,41]. Finally, younger individuals may be less likely to have disabilities and sensory barriers that could be hurdles to telemedicine use [14].

We also found that individuals aged 70 to 79 years experienced a large increase in telemedicine use. Given that these older adults are in the highest-risk age group for COVID-19 infection (most likely to experience severe life-threatening conditions when infected) [42], they might be incentivized to use telemedicine to avoid visiting health care facilities, which might lead to COVID-19 infection.

The limited increase in telemedicine use for individuals with lower academic attainment may be due to their lower digital literacy, limited access to ICTs, and less flexible work schedules [43], all of which could be barriers to using telemedicine [16]. The limited penetration of telemedicine use in rural areas may be explained by inadequate internet access in rural areas [16] and the fact that there were fewer medical institutions offering telemedicine in rural areas [44]. Given that the number of COVID-19 infections was generally higher in urban areas compared with rural areas, another potential explanation for the relative expansion in telemedicine use in urban areas may be that patients living in urban areas were more incentivized to avoid face-to-face encounters. However, we found that the inclusion of prefecture fixed effects (effectively comparing urban vs rural areas within the same prefecture) did not qualitatively change our results, indicating that this does not fully explain the disparities in telemedicine use between residents of urban and rural areas. It was reassuring that we found no substantial disparities in access to telemedicine by income level throughout the study period. Our findings may indicate that, at least in Japan, financial barriers have minimally influenced the disparities in telemedicine use.

Comparison With Prior Work
Our findings add to the body of work investigating the impact of age and SES on telemedicine use during the COVID-19 pandemic. Studies that were conducted prior to the expansion of telemedicine use in response to the COVID-19 pandemic have reported that younger patients are more likely to use telemedicine, whereas these studies showed mixed results regarding the disparities by area income level and urbanicity of residence. Studies that were conducted after the COVID-19 pandemic found that telemedicine use overall [41,45,46] and for geriatric care [21], primary care [19,22,47], or otolaryngological care [23] was concentrated among younger individuals living in urban high-income areas. Yet, the timeframe used in these studies represented only one early point in the COVID-19 pandemic, and the studies did not focus on the change over time of age and social disparities in telemedicine use. These previous studies used area income level as an indicator of income level, as opposed to individual income level used in our research. The inconsistent results for income level may partly be attributable to this difference. More importantly, to our knowledge, our study is the first to show that telemedicine use increased substantially among individuals aged 70 years or older, reducing telemedicine disparities among the population at the highest risk for COVID-19 infection.

Limitations
Our study has some limitations. First, as with any observational study, we could not fully account for unmeasured confounders. Our study also was unable to identify the exact mechanisms of the association between age or SES and the increase in the rates of telemedicine use. Second, due to a limitation in our data, we were unable to identify whether telemedicine use represented telephone visits or virtual visits. Third, there is potential for recall bias; younger individuals with higher SES might be more likely to recall and report telemedicine use. Fourth, we could not identify the clinical conditions for which patients received care via telemedicine. The reports submitted to the government by medical institutions offering telemedicine indicated that the most common conditions for which patients used telemedicine between July and September 2020 were acute relatively mild conditions, such as upper respiratory tract infection, fever, bronchitis, and rhinitis [44]. However, evidence suggests that telemedicine is suitable for psychiatric care [10,11] and management of chronic conditions [12,13]. This gap may be due to patients avoiding clinic visits with signs of infection and shifting to telemedicine, or the Japanese authorities’ restriction on the prescription of psychiatric drugs in telemedicine [44]. The patterns of telemedicine use by age and SES may change as the profiles of conditions treated via telemedicine increase in the future. Finally, because our study sample was collected through an internet-based survey, our findings may not be generalizable to a population with limited access to and/or literacy of the internet. However, we used weighted analyses to minimize the difference in demographics, SES, and health-related characteristics between respondents of the current internet survey and the nationally representative survey, thus approximating our estimates to national estimates.

Conclusions
Using a large-scale nationwide internet survey in Japan, we found that younger individuals were generally more likely to increase telemedicine use than older individuals during the pandemic, although individuals in their 70s exceptionally gained...
access to telemedicine. Disparities in telemedicine use by educational attainment and urbanicity of residence increased during the COVID-19 pandemic. These findings indicate that the current telemedicine expansion may be leaving a portion of the socioeconomically disadvantaged population behind, and suggest further need for policy efforts to achieve equal access to health care.
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Abstract

Background: The COVID-19 pandemic has changed public health policies and human and community behaviors through lockdowns and mandates. Governments are rapidly evolving policies to increase hospital capacity and supply personal protective equipment and other equipment to mitigate disease spread in affected regions. Current models that predict COVID-19 case counts and spread are complex by nature and offer limited explainability and generalizability. This has highlighted the need for accurate and robust outbreak prediction models that balance model parsimony and performance.

Objective: We sought to leverage readily accessible data sets extracted from multiple states to train and evaluate a parsimonious predictive model capable of identifying county-level risk of COVID-19 outbreaks on a day-to-day basis.

Methods: Our modeling approach leveraged the following data inputs: COVID-19 case counts per county per day and county populations. We developed an outbreak gold standard across California, Indiana, and Iowa. The model utilized a per capita running 7-day sum of the case counts per county per day and the mean cumulative case count to develop baseline values. The model was trained with data recorded between March 1 and August 31, 2020, and tested on data recorded between September 1 and October 31, 2020.

Results: The model reported sensitivities of 81%, 92%, and 90% for California, Indiana, and Iowa, respectively. The precision in each state was above 85% while specificity and accuracy scores were generally >95%.

Conclusions: Our parsimonious model provides a generalizable and simple alternative approach to outbreak prediction. This methodology can be applied to diverse regions to help state officials and hospitals with resource allocation and to guide risk management, community education, and mitigation strategies.

Introduction

Background

The COVID-19 pandemic has impacted the health and well-being of individuals, communities, and economies worldwide at a hitherto unprecedented scale [1-3]. On March 11, 2020, the World Health Organization declared COVID-19 a pandemic with over 118,000 confirmed cases and 4291 deaths in over 114 countries [4]. To date, the pandemic has resulted in over 170 million confirmed cases, with over 3.5 million deaths globally [5]. In the United States, 33 million people have had COVID-19 and more than 600,000 lives have been lost [5].

At the height of the pandemic, waves of viral outbreaks placed health systems across the globe under extended strain, leading...
to shortages in hospital beds, personal protective equipment, and health care personnel, which caused significant disruptions to health care delivery and loss of life [2,6]. Experts have estimated the cumulative financial costs of the COVID-19 pandemic related to lost output and health reduction at US $16 trillion, or approximately 90% of the annual gross domestic product of the United States [7].

In contrast with historical pandemics, the availability of public and population health information systems has enabled researchers to collaborate on many research activities in response to COVID-19 [8,9]. Since the onset of the pandemic, data scientists have collaborated with governmental organizations to create various public-facing COVID-19 dashboards that provide easy access to descriptive statistics and other metrics [10,11]. Information on COVID-19–related mortality, utilization of health care resources, and recovery has been crucial in increasing situational awareness to inform ongoing pandemic response efforts across communities [12,13].

Most recently, COVID-19 infection rates have started to decrease in response to increased vaccination and efforts in public education [14,15]. To date, 40% of the population of the United States is fully vaccinated [16]. These improvements have led to an interest in relaxing or revoking various restrictions enforced at the state and county levels. While important to the well-being of both communities and economies, such decisions may be dangerous if undertaken without adequate preplanning and awareness of potential risks. As such, effective identification of potential outbreaks of COVID-19 offers the ability to inform decision-makers across governmental and public health sectors on how to resume normal day-to-day activities in their communities and deploy limited human and treatment resources to where they are most needed [17].

Previous studies have demonstrated the potential to apply analytical models to identify potential outbreaks in response to other diseases [18]. However, these methods rely on large, complex data sets extracted from a specific health system or region [19-21]. Such data sets may be challenging and time-consuming to collect, leading to delays in generating timely predictions. Further, models trained using locale-specific data sets may not be generalizable across other locations [22], hindering the potential of reusing such models across other patient populations and regions. A variety of models are trained using complex algorithmic approaches such as neural networks and deep learning models. Such machine learning approaches may yield superior results but fail to achieve widespread acceptance [23] owing to challenges in explainability and interpretation [24].

In contrast, a less complex modeling approach that uses a subset of easily obtainable key elements widely captured across broad geographic regions may be less challenging to develop. Further, such models may also deliver adequate predictive performance without sacrificing explainability and interpretability. Such parsimonious models may also present less risk of overfitting on training data sets, thus allowing for greater generalizability [25].

Objective
We seek to leverage various readily accessible data sets extracted from multiple states to train and evaluate a parsimonious predictive model capable of identifying the county-level risk of COVID-19 outbreaks on a day-to-day basis.

Methods
Methods Overview
We selected 3 states for our efforts in COVID-19 outbreak prediction modeling: California, Indiana, and Iowa. These states were selected on the basis of geographical factors, governmental regulations, and availability of data sets for public use. For example, Indiana and Iowa are similar in the number of counties and total populations [26]. In contrast, California represented a more populous, urbanized state [26]. We also considered the general completeness of reporting, the quality of basic COVID-19 data sources, and the accuracy of state tracking systems [27].

Data Extraction and Cleaning
For each state, we extracted a variety of county-level data elements captured daily between March 1 and October 31, 2020. Data for Indiana were obtained from the Indiana State Department of Health, while data for Iowa and California were obtained from the New York Times web-based repository [5,28]. We selected March 1, 2020, as a start date as most states began collecting COVID-19 data at this time. October 31, 2020, marked the end of our analysis time period. Each data set was organized by county, state, and date reported using R [29]. Several errors or omissions in the data sets were addressed as follows: days with negative case counts were changed to 0 and a county labeled as “unknown” reported by Iowa and California were removed from further evaluation.

Preparation of a Gold Standard
We created a gold standard indicating if each county under study was in an outbreak on any particular day. A human expert reviewer created the gold standard by assigning an outbreak label (with responses of “yes” or “no”) to each county or date combination, considering the following criteria:

1. How do case counts trend in each county? Is there a general baseline of cases over time?
2. How large is the county’s population size (counties with more people report more cases)?
3. Duration of the outbreak to assign a binary indicator of “outbreak detected” or “outbreak not detected” to each day and county.

Based on our approach, a county could have multiple outbreaks over time. Outbreaks lasted a minimum of 3 days to account for testing lags as data were not always reported on the same day, especially during the initial phases of the pandemic [30]. Furthermore, lower case counts at the end of an outbreak and on weekends owing to the closure of testing centers were also considered using 7-day average metrics.
Model Building
We created a heuristic outbreak prediction model using the training data sets obtained from all 3 states and evaluated its performance across the holdout test data sets and the gold standard. For each county, data collected between March 1 and August 31, 2020, were considered the training data set, while data collected between September 1 and October 31, 2020, were considered the test data set. As a preliminary step toward model development, we considered features used in other common models, including the susceptible-infected-recovered epidemic [31] and time delay [32] models, severity of lockdown measures [33], cumulative cases (both reported and not reported) [34], and daily test reports [35]. Furthermore, predictive models for infectious diseases, such as susceptible-infected-recovered models, provide guidance on disease transmission and outbreak causation. The State of Wisconsin’s COVID-19 dashboard used a Case Rate metric defined as a per capita running 7-day sum of the case counts per county per day [36]. Case Rate standardizes COVID-19 severity across counties of differing populations while also accounting for data lags and providing insight on transmission. We plotted Case Rate vs Indiana county populations to generate a general trendline that could differentiate between “outbreak detected” or “outbreak not detected” days. Our logarithmic graph semiaccurately depicted a horizontal line that separated outbreak days. The following steps were undertaken to leverage and apply the trendline results on states and counties with various populations.

We started building the model by dividing counties on the basis of population size, initially at 100,000 population intervals. Since Case Rate is more sensitive to less populated counties, we added intervals for counties with less than 100,000 people. Each population interval was allocated an assigned Case Rate baseline value that served as a binary indicator for outbreak determination. We implemented a criterion where an outbreak was underway in counties if they were 4 SDs above the cumulative case count mean to account for data lag. As depicted in the system flow diagram (Figure 1), we established these parameter values and trained the model rules with the training data sets (data reported between March 1 and August 31, 2020). The train-to-test partition was approximately 71% to 29%, respectively, which is close to optimal for large data sets [37]. Then, the model was tested against the gold standard with the test data sets (data reported between September 1 and October 31, 2020). Figure 1 shows a flow diagram depicting our study approach.

Figure 1. Flow diagram providing an overview of the study methodology.

Results
Results Overview
We collected data on a total of 249 counties from across all 3 states. Table 1 presents descriptive statistics for each state, including the number of counties, population sizes, and urbanization to highlight each state’s fundamental differences [26]. Previous studies have identified multiple factors in determining urban vs rural areas, including the total population, population density, and commuting flow [38].

Indiana and Iowa have similar county population distributions, with both having a majority of counties with less than 100,000 people. However, Indiana has more midsize counties with its largest county having almost 1 million people, while California has several counties having populations of more than 1 million people. Moreover, California has the highest percentage of the urban population (94.95%), with Indiana (72.44%) and Iowa (64.02%) far behind.

Figure 2 provides an example visualization of outbreak determination in Cass County, Indiana, and Santa Barbara County, California, for gold standard preparation. Cass and Santa Barbara counties have populations of 37,689 and 446,499 people, respectively [26].
Table 1. State and county population sizes and population statistics based on census counts.

<table>
<thead>
<tr>
<th>Census counts</th>
<th>Indiana</th>
<th>Iowa</th>
<th>California</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counties, n</td>
<td>92</td>
<td>99</td>
<td>58</td>
</tr>
<tr>
<td>Counties where population is &lt;100,000 people, n</td>
<td>75</td>
<td>93</td>
<td>23</td>
</tr>
<tr>
<td>Counties where the population is ≥100,000 and &lt;500,000 people, n</td>
<td>16</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>Counties where the population is ≥500,000 and &lt;1,000,000 people, n</td>
<td>1</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Counties where the population is ≥1,000,000 people, n</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Population of the smallest county (people), n</td>
<td>5875</td>
<td>3602</td>
<td>1129</td>
</tr>
<tr>
<td>Population of the largest county (people), n</td>
<td>964,582</td>
<td>490,161</td>
<td>10,039,107</td>
</tr>
<tr>
<td>Urban population, %</td>
<td>72.44</td>
<td>64.02</td>
<td>94.95</td>
</tr>
<tr>
<td>Household income (US $), median</td>
<td>59,892</td>
<td>68,718</td>
<td>70,489</td>
</tr>
<tr>
<td>Case count per day, mean (SD)</td>
<td>7.98 (21.02)</td>
<td>6.18 (15.75)</td>
<td>70.33 (231.86)</td>
</tr>
</tbody>
</table>

Figure 2. Visualization of the COVID-19 case counts in Cass County, Indiana, and Santa Barbara County, California, between March 1 and October 31, 2020. Outbreak days are indicated in red, and normal days are indicated in black.

Table 2 shows the prevalence of the number of outbreaks and their durations in each state over the training, test, and total time periods. In Indiana and Iowa, the number of outbreaks doubled from the training to the test date range, despite the training data set being almost 3-fold as large as the test data set. Furthermore, the percentage of days in an outbreak between the training and test ranges quadrupled to 22.6% and 20.1% for Indiana and Iowa, respectively. The percentage of outbreak days in California remained relatively stable, while the average outbreak duration decreased from 47 days to 19 days. Because counties were our unit of analysis and since California had fewer and more populated counties than Indiana or Iowa, we believe that these factors contributed to the reduced number of outbreaks in California.

Table 2. COVID-19 outbreak prevalence descriptors from the gold standard. Indiana, Iowa, and California data sets were divided by training (March 1 to August 31, 2020), test (September 1 to October 31, 2020), and total (March 1 to October 31, 2020) date ranges to characterize the outbreak periods.

<table>
<thead>
<tr>
<th>Prevalence descriptors</th>
<th>Indiana</th>
<th>Iowa</th>
<th>California</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Test</td>
<td>Total</td>
</tr>
<tr>
<td>Outbreaks, n</td>
<td>26</td>
<td>65</td>
<td>83</td>
</tr>
<tr>
<td>Outbreak duration (days), mean</td>
<td>25.00</td>
<td>19.18</td>
<td>22.86</td>
</tr>
<tr>
<td>Total outbreak days, n</td>
<td>650</td>
<td>1247</td>
<td>1897</td>
</tr>
<tr>
<td>Outbreak days, %</td>
<td>3.86</td>
<td>22.59</td>
<td>8.45</td>
</tr>
</tbody>
</table>

Model Rules

Using the aforementioned data sets, we developed model parameters to predict COVID-19 outbreaks. Figure 3 shows a top-down decision tree for our model’s behavior. Rules and the assigned case rate associated with each population band used in the decision-making process are further outlined in Multimedia Appendix 1. As shown in Figure 3, the heuristic model determined that counties experienced an outbreak through the following methods:
1. For the specified population band, a county’s case rate on a given day was greater than the minimum case rate assigned to that population.
2. The county’s case count on a specific day was greater than 12 and was 4 SDs above the rolling mean county-level COVID-19 case count.
3. If a county met either requirement on a specific day, that county was considered to be “in outbreak.”

By combining these rules with the previously developed gold standard, a confusion matrix was utilized to analyze the model’s performance.

Table 3 shows the results of the confusion matrix when the prediction model was applied to the curated gold standard during the test date range from September 1 to October 31, 2020. Sensitivity is the proportion of correctly identified positives, while specificity is the proportion of correctly identified negatives. All 4 key confusion matrix statistics—sensitivity, specificity, precision, and accuracy—were above 80% in each state during the test range. Model specificity and accuracy were >94% for each state. This was attributed to most days being classified as true negatives, which are fundamentally more straightforward to detect than true positives. Model sensitivity for Indiana and Iowa was 10% greater than that of California. However, their precision was 11% and 7% lower, respectively. For Indiana and Iowa, this implies that the model computed fewer false-negative readings, which could be attributed to having increasingly prolonged outbreaks (Table 1). California’s higher precision but lower sensitivity implies that the model was more precise in predicting when outbreaks occurred but less successful in capturing all outbreaks.

<table>
<thead>
<tr>
<th>Performance parameters</th>
<th>Indiana</th>
<th>Iowa</th>
<th>California</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test date range</td>
<td>September 1 to October 31, 2020</td>
<td>September 1 to October 31, 2020</td>
<td>September 1 to October 31, 2020</td>
</tr>
<tr>
<td>Sensitivity, %</td>
<td>92.33</td>
<td>90.05</td>
<td>80.86</td>
</tr>
<tr>
<td>Specificity, %</td>
<td>95.56</td>
<td>97.40</td>
<td>99.57</td>
</tr>
<tr>
<td>Precision, %</td>
<td>85.04</td>
<td>89.83</td>
<td>96.96</td>
</tr>
<tr>
<td>Accuracy, %</td>
<td>94.86</td>
<td>95.91</td>
<td>96.85</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Our efforts resulted in the development of a heuristic model capable of detecting COVID-19 outbreaks, with predictive measures between 80% and 99%. The model had sensitivities of 92%, 90%, and 81% for Indiana, Iowa, and California, respectively. This indicates that the model was capable of identifying a clear majority of outbreaks across each state. The model also reported precision scores of 85%, 89%, and 96% for Indiana, Iowa, and California, respectively, which indicated that most positive predictions made by the model were accurate. These performance metrics indicate that the model is fit for use in real-life settings. Additionally, the training and test periods displayed distinct outbreak characteristics owing to the increased spread of COVID-19.

These performance metrics are also notable, considering that the prevalence of outbreaks in training data sets was considerably low and could have resulted in weak predictive models had we used more traditional classification-based modeling approaches, which significantly underperform when trained using unbalanced data sets [39,40]. As the pandemic progressed, each state attempted to enhance their data reporting systems. As described by Khakharia et al [41], some regions reported sudden and significant changes in case counts, making it difficult for models to forecast future cases. Though outbreaks are not fundamentally different, the training and test data sets can be characterized separately. Despite the test range being shorter, Indiana and Iowa both reported twice as many outbreaks during the test period. This can be attributed to the second wave of COVID-19 that occurred during the test period as schools resumed, governors relaxed state lockdown laws, and people returned to work [42]. For example, California was one of the last states to begin lifting restrictions in mid-sized and large counties, which may have contributed to relatively fewer outbreaks than those in Indiana and Iowa [43,44]. Thus, counties re-entered or for the first time realized outbreak periods during the test period.

California remains a state of interest owing to the characterization of its outbreaks as well as predictive performance results on the holdout test data set. Unlike Indiana and Iowa, California has several counties with populations of over 1,000,000 people; furthermore, it was the only state with fewer outbreaks and a low percentage of outbreak days between the training and test periods. The California model revealed a significantly lower sensitivity but higher precision. Thus, to Indiana and Iowa, the California model captured proportionally fewer outbreaks but predicted the subset with greater precision.

This parsimonious prediction model is easily replicable in other states, as it only utilizes county population and COVID-19 cases per day per county data. States can detect and predict outbreaks with high accuracy by following the model’s rules. Current outbreak prediction approaches are based on machine learning algorithms. Though they generally have very high accuracies, these models incorporate a variety of data points and can overfit models [22]. The heuristic model’s data simplicity enables it to be easily implemented in other regions, especially those with limited reported systems. It is also an understandable and accurate method to relay a county’s current state of COVID-19 to the general public, who are not as informed in health metrics. In addition to public and internal communication, forecasting models can be applied to aid in outbreak preparation and community mitigation methods [45].

In addition to a high-performing heuristic model, our efforts also led to the development of a well-curated gold standard data set consisting of outbreak status for each county on a day-to-day basis. This data set is shown in Multimedia Appendix 2 to facilitate additional studies on this important issue.

Limitations

Our study was impacted by limitations in data collection systems currently deployed by each state. The inconsistency of data reporting presented a significant systematic challenge for model building activities. For instance, states closed most COVID-19 testing centers on weekends, which led to lower case count values on Saturdays and Sundays. Further, many states did not publish most of their own COVID-19 data, which led us to obtain data on cases per day per county from the New York Times instead of a state’s Department of Health, the latter being more accurate. The New York Times would retroactively change case data, making it more unreliable since there were days with negative values.

The lack of previous studies on curating gold standards on disease outbreaks also presents limitations. With no industry standard on defining an outbreak, we created the gold standard on the basis of intuition and the aforementioned specified criteria. Therefore, this process could have been subject to potential confounders, which may have influenced our model’s results. Furthermore, the rule-based model approach is subject to several limitations. Since the model incorporated a 7-day moving Case Rate, there was a lag at the tails of outbreaks as the increased case counts were not initially detected. Even with a parsimonious approach, the parameters derived from our results can greatly differ when applied to other regions. This uncertainty, resulting from parameters, social mandates, and vaccination, is a feature of any prediction model. We helped lessen this uncertainty through our generalizable approach demonstrated in diverse states.

Future Prospects

The ongoing COVID-19 pandemic has led most major institutions to allocate tremendous resources for its resolution. The model would benefit from a larger sample size of US states, and possibly regions worldwide, to test its generalizability on a more expansive scale. Additionally, we could expand the model’s data range for the third wave of cases and as the COVID-19 vaccine is distributed to a majority of the population, to determine its functionality beyond the scope of this study. Our results could also be translated to provide a clearer epidemiological outlook of diseases. Since the model can predict outbreaks with high accuracy, it could be tested on historical COVID-19 data to determine when most outbreaks occurred easily in a particular region. Moreover, trends and patterns were found across outbreaks among various factors such as lockdown policies, air pollution levels, and civilian obedience.
Understanding the causes of outbreaks presents interesting findings related to public policy adaptation in current and future situations.

Conclusions
This study presents an accurate, generalizable, and explainable COVID-19 outbreak prediction model. The model reported sensitivity scores of >90% in Indiana and Iowa and >80% in California. Furthermore, model specificity and accuracy scores were >94% in every state. These results, coupled with the minimal data inputs required, creates an explainable and easy-to-implement model that governments and policymakers can utilize to assess COVID-19 severity across diverse geographic regions. Future studies are required to test the model in other states and countries by using more recent data. Moreover, the model should be used to identify outbreaks to investigate correlations among external factors such as socioeconomic risks, air pollution, county-level laws, and outbreak development.
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Abstract

Background: Telehealth plays a key role in supporting health care systems and influencing methods of health care delivery. Government laws and medical operating protocols have been largely modified to provide remote care to reduce social contact and ensure a safer patient environment. In the Kingdom of Saudi Arabia (KSA), the Ministry of Health (MOH) introduced several forms of telemedicine as alternatives to face-to-face consultations in clinical settings.

Objective: This study aimed to assess the awareness and utilization of telehealth services before and during the COVID-19 outbreak in the KSA.

Methods: In this longitudinal study, we compared the awareness and utilization of 937-telephone health services (ie, a toll-free telephone service to provide medical and administrative health care services at any time for the population) before and during the COVID-19 outbreak in the KSA. Using a convenience sampling technique, a validated web-based questionnaire was distributed on social media platforms (Facebook, Twitter, and WhatsApp) at 2 timepoints: before (February 2019) and during (May 2020) the COVID-19 pandemic.

Results: The study sample comprised a total of 1961 participants who completed the questionnaire before (n=1303, 66%) and during (n=658, 33%) the COVID-19 pandemic. Both awareness (before=46% vs during=78%) and utilization (before=42% vs during=48%) of the 937-telephone health services increased significantly during the pandemic (P<.001). No significant association of the awareness or utilization of 937-telephone health services before and during the COVID-19 pandemic was found with respect to the participants’ age, education level, having children, or having any chronic disease.

Conclusions: Our findings indicate significant increases in the awareness and utilization of 937-telephone health services during the early days of the COVID-19 pandemic, suggesting an increase in public acceptance of the service and providing evidence of an equitable telemedicine service for the population. Further studies are needed to provide a deeper understanding of the barriers and facilitators to the use of 937-telephone health services for different groups of the population.

(J Med Internet Res 2021;23(7):e27618) doi:10.2196/27618
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Introduction

The COVID-19 pandemic has transformed the manner in which health care services are provided to patients worldwide. With the rapid spread of COVID-19 from 1 city (Wuhan, China) to almost all countries, governments worldwide implemented restrictive measures to reduce the contamination risk. Many countries adopted extreme prevention methods to prevent disease transmission, such as self-isolation and quarantine, social distancing, prioritizing health centers for COVID-19 cases, closing borders, and the complete lockdown of cities. In an attempt to reduce the opportunity of disease transmission, medical operating protocols have been largely modified to comply with control measures. Thus, the delivery of health care services has shifted toward the use of telemedicine and remote services for medical consultations [1-5].

Telemedicine was first described in the 1970s and was defined as the process of providing health care from a distance through the use of communications technology [6,7]. Telephone consultations can be considered a rudimentary form of telemedicine [8]. Telemedicine can be described as “the process whereby patients receive medical advice by one or more qualified healthcare professionals via the telephone” [9].

In the Kingdom of Saudi Arabia (KSA), the Ministry of Health (MOH) introduced several forms of telemedicine as alternatives to face-to-face consultations in clinical settings. More than 19 mobile apps have been released to provide web-based health services to smartphone users, who constitute 96% of the population [10]. Another key initiative to improve health care access for those without an internet connection was the establishment of 937—a free, confidential telephone service that provides medical and administrative health care services at any time. These 937-telephone health services are available 24/7 throughout the year and are provided in both Arabic and English. Calls are answered by health care professionals who can ask questions to assess the health problem and provide the caller advice on whether to handle the problem at home or to go to a hospital emergency room. The service provides four main subservices: (1) medical consultation, (2) reporting complaints about public and private health facilities, (3) appointment requests for primary health centers and smoking cessation clinics, and (4) responding to inquiries such as requesting information about infectious diseases, toxins, and medicines and providing technical support for MOH mobile apps.

The 937-telephone health services are not limited to the telephone number “937” but are rather linked with a mobile app with an instant messaging feature, which allows patients to send photographs or videos during medical consultations (eg, of a skin rash). The service is also accessible for deaf people and those with hearing impairment through a special mobile app “Ishara” (ie, “sign”), through which a service provider launches a video call to connect the patient to the 937-telephone health care services and provides a sign-language translation.

In the months before the pandemic, the 937-telephone health services were not in effective use in the KSA, with only approximately 46% of the population reporting awareness of the service and only 20% using it [11]. Given that the first part of this study was conducted before the COVID-19 outbreak, we were able to assess whether awareness and utilization of the 937-telephone service had increased during the pandemic. This study aimed to assess the awareness and utilization of the 937-telephone health services before and during the COVID-19 outbreak in the KSA, and we hypothesized that awareness and utilization of the 937-telephone health services increased during the pandemic.

Methods

Study Design

This study used a longitudinal approach, where data were collected at two timepoints: before (February 2019) and during the COVID-19 pandemic (May 2020).

Participants

The survey included 2 cohorts of citizens and residents of the KSA. Participants were selected using a nonprobability sampling technique, specifically convenience sampling.

Variables

The questionnaire measured awareness and utilization of the 937-telephone health services in the KSA. Awareness was measured by asking, “Are you aware of the Ministry of Health 937-telephone health service (yes vs no)?” Utilization was measured by asking, “Have you ever contacted 937-telephone health services (yes vs no)?” Participants who answered “yes” to the second question were asked a follow-up question regarding the purpose of their call (eg, for a medical consultation, complaints, appointments, or a general inquiry).

In addition, data on independent variables were collected to assess their association with awareness and utilization. These included data on age (age groups: ≤19 years, 20-29 years, 30-39 years, 40-49 years, 50-59 years, and ≥60 years), gender (male or female), level of education (at least high school, diploma, bachelor’s degree, or graduate degree), area of residence (Eastern, Western, Northern, Southern, and Central regions), nationality (Saudi citizen or resident), having children younger than 18 years old (yes vs no), and previous diagnoses of chronic disease (yes vs no).

Data Source or Instrument

As digital communication channels have been increasingly used to recruit study participants in recent studies, especially during the COVID-19 pandemic, we used a web-based questionnaire for data collection. Three methods were used to validate the survey: face validity (to test the clarity and relevancy of the content and the scale overall layout), content validity, and linguistic validity. The validation process has been previously described by Alrayes et al [11].

Sample Size

The questionnaire was distributed on social media platforms (ie, Facebook, Twitter, and WhatsApp) with no inclusion or exclusion criteria; hence, formal sample size calculations were not feasible. As an alternative, we followed a previously
recommended guideline [12] for sample sizes: 100=“fair,” 200=“good,” 500=“very good,” and >1000=“excellent.”

**Statistical Analysis**

The data were analyzed using SPSS (IBM Corp) [13]. Demographic characteristics, awareness, and utilization were analyzed using descriptive analysis. Chi-square tests were used to assess the difference in awareness and utilization of the 937-telephone health services before and during the pandemic. In addition, factors influencing the awareness and utilization of the 937-telephone health services were assessed using chi-square tests, and P values less than .05 were considered significant for all analyses.

**Ethical Considerations**

All participants were asked for their voluntary participation and consent before filling out the questionnaire and were free to terminate the survey at any time. Ethics approval was obtained from the institutional review board of Imam Abdulrahman Bin Faisal University (protocol# IRB-UGS-2018-03-294).

**Results**

**Participants**

The study sample included 1961 participants who completed the questionnaire before (n=1303, 66%) and during (n=658, 34%) the COVID-19 pandemic. Nonsignificant differences were observed between the population cohorts, which indicated that the study samples were homogenous.

**Descriptive Data**

Most study participants were women (n=1488, 76%), and approximately one-third were 20-29 years old (n=628, 32%). Half of the participants indicated that they had at least 1 child (n=1008, 51%), and most did not have a chronic disease (n=1705, 87%). The majority of study participants resided in the Eastern region (n=1624, 83%) (Table 1).
Table 1. Awareness of 937-telephone health services in the Kingdom of Saudi Arabia before and during COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall (n=1961), n (%)</th>
<th>Aware (n=1113), n (%)</th>
<th>Awareness of the 937-telephone health service (n=1113) Before the COVID-19 pandemic (n=601), n (%)</th>
<th>During the COVID-19 pandemic (n=512), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1488 (76)</td>
<td>813 (73)</td>
<td>464 (77)</td>
<td>349 (68)</td>
<td>11.5 (1)</td>
<td>.001*a</td>
</tr>
<tr>
<td>Male</td>
<td>473 (24)</td>
<td>300 (27)</td>
<td>137 (23)</td>
<td>163 (32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤19</td>
<td>117 (6)</td>
<td>40 (4)</td>
<td>18 (3)</td>
<td>22 (4)</td>
<td>5.2 (5)</td>
<td>.39</td>
</tr>
<tr>
<td>20-29</td>
<td>628 (32)</td>
<td>332 (30)</td>
<td>187 (31)</td>
<td>145 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>454 (23)</td>
<td>300 (27)</td>
<td>168 (28)</td>
<td>132 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>443 (23)</td>
<td>258 (23)</td>
<td>136 (23)</td>
<td>122 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>262 (13)</td>
<td>153 (14)</td>
<td>80 (13)</td>
<td>73 (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>57 (3)</td>
<td>30 (3)</td>
<td>12 (2)</td>
<td>18 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Having children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1008 (51)</td>
<td>632 (57)</td>
<td>352 (59)</td>
<td>280 (55)</td>
<td>1.7 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>No</td>
<td>953 (49)</td>
<td>481 (43)</td>
<td>249 (41)</td>
<td>232 (45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saudi citizen</td>
<td>1907 (97)</td>
<td>1090 (98)</td>
<td>594 (99)</td>
<td>496 (97)</td>
<td>5.3 (1)</td>
<td>.02*a</td>
</tr>
<tr>
<td>Resident</td>
<td>54 (3)</td>
<td>23 (2)</td>
<td>7 (1)</td>
<td>16 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Area of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>1624 (83)</td>
<td>916 (82)</td>
<td>462 (77)</td>
<td>454 (89)</td>
<td>45.4 (3)</td>
<td>&lt;.001*a</td>
</tr>
<tr>
<td>Central</td>
<td>170 (9)</td>
<td>113 (10)</td>
<td>94 (16)</td>
<td>19 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>112 (5)</td>
<td>54 (5)</td>
<td>32 (5)</td>
<td>22 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>North and south</td>
<td>55 (3)</td>
<td>30 (3)</td>
<td>13 (2)</td>
<td>17 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.4 (3)</td>
<td>.33</td>
</tr>
<tr>
<td>High school or lower</td>
<td>399 (20)</td>
<td>199 (18)</td>
<td>97 (16)</td>
<td>102 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>225 (12)</td>
<td>136 (12)</td>
<td>75 (13)</td>
<td>61 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1,154 (59)</td>
<td>641 (58)</td>
<td>349 (58)</td>
<td>292 (57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>183 (9)</td>
<td>137 (12)</td>
<td>80 (13)</td>
<td>57 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis of a chronic disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0 (1)</td>
<td>.33</td>
</tr>
<tr>
<td>Yes</td>
<td>256 (13)</td>
<td>153 (14)</td>
<td>77 (13)</td>
<td>76 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1705 (87)</td>
<td>960 (86)</td>
<td>524 (87)</td>
<td>436 (85)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aSignificant differences.

**Awareness and Utilization of the 937-Telephone Service**

Among the participants who responded during the pandemic, 512 (78%) indicated that they were aware of the 937-telephone health services, while only 46% of those who responded before the pandemic were aware of the service, which indicates a significant increase in awareness since the pandemic emerged in the KSA ($\chi^2=178.9; P<.001$) (Table 2). Awareness of the 937-telephone health services was higher among women (68%), those aged 20-29 years (28%), and those with at least 1 child (55%) (Table 1).
Table 2. Influence of the COVID-19 pandemic on the awareness and utilization of the 937-telephone health services in the Kingdom of Saudi Arabia.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall, n (%)</th>
<th>Before the COVID-19 pandemic, n (%)</th>
<th>During the COVID-19 pandemic, n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aware of the 937-telephone health services</td>
<td></td>
<td></td>
<td></td>
<td>178.9 (1)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Yes</td>
<td>1113 (57)</td>
<td>601 (46)</td>
<td>512 (78)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>848 (43)</td>
<td>702 (53)</td>
<td>146 (22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using the 937-telephone health services</td>
<td></td>
<td></td>
<td></td>
<td>76.6 (1)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Yes</td>
<td>509 (26)</td>
<td>258 (42)</td>
<td>251 (48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1452 (74)</td>
<td>1045 (58)</td>
<td>407 (52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reasons for using the 937-telephone health services</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consultations</td>
<td>430 (84)</td>
<td>218 (84)</td>
<td>212 (84)</td>
<td>0.00 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Complaints</td>
<td>307 (60)</td>
<td>123 (48)</td>
<td>184 (73)</td>
<td>34.9 (1)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Appointments</td>
<td>234 (46)</td>
<td>92 (36)</td>
<td>142 (57)</td>
<td>22.4 (1)</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Inquiries</td>
<td>305 (60)</td>
<td>137 (53)</td>
<td>168 (67)</td>
<td>10.1 (1)</td>
<td>&lt;.001a</td>
</tr>
</tbody>
</table>

aSignificant differences.

Although the percentage of respondents utilizing the 937-telephone health services was similar before and during the pandemic (42% and 48%, respectively), this difference was still significant ($\chi^2=76.6; P<.001$). Utilization during the pandemic was higher among women (n=146, 58%), those aged 30-39 years (n=85, 34%), and those with at least 1 child (n=161, 64%) (Table 3).
Table 3. Utilization of 937-telephone health services in the Kingdom of Saudi Arabia before and after COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Overall utilization (n=509), n (%)</th>
<th>Utilization of the 937-telephone health service</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before the COVID-19 pandemic (n=258), n (%)</td>
<td>During the COVID-19 pandemic, (n=251), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Female</td>
<td>354 (70)</td>
<td>208 (81)</td>
<td>30.3 (1)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>155 (30)</td>
<td>50 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>4.4 (5)</td>
<td>.49</td>
</tr>
<tr>
<td>≤19</td>
<td>356 (70)</td>
<td>247 (97)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>125 (25)</td>
<td>68 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>178 (35)</td>
<td>93 (36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>119 (23)</td>
<td>59 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>65 (13)</td>
<td>28 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>10 (2)</td>
<td>3 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having children</td>
<td></td>
<td></td>
<td>0.4 (1)</td>
<td>.55</td>
</tr>
<tr>
<td>Yes</td>
<td>333 (65)</td>
<td>172 (67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>176 (35)</td>
<td>86 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
<td>1.9 (1)</td>
<td>.17</td>
</tr>
<tr>
<td>Saudi citizen</td>
<td>504 (99)</td>
<td>257 (99)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>5 (1)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area of residence</td>
<td></td>
<td></td>
<td>26.6 (3)</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>East</td>
<td>416 (82)</td>
<td>196 (76)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>63 (12)</td>
<td>50 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>20 (4)</td>
<td>10 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>North and south</td>
<td>10 (2)</td>
<td>2 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td>0.9 (3)</td>
<td>.83</td>
</tr>
<tr>
<td>High school or lower</td>
<td>90 (18)</td>
<td>47 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>64 (13)</td>
<td>31 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>288 (57)</td>
<td>143 (55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>67 (13)</td>
<td>37 (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis of a chronic disease</td>
<td></td>
<td></td>
<td>0.3 (1)</td>
<td>.61</td>
</tr>
<tr>
<td>Yes</td>
<td>73 (14)</td>
<td>35 (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>436 (86)</td>
<td>223 (86)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant differences.

**Reasons for Using the 937-Telephone Health Service**

When assessing the reasons for using the 937-telephone health services, 4 service areas were considered: consultations, complaints, appointments, and inquiries (Table 2). Use of the service for complaints ($\chi^2 = 35.7; P < .001$), appointments ($\chi^2 = 20.7; P < .001$), and inquiry ($\chi^2 = 38.6; P < .001$) was significantly different before and during the pandemic, while there was no significant difference in the use of the service for consultations before and during the pandemic ($\chi^2 = 3.4; P = .07$).

As shown in Table 2, use of the service for complaints increased from 45% before to 63% during the COVID-19 pandemic. In addition, use of the service to schedule appointments increased from 27% before to 39% during the COVID-19 pandemic. Finally, participants’ utilization of the service to make inquiries increased from 48% before to 67% during the COVID-19 pandemic.

**Factors Influencing the Awareness or Utilization of the 937-Telephone Health Service**

In bivariate analysis, several variables significantly influenced participants’ awareness before and during the COVID-19 pandemic. These variables were the following: gender,
nationality, and area of residence. Women were generally more aware about the 937-telephone health services than men, regardless of the time point in the study ($\chi^2_{1}=11.5; P=.001$).

Area of residence was significantly associated with awareness of the 937-telephone health services ($\chi^2_{1}=45.4; P<.001$). There was a notable increase in awareness across all areas in the KSA after the COVID-19 pandemic emerged (Table 1). Awareness in the Eastern region increased from 77% before to 89% during the COVID-19 pandemic.

Two factors were significantly associated with the utilization of the 937-telephone health services in this study: gender ($\chi^2_{1}=30.3; P<.001$) and area of residence ($\chi^2_{1}=26.6; P<.001$). Female participants utilized the service more than male participants before and during the COVID-19 pandemic; however, the difference was more significant before the pandemic (81% vs 19% and 58% vs 42%, respectively). Utilization of the service increased among men during the COVID-19 pandemic. In addition, utilization of the 937-telephone health services increased significantly in the Eastern region from 76% before to 88% during the COVID-19 pandemic (Table 3).

No other variables assessed in the study showed a significant association with the awareness or utilization of the 937-telephone health services before or during the COVID-19 pandemic. These variables include age, having children, level of education, and previous diagnoses of chronic disease. This suggests relatively equal awareness and utilization of the service across the population.

Discussion

Principal Findings

The 937-telephone health service has thrived during the COVID-19 pandemic owing to its ability to deliver remote health care services to all patients in the community. Public administrations in the United States, United Kingdom, and Australia are investing in telemedicine to reduce the volume of patients visiting emergency departments for nonurgent concerns and to limit virus transmission [14]. This study aimed to compare the awareness and utilization of the 937-telephone health services before and during the COVID-19 pandemic in the KSA.

Since the COVID-19 outbreak in the KSA, the government has employed a number of policies to implement some level of lockdown, including the cancellation of regular outpatient visits, the prioritization of hospital usage for COVID-19 cases, and the expansion and improvement of available telehealth services. Several awareness programs were initiated by the MOH for public education and COVID-19 prevention, aiming to distribute proper information and increase future preparedness. One such MOH initiative was a public awareness campaign encouraging the public to use the existing 937-telephone health services for any inquiry regarding COVID-19, such as symptoms, methods of prevention, and the required course of action on the occurrence of any of its symptoms. Our study findings showed a significant increase in both awareness and utilization levels before and during the pandemic (46% vs 78% awareness and 42% vs 48% utilization). This might have resulted from the increased awareness campaigns by the government to encourage use the 937-telephone health service as an alternative approach for nonemergency concerns.

A parallel increase in the levels of awareness of the role of telehealth in relation to COVID-19 was noted in Australia [3]. Furthermore, 59% of surveyed individuals reported being aware of the 111-telephone health services of the National Health Service in the United Kingdom and 9% reported having used them [15]. Public perception of telemedicine consultations has been generally positive [16]. Many people value the opportunity to obtain expert advice over the telephone as an initial response to the development of new symptoms. Cited benefits include reduced waiting and travel times, convenience, and flexibility [17,18].

Our findings show that the population engaged with the 937-telephone health services differently during the pandemic. The telephone service was mostly used for consultations (84%), followed by complaints (73%), inquiries (67%), and appointment requests (57%). While utilization of the service for consultations was the same before and during the COVID-19 pandemic, its utilization for other reasons increased significantly during the pandemic. This was expected, as during the early days of the pandemic, the population might have been uncertain, owing to inconsistent, unverified, and conflicting information from various sources [19]. Thus, the ability to obtain information from an accurate source such as the MOH telephone service might have helped overcome public uncertainty.

We found that gender played a role in the awareness of 937-telephone health services, with women being more aware than men. This finding aligns with that of another study that reported that women are more likely to engage in eHealth than men [20]. In contrast, in 2017, Khatun et al [21] found that men were more aware of existing health care services, and Jung et al [22] did not find significant differences in telemedicine awareness based on gender.

Another interesting finding, although not significant, was that awareness and utilization of the 937-telephone health services were lower among older adults. Although using the 937-telephone health services does not require an internet connection or computer skills, lesser access was noted among older people. This finding is concurrent with that of Knowles et al [15] who reported that older people were less likely to use telephone-accessed health care (than younger people) and preferred face-to-face contact. Jung et al [22] reported that 77% of younger participants (aged <50 years) preferred to use telemedicine compared to 62.5% of older participants (those aged ≥50 years). Furthermore, El-Mahalli et al [23] reported that those between 30 and 50 years of age were most likely to use telemedicine. Cultural factors might have contributed to this finding as younger adults often take care of seniors, making it unnecessary for them to use the service [23]. In addition, as older people are slower in adopting new technologies than younger adults, the web-based questionnaire might not have reached the intended older population, thus causing a nonresponse bias [24]. However, as the population ages and the
prevalence of long-term conditions increases, telehealth is a particularly valuable tool that could help elderly people maintain their health and benefit those with limited mobility [25]. Thus, understanding barriers and facilitators for telehealth use among older individuals may be important.

Another interesting finding was that among study participants, area of residence was associated with the awareness of the 937-telephone health services. Those residing in the Eastern region of the KSA knew more about the service than those residing in other regions. Jung et al [22] reported that awareness of telehealth services is affected by where a person lives; for example, large cities compared to rural areas. This is most likely due to financial support in large cities [3]. In contrast, another study reported that remote regions were more aware of telehealth services [22].

Our study confirms the increase in awareness and utilization of telehealth, driven by the emergence of the COVID-19 pandemic, which has transformed health care delivery. To our knowledge, this study is the first in the KSA to assess awareness and utilization of 937-telephone health services during the COVID-19 pandemic and to compare current levels of awareness and utilization with those before the pandemic. In addition, the sample size included in the study is large (n=1961), which provides wide representation of the population.

**Implications for Telephone Health Care Services During Pandemics**

With the increased demand for emergency care services and government enforcement of extreme physical distancing measures, health care providers are seeking alternative strategies for providing cost-effective and safe care. Policymakers are implementing telephone consultations as a substitution for face-to-face consultations, with a goal of maintaining continuity of care in a less expensive and safer environment. Currently, the telephone service provides nonurgent care; however, the onset of the COVID-19 pandemic has accelerated the telehealth revolution and rendered the consideration of innovative models of care essential. Reliable and valid screening instruments for telephone use are required to allow health care providers to make comprehensive assessments during the remote visit. Hence, the use of web-based apps to expand telehealth use and build its capacity within the health care delivery system is important.

**Limitations**

However, there are several limitations of note. First, our study population consisted predominantly of women (76%), which may have biased our results; in particular, those related to differences in awareness by gender. However, studies have shown that women tend to be more proactive regarding their health than men [20]. Second, ethnicity might have a potential role in influencing the utilization of telephone services; however, because ethnicity categorization is not used in the official censuses in the KSA and thus might be culturally unacceptable, it was not be feasible to examine this issue in this study. Instead, a more culturally acceptable alternative, nationality, was considered when constructing the study questionnaire as an indirect reflection of a participant’s ethnicity. In addition, area of residence is also captured and is considered a cultural categorization in the KSA. Third, the use of the convenience sampling technique, which yielded a sample in which 83% of the participants lived in the Eastern region, likely contributed to the oversampling of participants in this region, thus limiting our inference on differences observed by area of residence and awareness of the 937-telephone health services. Fourth, data on utilization and awareness during the COVID-19 pandemic were collected in March 2020. The first local COVID-19 case was reported on March 2, 2020, and shortly thereafter, the World Health Organization declared COVID-19 a pandemic (March 11, 2020) [26]. It is possible that awareness and utilization of 937-telephone health services increased over the following months. Finally, it was difficult to calculate the response rate as the questionnaire was distributed on the internet, and no power calculation for the sample size estimation was undertaken. However, the sample size fell within the normative ranges deemed “excellent” (>1000) for common research designs [12,27].

**Conclusions**

This study found significant increases in the awareness and utilization of 937-telephone health services in the KSA, with nonsignificant differences across population groups before and during the COVID-19 pandemic. This suggests an increase in public acceptance of the service and offers evidence for the availability of an equitable telephone-accessed health service for the population. In addition, the utilization of 937-telephone health services for medical appointments and inquiries increased significantly during rather than before the COVID-19 pandemic. Further studies are needed to provide a deeper understanding of the barriers and facilitators for the utilization of the 937-telephone health services among different population groups.
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Abstract

Background: Conventional clinical trials are essential for generating high-quality evidence by measuring the efficacy of interventions in rigorously controlled clinical environments. However, their execution can be expensive and time-consuming. In addition, clinical trials face several logistical challenges regarding the identification, recruitment, and retention of participants; consistent data collection during trials; and adequate patient follow-up. This might lead to inefficient resource utilization. In order to partially address the current problems with conventional clinical trials, there exists the need for innovations. One such innovation is the virtual clinical trial (VCT). VCTs allow for the collection and integration of diverse data from multiple information sources, such as electronic health records, clinical and demographic data, patient-reported outcomes, anthropometric and activity measurements, and data collected by digital biomarkers or (small) samples that participants can collect themselves. Although VCTs have the potential to provide substantial value to clinical research and patients because they can lower clinical trial costs, increase the volume of data collected from patients’ daily environment, and reduce the burden of patient participation, so far VCT adoption is not commonplace.

Objective: This paper aims to better understand the barriers and facilitators to VCT adoption by determining the factors that influence individuals’ considerations regarding VCTs from the perspective of various stakeholders.

Methods: Based on online semistructured interviews, a qualitative study was conducted with pharmaceutical companies, food and health organizations, and an applied research organization in Europe. Data were thematically analyzed using Rogers’ diffusion of innovation theory.

Results: A total of 16 individuals with interest and experience in VCTs were interviewed, including persons from pharmaceutical companies (n=6), food and health organizations (n=4), and a research organization (n=6). Key barriers included a potentially low degree of acceptance by regulatory authorities, technical issues (standardization, validation, and data storage), compliance and adherence, and lack of knowledge or comprehension regarding the opportunities VCTs have to offer. One such innovation is the virtual clinical trial (VCT). VCTs allow for the collection and integration of diverse data from multiple information sources, such as electronic health records, clinical and demographic data, patient-reported outcomes, anthropometric and activity measurements, and data collected by digital biomarkers or (small) samples that participants can collect themselves. Although VCTs have the potential to provide substantial value to clinical research and patients because they can lower clinical trial costs, increase the volume of data collected from patients’ daily environment, and reduce the burden of patient participation, so far VCT adoption is not commonplace.

Conclusions: Collaboration among all stakeholders in VCT development is crucial to increase knowledge and awareness. Organizations should invest in accurate data collection technologies, and compliance of patients in VCTs needs to be ensured. Multicriteria decision analysis can help determine if a VCT is a preferred option by stakeholders. The findings of this study can be a good starting point to accelerate the development and widespread implementation of VCTs.
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Introduction

Developers of health interventions (eg, drugs, medical devices, diets, or procedures) have to demonstrate via clinical evidence that their technologies do no, or minimal, harm to patients and improve treatment outcomes [1,2]. Rigorous clinical research, and clinical trials specifically, are necessary to demonstrate sufficient efficacy and safety profiles in order for regulators to grant marketing authorizations and, in turn, for patients to benefit from the introduction of better treatments. However, the execution of a clinical trial is expensive and time-consuming. In addition, clinical trials face several logistical challenges that might lead to inefficient resource utilization [3,4]. These major challenges primarily pertain to the identification, recruitment, and retention of participants; attainment of informed consent; consistent data collection during trials; and adequate patient follow-up [4-6]. Moreover, several demographic groups such as ethnic minorities and elderly patients are underrepresented in clinical trials and therefore the generalizability of trial results might not be immediately clear [4,7,8]. In addition, real-life settings might sometimes be more suitable to comprehensively or appropriately assess the benefits (and risks) of health interventions. Consequently, the ecological validity—capturing data in a real-life setting that reflects the circumstances where the intervention will ultimately occur and across diverse populations—of conventional clinical trials might be limited [6,9]. In order to partially address the current problems with conventional clinical trials, there is a need for innovations in the clinical trial process.

A novel clinical trial concept is the digital clinical trial or virtual clinical trial (VCT), also known as a decentralized, do-it-yourself, remote, siteless, or innovative health trial [4,10,11]. VCTs can be defined as “trials executed through telemedicine, mobile/local healthcare providers and/or mobile technologies” [12,13]. VCTs allow for the collection and integration of diverse data from multiple information streams, such as electronic health records, clinical and demographic data, patient-reported outcomes, anthropometric and activity measurements, and data collected by digital biomarkers or (small) samples that participants can collect themselves (eg, blood droplet, saliva, or fecal sample sent for analysis to a lab) [4]. They could be used, for example, in dermatology research where skin diseases can be evaluated remotely [12]. In a study from Singer and colleagues [14], 69 participants could easily take photos of their skin after treatment and send them to a physician for evaluation. Furthermore, VCTs might also be useful in nutrition research where participants follow a diet and perform exercises or physical activity at home guided or monitored by health technologies such as mobile apps, wearables, online data collection, or web-based tests [15,16]. Such digital diagnostics and tools have to meet high validity and reliability quality standards that might be difficult to attain before they can be applied in these new types of trials [4]. In addition, data protection could be an issue since large amounts of sensitive health information might be transferred [12]. Nevertheless, the proper implementation of VCTs can reduce trial costs per participant by up to 50% (compared to conventional clinical trials) because many relevant tests can be performed and evaluated without the need for patients to visit specific sites [17-19]. This also means that less time from health care professionals is needed for data collection. Additionally, a substantially increased volume of data can be collected from patients’ daily environment and, thereby, potentially provide early estimation of intervention effectiveness [18,19]. Moreover, digital health technologies, such as wearables, can provide continuous monitoring of trial participants to rapidly identify adverse events [4]. Because, for example, recruitment and enrollment of patients, and (long-term) follow-up can be done remotely, the burden of patient participation is reduced, and participant diversity and retention can be significantly improved [10,20]. Importantly, VCTs can also deliver a more patient-centered approach and engage patients in lifestyle and clinical research, and thereby improve their overall health literacy [21]. Lastly, the recent COVID-19 pandemic further highlights the advantages of VCTs for various stakeholders: although clinical trial organizations had to put their traditional site trials on hold, virtual visits and data collection were still partially possible online [22,23]. As a consequence, Izmailova and colleagues [23] developed a decision tree for migration from clinic to remote activities.

Although VCTs have the potential to provide huge value to clinical research and, by extension, patients, VCT adoption is not commonplace as of yet [4]. This is surprising, as failing to explore all options of health intervention advancements runs the risk of missing opportunities to preserve and promote patients’ health and improve overall resource distribution in health care. Research into the perspectives of stakeholders such as research organizations, pharmaceutical organizations, and food and health organizations is needed. Previous research from the Clinical Trials Transformation Initiative (CTTI) was focused on the perspectives of sponsors to identify legal and regulatory challenges of VCTs, but research organizations and food and health organizations were not included [13]. Therefore, the aim of this study was to better understand barriers and facilitators to the adoption of VCTs by determining the factors that influence individuals’ considerations regarding VCTs from the viewpoints of pharmaceutical organizations, food companies, and a research organization, by taking a research organization’s perspective. The research organization Nederlandse Organisatie voor Toegestaan Natuurwetenschappelijk Onderzoek (TNO; Netherlands Organisation for Applied Scientific Research) is an independent, government-funded applied research organization that aims to nurture innovation by closing the gap between research and industry. TNO connects companies and knowledge in order to create innovations that sustainably strengthen the competitiveness of the high tech sector and, in turn, improve the well-being of society [24]. This study was a
first pilot investigation to examine the readiness of companies and organizations to adopt VCTs.

**Methods**

**Study Overview**

We conducted a qualitative study on the perspectives of stakeholders about the adoption of VCTs. The Consolidated Criteria for Reporting Qualitative Research (COREQ) checklist for reporting qualitative research was followed (Multimedia Appendix 1) [25]. Approval for the qualitative study was granted by the Internal Review Board of TNO in April 2020 (reference number: 2020-034).

**Theoretical Considerations**

To base our investigation on a solid theoretical framework, we utilized Rogers’ diffusion of innovation theory. Rogers’ framework aims to explain how and why a new innovation or technology is, or is not, adopted, where adoption can be defined as “the full use of an innovation when the innovation is the best course of action available” [26]. A VCT can be considered a process innovation, which is defined as the implementation of a new or improved delivery method, including substantial changes in techniques, equipment, and/or software [27]. Zhang and colleagues [28] reported their investigation of the factors leading to a successful eHealth process innovation. They used Rogers’ theory to analyze patient acceptance and identify reasons for the utilization of eHealth innovations [28]. Several other recent studies have also used Rogers’ framework to better understand health technology adoption [28,29]. Therefore, Rogers’ theory was considered to be an appropriate framework for this study. Multimedia Appendix 2 [30-33] provides more details about Rogers’ theory and concepts, including the five stages of the innovation-decision process.

**Data Sources and Sampling Strategy**

A purposive sampling strategy was used to select invitees [25]. Three stakeholder groups were approached via email: invitees were recruited from TNO (within which people working in the health division were approached), pharmaceutical organizations, and food and health organizations. Within TNO, the Microbiology and Systems Biology (MSB) department supports the research and development activities of companies in the agriculture and food, health, personal care, chemistry, biotechnology, and pharmaceutical sectors. The department collaborates with pharmaceutical, food, and health organizations as well as other companies to set up clinical trials [24]. Within the pharmaceutical industry, a distinction between sponsors and contract research organizations (CROs) can be made. Food and health companies can be defined as organizations that aim to improve health by healthy foods. These organizations study nutrition by conducting nutrition trials.

Twenty potential participants received an interview invitation. Due to the COVID-19 pandemic, all interviews were held by telephone or Skype. Invites were enrolled in the study if they met the following inclusion criteria: speak Dutch or English fluently; work for one of the three stakeholder groups (research organization, pharmaceutical industry, or a food company) in a key position of clinical trial execution; have experience and/or interest in using VCTs; and are willing and able to participate and sign an online informed consent form.

**Data Collection and Instrument**

The semi-structured interviews were carried out by author RMHC. The interview guide consisted of themes and questions based on the five innovation stages as suggested by Rogers, namely: knowledge, persuasion, decision, implementation, and confirmation (Multimedia Appendix 3). The interview guide was discussed with and approved by all authors. Furthermore, the interview was piloted with 2 independent researchers at TNO [25]. Once the invitees had given consent, the interviews were conducted and audio recorded. Field notes were made during and directly after the interviews.

**Data Analysis**

The audio recordings were transcribed immediately after the interview, new concepts were identified, and the degree of data saturation was measured [34-37]. In addition, to confirm the accuracy of content and key messages, participants were asked to review a brief summary of the interview and a couple of quotes, and comment if necessary [35,37]. The recordings were deleted directly after transcription, and the transcripts were stored as Microsoft Word files (Microsoft Corp) on a secured laptop per proper data and privacy protection measures. The data were analyzed by using the thematic analysis method suggested by Clarke and Braun [38], which consists of the following 6 steps: familiarization with the data, initial code generation, theme identification, theme review, theme definition and naming, and, finally, report production [38]. The data obtained from the interviews were coded by RMHC and merged into a code book. A 5% check (1 interview transcript and coding) was done by another researcher to ensure that coding was performed consistently. The data from the interviews were descriptively analyzed with Microsoft Excel 2016 (Microsoft Corp).

**Results**

**Participant Characteristics**

From the 20 potential participants who were approached, 4 individuals were excluded from this study: 2 did not respond to the invitation, and 2 were not experienced enough in VCTs and thus did not meet the inclusion criteria. In total, 16 individuals were interviewed between April and June 2020. Six employees from a research organization, 6 pharmaceutical employees, and 4 individuals from food companies were enrolled in the study. Among the pharmaceutical participants, one was an employee of a CRO. This person was grouped into the pharmaceutical cohort since the results of the interviews between the CRO and pharmaceutical companies were much aligned. All interviewees from the research organization lived in The Netherlands, while 2 pharmaceutical interviewees and 2 interviewees from food companies were based in Ireland, Denmark, France, and Germany (Table 1). In Table 2, the type of organizations where interviewees were employed is shown.
Table 1. Participant characteristics (N=16).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organization</strong></td>
<td></td>
</tr>
<tr>
<td>Research organization</td>
<td>6 (37.5)</td>
</tr>
<tr>
<td>Junior</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Senior*</td>
<td>6 (37.5)</td>
</tr>
<tr>
<td>Pharmaceutical companies</td>
<td>6 (37.5)</td>
</tr>
<tr>
<td>Junior</td>
<td>2 (12.5)</td>
</tr>
<tr>
<td>Senior</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td>Food companies</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td>Junior</td>
<td>2 (12.5)</td>
</tr>
<tr>
<td>Senior</td>
<td>2 (12.5)</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>The Netherlands</td>
<td>12 (75.0)</td>
</tr>
<tr>
<td>Other parts of Europe (Ireland, Denmark, France, and Germany)</td>
<td>4 (25.0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (81.25)</td>
</tr>
<tr>
<td>Female</td>
<td>3 (18.75)</td>
</tr>
</tbody>
</table>

*A senior has more than 5 years of experience in his or her job.

Table 2. Type of organizations where interviewees were employed (N=11).

<table>
<thead>
<tr>
<th>Organization type</th>
<th>Organizations included, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research organization</td>
<td>1 (9.1)</td>
</tr>
<tr>
<td>Pharmaceutical companies</td>
<td>6 (54.5)</td>
</tr>
<tr>
<td>Food companies</td>
<td>4 (36.4)</td>
</tr>
</tbody>
</table>

Of the 6 individuals affiliated with the research organization, 5 were business developers. Business developers were included since they are the initial point of contact with business partners and discuss different options for conducting studies. They have ideas about how VCTs could be interesting for their clients and whether the research organization should be involved in VCTs. The remaining individual was a senior scientist conducting clinical research in collaboration with pharmaceutical companies and universities.

The 6 participants from the pharmaceutical companies had various professional backgrounds. Two were country study managers leading a team that conducts clinical trials. Moreover, they are responsible for the quality of the research. Two participants worked within an innovation department. One was the medical lead of innovation, and the other worked as the head of clinical technology and innovation. The medical lead of innovation was responsible for several (clinical trial) innovation projects within the company. The head of clinical technology and innovation was closely involved with conducting VCTs. Another interviewee was a clinical scientist, who was involved in conducting clinical trials. The last participant was a medical advisor and data scientist, and was responsible for coordinating clinical research and analyzing clinical trial data.

Three of the 4 interviewees from the food companies were (clinical) scientists and/or study leaders. They were responsible for conducting or leading clinical trials. The remaining participant was head of scientific marketing within a food company, who conceptualized, planned, and implemented clinical research. Figure 1 displays the professional backgrounds of the participants.
A total of 12 interviews were conducted by telephone and 4 by Skype (with video). Interviews lasted approximately 45 minutes. After the 15th interview, data saturation was reached. Data collection was continued for one more interview to confirm that no new concepts were mentioned.

**Overview of Findings**

Table 3 illustrates current barriers and facilitators, according to stakeholder perspectives.

<table>
<thead>
<tr>
<th>Barriers and facilitators</th>
<th>Research organization (n=6), n (%)</th>
<th>Pharmaceutical companies (n=6), n (%)</th>
<th>Food companies (n=4), n (%)</th>
<th>Total across all organization types, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance by regulatory authorities</td>
<td>3 (18.75)</td>
<td>3 (18.75)</td>
<td>2 (12.5)</td>
<td>8 (50.0)</td>
</tr>
<tr>
<td>Technical issues (standardization, validation, and data storage)</td>
<td>4 (25.0)</td>
<td>4 (25.0)</td>
<td>1 (6.25)</td>
<td>9 (56.3)</td>
</tr>
<tr>
<td>Compliance and adherence</td>
<td>5 (31.25)</td>
<td>6 (37.5)</td>
<td>3 (18.75)</td>
<td>14 (87.5)</td>
</tr>
<tr>
<td>Lack of knowledge or understanding</td>
<td>2 (12.5)</td>
<td>1 (6.25)</td>
<td>3 (18.75)</td>
<td>6 (37.5)</td>
</tr>
<tr>
<td><strong>Facilitators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Involving regulators in the development process</td>
<td>3 (18.75)</td>
<td>3 (18.75)</td>
<td>1 (6.25)</td>
<td>7 (43.8)</td>
</tr>
<tr>
<td>Exposure to the results of pilot studies</td>
<td>5 (31.25)</td>
<td>2 (12.5)</td>
<td>3 (18.75)</td>
<td>10 (62.5)</td>
</tr>
<tr>
<td>Clear instructions and assistance for patients</td>
<td>4 (25.0)</td>
<td>6 (37.5)</td>
<td>3 (18.75)</td>
<td>13 (81.3)</td>
</tr>
</tbody>
</table>

Barriers and facilitators that many stakeholders agreed on (ie, more than half [>8] of the interviewees mentioned it).

**Barriers to VCT Adoption**

**Acceptance by Regulatory Authorities**

The concern of many participants was that regulatory authorities such as the Food and Drug Administration (FDA) and European Medicines Agency are not ready to accept VCTs because the procedures to evaluate VCTs are currently not standardized or well established. One person from a pharmaceutical company mentioned that, although some guidelines were available, they were vague and abstract, and this made it highly challenging to estimate if a VCT would be approved. For the pharmaceutical industry, this was important as evidence would have to be

---

**Figure 1.** Overview of participants’ professions.
obtained by approved methods; otherwise pharmaceutical products cannot receive approval.

**Technical Issues: Standardization, Validation, and Data Storage**

Participants mentioned several technical issues regarding the execution of VCTs. One of them was the lack of standardization. Participants expressed that the development of smart devices is fast-paced and, in addition, the algorithms of these devices are not always known, which could lead to these devices being considered a “black box.” Therefore, respondents explained that the data collected today would become outdated in a year’s time as new algorithms and smart devices become available. In addition, investigators are mandated to store study data for 15 years, but if the technology becomes outdated and cannot be updated, data storage (and access) can be problematic. Another issue mentioned was accessibility of data through an app or wearable developer, whereby the researcher has no access to the propriety data. Respondents were also concerned about the accuracy of wearables; although many wearables are currently available, most have not been validated. If a wearable did not have formal validation, the data it generated could not be used as clinical evidence.

**Compliance or Adherence**

Respondents from all organization types mentioned that even in normal clinical trials, compliance (the degree to which a patient correctly follows an intervention) was an issue. In a VCT, they believed that this could become an even bigger issue, as in-person contact with participants is limited. For example, the drug would have to be taken, or the wearable used, by the trial participant only, which is challenging to monitor in a decentralized setting:

> If you conduct it [a trial] in a clinical setting, there is someone [a study nurse/researcher] standing next to the participant, so he or she checks if everything is done correctly. But if you do it [ie, a trial] at home ... you [a researcher] don't see it. Or, for example, you [a researcher] track a mobile phone, it can also remain on the table, in another room. [P3]

**Lack of Knowledge or Understanding**

The interviews revealed that some organizations, mainly food companies and the research organization, had a lack of knowledge regarding the opportunities offered by VCTs. Parts of clinical trials could be done remotely, but food companies and some interviewees from the research organization were not familiar with conducting clinical trials remotely and/or the development of remote technologies. For example, the concrete utility of, and how to develop, VCTs remained unclear for food companies, as they were not aware of other organizations that utilize VCTs and did not know how to obtain relevant information. Therefore, they were more reluctant to explore VCTs. This indicates that collaboration between stakeholders, especially between food companies and the pharmaceutical industry, were not effective. Pharmaceutical companies, on the other hand, were aware of the opportunities offered by VCTs and knew that others were exploring this field and developing new platforms. Participants from all stakeholder groups mentioned that some patient groups might face various issues related to VCTs. In particular, elderly patients may not have the experience that is required, such as knowing how to use a smartwatch or the internet, for this study type, even though it would be highly preferable to include this patient group in trials. Consequently, a relevant part of the population might not be included in VCTs, which could lead to biased data and thus imprecise estimates of intervention effectiveness.

**Facilitators of VCT Adoption**

**Involving Regulators and Other Stakeholders in Development Processes**

According to participants, the acceptance of VCTs could be facilitated by involving regulators early in the development phase of a VCT. Furthermore, it was also important to collaborate with other stakeholders during this phase such as other pharmaceutical companies, research organizations, and food companies, in addition to also incorporating the clinic (doctors and patients) to investigate their needs:

> About 15 years ago, pharmaceutical companies were loose [isolated] strongholds. But now you see more and more that the companies are working together [open innovation]. And I think collaboration is the future. It cannot be otherwise because the development of new innovative medicines is very expensive. You just have to do it together. [P1]

**Exposure to the Results of Pilot Studies**

According to the pharmaceutical participants, many of them were currently doing validation or pilot studies with wearables, online platforms (eg, for trial recruitment), or mobile apps. Conducting such pilot studies and publishing the results would support other organizations in understanding VCTs and how to use them. It might also convince regulators that the collected data were reliable and added value to new health interventions.

**Clear Instructions and Assistance for Patients**

All three stakeholder groups indicated that patients in a VCT needed additional assistance from the researcher or study nurse with, for instance, the proper use of a wearable. One participant (pharmaceutical company) indicated that guidance was needed because the tool (eg, wearable) itself could be useless without user input. Specific groups such as elderly trial participants need proper instructions and guidance (eg, via a helpdesk).

**The Decision to Adopt VCTs**

A point mentioned by participants across all organizations was that adoption depended on the type of study to be performed. In principle, if a research question was suitable, for instance, if a researcher was interested in studying lifestyle changes measured through a wearable or collected via an online questionnaire at home, a VCT could provide a significantly richer data set (including real-life data) when compared to a conventional clinical trial. On a more practical note, for many respondents, the decision to adopt VCTs also depended on the costs of the trials. If VCTs could in effect reduce costs, some respondents would be inclined to conduct a VCT rather than a conventional clinical trial.
Options to Apply VCTs

The three stakeholder groups made several suggestions on what types of tools could be used and how VCTs could be implemented. Contemporary smart devices or wearables could be used to measure health parameters (e.g., heart rate, temperature, oxygen saturation, respiration rate, blood pressure, blood glucose level) and monitor patients while the investigational intervention or drug is studied. Next to noninvasive measurements, the collection of small samples, such as drawing blood by a finger prick, is also possible. By extension, multiple blood droplet analysis devices exist that enable consumers to collect data (e.g., blood cholesterol, glucose, or ferritin) themselves and at home. Furthermore, participants mentioned the possibility of conducting online tests consisting of questionnaires or cognition assessments that could be used in, for example, nutrition studies, where participants consume a daily dietary supplement. The effect of the supplement on satiety or gastrointestinal function could be monitored easily online and does not require clinical assistance.

Figure 2. Options related to virtual clinical trials (VCTs) that interviewees agreed on. The counts and percentages provide an indication of how many participants suggested VCTs for a specific study type.

Discussion

Principal Results

In this study, participants acknowledged the innovative value of VCTs and agreed that the development of VCTs should be further explored and promoted. However, various aspects have to be improved before VCTs can be widely adopted, such as improving effective collaboration between all stakeholders, clinically validating smart devices and wearables for data collection, and ensuring patient compliance. The data obtained from our interviewees demonstrate that pharmaceutical companies and the research organization in particular are aware of the benefits and disadvantages of VCTs. However, the applicability of VCTs in research is not yet well known. Therefore, informing stakeholders of the advantages of VCTs is an important factor to speed up their consideration and adoption. This is relevant especially now during the COVID-19 pandemic, due to which many conventional randomized controlled trials have been halted; here, VCTs can make a substantial contribution to the continuation of certain types of crucial clinical research [22].
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Moreover, they explained that proper instructions are crucial to ensure a high degree of compliance in VCTs. As described by our interviewees, investigators must carefully consider how to ensure a high degree of compliance in VCTs. This was due to a lack of specific guidance (no or few regulations), geographic variability of guidance, and internal perceptions and misperceptions [39]. In addition, the CTTI stated that telemedicine was not widely used in the design and conduct of clinical trials because of legal and regulatory considerations [40]. Due to the COVID-19 pandemic, medical centers and CROs are required to set up online communication and information repositories, resulting in the release of new VCT guidelines by the FDA [22,41]. When designing VCTs, it is important to take these guidelines into consideration. The data infrastructure, processing, analysis, and interpretation of a VCT are different compared to a conventional clinical trial. As also proposed by the CTTI, there is a need for collaboration among various experts such as CROs, pharmaceutical organizations, research organizations, and food and health organizations on one hand, and the companies developing new technologies (eg, wearables) on the other [13,42,43].

Validation of Data Collection Tools

All participants emphasized that the accuracy of the data collected from, for example, wearables; do-it-yourself blood analysis of glucose, cholesterol, hemoglobin, etc; or blood pressure devices in VCTs, is crucial. Currently, there exist many consumer-grade devices that promise to improve health and wellness without scientific evidence substantiating such claims; hence, there is an urgent need for clinically validated devices and wearables [9,43]. The quality assurance (and measurement accuracy) of technologies has been questioned before and several challenges were identified by previous studies [39,44]. The findings of Abdolkhani et al [44] indicated that technical and policy standards need to be developed to guarantee the quality of data generated from wearables. Besides the need for such standards, it is important to validate the wearables by “fit-for-purpose validation” [45]. In such trials, it should become clear, within a very short time frame, if the technology is suitable to accurately measure clinically meaningful endpoints. According to Goldsack et al [45], the evaluation of a wearable device, or a biometric monitoring device, should consist of a three-component framework, consisting of verification, analytical validation, and clinical validation [45]. This has to be completed before technologies can be utilized in VCTs.

Compliance

As described by our interviewees, investigators must carefully consider how to ensure a high degree of compliance in VCTs. Moreover, they explained that proper instructions are crucial as patients have to fully understand what is expected of them as active partners in a trial and need to know how to obtain information. A clear and simple protocol is therefore required [46]. According to previous research, participants who understand the expectations of a clinical trial are more willing and able to comply [47]. Furthermore, some participant groups, such as the elderly can be less literate regarding electronic and smart devices [48,49]. In order to overcome this challenge, interviewees suggested that these participant groups receive more assistance during VCTs. The technology used in a VCT needs to be user-friendly, and the trial itself needs to be as simple as possible [48]. Therefore, it has been recommended by the CTTI that participants be engaged in technology selection. Only technologies that are easy to learn, simple, convenient to use, and physically comfortable should be included in a VCT [46,50].

Implications for Practice and Policy

In order to improve the adoption of VCTs, it is important that all stakeholders collaborate with each other [51]. One option for enhancing collaboration among all stakeholders and exploring if a VCT is a preferred option is an multicriteria decision analysis (MCDA) [52]. Although we have not yet implemented this method, an MCDA might be a good option for researchers who are considering VCTs as a data collection tool. An MCDA is a set of techniques that can help decision-makers take into account and integrate multidimensional data (eg, attributes of benefit) and rank different decision alternatives [52]. For example, the preferences of different criteria or parameters relevant to clinical trials could be elicited a priori and subsequently “preloaded” as preference profiles into dedicated MCDA software. This would potentially result in a more transparent and rapid decision process, and more effective support for decision-makers in determining if a VCT, or some of its components, would be beneficial for their trial. Although an MCDA gives a transparent methodology to compare different decision alternatives, it is an extensive technique that might not be applicable to every context; one setting might be more appropriate for an MCDA than another. For instance, it could be more easily implemented in larger organizations with, in relative terms, larger budgets than in smaller organizations. Next to the MCDA, stakeholders should invest in the use of validated diagnostics to obtain the most reliable results in VCTs [45]. The adherence of patients can be improved by properly devising tools that can motivate them (eg, in a playful way, that is, gamification) or via online monitoring. Because a VCT is a new form of clinical trial with a digital approach, additional assistance might be necessary for some participants. For this reason, we suggest the installation of helpdesks to support trial participants by answering their questions and providing them with support 24/7.

Strengths, Limitations, and Future Research

Underpinned by a well-known theoretical framework of innovation, our qualitative research approach allowed us to elicit and characterize the broad experiences of interviewees with the VCT adoption process [35]. Furthermore, we made use of the COREQ checklist and an interview guide, which improved the validity and standardization of the interviews, while allowing improved follow-up questions based on our interviewees’ responses [25,35]. Whereas most studies...
concerning VCTs are conducted in the United States, our research focused on Europe, which is unique. The conduct of this research in the European Union could be framed as a strength but also as a limitation. Data sampling was restricted to Europe, mostly to The Netherlands. Since the United States is more advanced in conducting VCTs, follow-up studies should also include this country in their data sample. Furthermore, this pilot study only included pharmaceutical companies (including a CRO), food companies, and a single research organization. Health care professionals, patients or participants, regulatory authorities, CROs, and payers are also important stakeholders in VCTs. According to previous studies, these stakeholders should also be included in the process of clinical trial development [42,53]. Therefore, future research should focus on these stakeholders, and their preferences, value points, and perspectives on VCTs. Lastly, inclusion of only one research organization introduced selection bias, leading to a less representative study sample.

Conclusions
This study used a qualitative research approach to identify the barriers and facilitators behind the adoption of VCTs and explored how this process can be improved. Collaboration among all stakeholders in VCT development is essential to increase knowledge and awareness. Organizations should invest in accurate data collection technologies, and compliance of patients in VCTs needs to be ensured. Furthermore, we suggest conducting an MCDA to explore whether a VCT is a preferred option by stakeholders; this can considerably enhance the decision-making process. The findings of this study can be a good vantage point to accelerate the development and widespread implementation of VCTs.
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