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Abstract

Background: The influence of social media among adolescent peer groups can be a powerful change agent.

Objective: Our scoping review aimed to elucidate the ways in which social media use among adolescent peers influences eating
behaviors.

Methods: A scoping review of the literature of articles published from journal inception to 2019 was performed by searching
PubMed (ie, MEDLINE), Embase, CINAHL, PsycINFO, Web of Science, and other databases. The review was conducted in
three steps: (1) identification of the research question and clarification of criteria using the population, intervention, comparison,
and outcome (PICO) framework; (2) selection of articles from the literature using the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) guidelines; and (3) charting and summarizing information from selected articles.
PubMed’s Medical Subject Headings (MeSH) and Embase’s Emtree subject headings were reviewed along with specific keywords
to construct a comprehensive search strategy. Subject headings and keywords were based on adolescent age groups, social media
platforms, and eating behaviors. After screening 1387 peer-reviewed articles, 37 articles were assessed for eligibility. Participant
age, gender, study location, social media channels utilized, user volume, and content themes related to findings were extracted
from the articles.

Results: Six articles met the final inclusion criteria. A final sample size of 1225 adolescents (aged 10 to 19 years) from the
United States, the United Kingdom, Sweden, Norway, Denmark, Portugal, Brazil, and Australia were included in controlled and
qualitative studies. Instagram and Facebook were among the most popular social media platforms that influenced healthful eating
behaviors (ie, fruit and vegetable intake) as well as unhealthful eating behaviors related to fast food advertising. Online forums
served as accessible channels for eating disorder relapse prevention among youth. Social media influence converged around four
central themes: (1) visual appeal, (2) content dissemination, (3) socialized digital connections, and (4) adolescent marketer
influencers.

Conclusions: Adolescent peer influence in social media environments spans the spectrum of healthy eating (ie, pathological)
to eating disorders (ie, nonpathological). Strategic network-driven approaches should be considered for engaging adolescents in
the promotion of positive dietary behaviors.

(J Med Internet Res 2021;23(6):e19697)   doi:10.2196/19697
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Introduction

Defining Social Media
Adolescent peer groups have been recognized to influence
individuals’ health behaviors, including diet [1]. During
adolescence, eating behaviors are influenced by peer impacts,
such as perceived social norms that can create unique peer
pressures [2,3]. Peer-to-peer influence on health behaviors has
been documented in face-to-face interactions [4]; however, few
have studied the influence of social media on eating behaviors
during adolescence.

Social media has been defined as any social networking site
that enables interactive, user-generated content that allows
sharing of images, ideas, videos, music, or commentary on
internet forums (eg, Facebook), blogs and microblogs (eg,
Twitter), and photograph- or video-hosting platforms (eg,
Instagram, YouTube, or TikTok) [5]. Individuals or groups of
people can communicate, collaborate, and connect in real time
via text, video, or phone anywhere that Wi-Fi is available. Social
media channels, such as Facebook or YouTube, were initiated
in the early 2000s. However, the first website recognized as
being the first social media platform was called Six
Degrees—short for Six Degrees of Separation—and it launched
in 1997. In 2018, YouTube, Instagram, and Snapchat were
identified as the most popular online platforms utilized by teens
13 to 17 years of age [6]. User-generated content on these
channels may allow for autonomy, identity, and interpersonal
peer relationship development, a hallmark of adolescence [7].

Social media is an effective channel for engaging adolescents
[8], a target population that has been hard to engage in public
health practice. It can be used to influence, inform, and persuade.
Social media mobile apps have global reach, use, and
engagement [9]. In an earlier global report, approximately 85%
of adolescents between the ages of 12 and 17 years across
Europe, Latin America, the United States, and South Korea
reported using a social media website [10]. Among a sample of
4460 high school students from Turkey in 2019, 88% owned a
smartphone and 100% had a social media account [11].
Contagion effect—the rapid communication of an idea that has
gone viral among peers on social media platforms—has been
recognized as an effective way to promote health behaviors
[12-15]. Behavior intent, increased knowledge, and increased
awareness are positive attributes of healthful food posts on
social media that influence users [16-18]. Extensive social media
use, along with other entertainment media use, has been
associated with consumption of unhealthy foods, mostly due to
snacking behaviors. In particular, Albert found that social media
and other entertainment media use among a sample of mostly
Latino (68%) middle schoolers was negatively correlated with
fruit and vegetable consumption (r=–0.065) and was strongly
correlated with fast food and junk food intake (r<0.200) [19].
In a recent report, Chau et al concluded that social media was
a promising channel for obesity prevention in adolescents and
young adults [20]. Given that more recent research revealed
that 95% of teens 13 to 17 years of age own a smartphone, 51%
use Facebook, 69% use Snapchat, 72% use Instagram, and 85%
use YouTube [21], an examination of peer influence, via social

media channels, on eating behaviors is warranted. However, no
review to date has demonstrated peer influence on eating
behaviors via social media networks among adolescents.

Social Media Influence and Eating Behaviors
A social network analysis of adult, in-person peer relationship
influences indicated that maladaptive eating behaviors (ie, eating
disorders) may be influenced by friendships [22]. Social norms,
as well as real and perceived social support, may be
underpinning peer influences related to the practice of eating.
Peer groups and the type and degree of peer influence may shape
one’s relationship with food. Peer influence on eating behaviors
may extend from in-person influence to social media influence.
Findings from a US nationally representative sample of young
adults, 19 to 32 years of age, revealed an association between
a high volume and frequency of social media platform
engagement (ie, Facebook, Twitter, Google+, YouTube,
LinkedIn, Instagram, Pinterest, Tumblr, Vine, Snapchat, and
Reddit) and eating concerns [23]. However, some of the most
popular social media channels have been noted to influence
maladaptive (ie, nonpathological) eating disorders as well as
adaptive (ie, pathological) healthy eating.

Social media platforms (ie, Facebook and YouTube) and mobile
gaming nutrition-intervention apps (eg, Food Hero) demonstrate
utility among young adult populations to raise awareness,
increase knowledge, influence intrinsic beliefs, and motivate
attitudes [23]. Social media channels, including Facebook,
YouTube, and Snapchat, have been recognized by adolescents
for providing peer-to-peer support in healthy eating through
sharing information and offering social support [24]. This
scoping review aimed to elucidate the role of peer influence via
social media channels on eating behaviors among adolescents
between the ages of 10 and 19 years.

Methods

Databases
The following databases were searched in October 2017 and
updated in October 2019: PubMed (ie, MEDLINE), AgeLine,
BIOSIS Citation Index, CINAHL, the Cochrane Library,
Embase, ERIC (Education Resources Information Center), Food
Science and Technology Abstracts, Google Scholar, Inspec,
PubMed Central, PsycINFO, SciELO (Scientific Electronic
Library Online), and Web of Science. PubMed’s Medical
Subject Headings (MeSH) and Embase’s Emtree subject
headings were reviewed along with specific keywords to
construct a comprehensive search strategy. Grey literature was
searched for in The New York Academy of Medicine Grey
Literature Report and the OAIster database from the OCLC
(Online Computer Library Center). An extensive electronic
journal hand search was conducted in the following journals:
American Journal of Health Promotion, American Journal of
Preventive Medicine, Appetite, Childhood Obesity, Eating
Behavior, Ethnicity & Disease, Ethnicity & Health, International
Journal of Eating Disorders, International Journal of Obesity
(London), Journal of the American Dietetic Association,
Pediatrics, Obesity (Silver Spring), and Public Health Nutrition.
In consultation with the first author (AC), a clinical librarian
(DV) trained in systematic literature reviews conducted the
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literature search and managed the information tools. The project
was conducted in accordance with the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines [25]. A comprehensive search strategy of subject
headings and keywords included “obesity,” “nutrition,” “peer
behavior,” and “adolescents” (see Multimedia Appendix 1 for
full set of terms).

Inclusion and Exclusion Criteria
Inclusion criteria for articles to be included in the review were
as follows: study sample included adolescents 10 to 19 years
of age; study examined a social media app; study had a
cross-sectional, qualitative, observational, and experimental
design; study had a social media component; study examined
adolescent peer communications in a social media environment;
and study examined eating behaviors. Studies were required to
be written in English and were published from journal inception
to October 2019. Conversely, studies related to the impact of
social media on body image, related to gastric bypass, or
conducted in animal models were excluded. EndNote X9
(Clarivate Analytics) was used to manage the bibliographic
data. All references were downloaded to Google Sheets for
screening. Full texts were retrieved and a Google Form was
created for data extraction.

Data Extraction
Two independent researchers (NT and AS) screened the articles,
assessed them for eligibility, and extracted the data from the
search results. The extracted data were exported to Microsoft
Excel 2016 for data analysis. Specifically, extracted data
included author names; year of publication; country of study;
study time frame; participant ages and genders; total number
of participants; total number of user accounts; racial and ethnic
groups, including percentage or whole number by group; study
design; type of social media; behavior influence on food; and
primary study outcomes measured. Reviewer agreement was
reached through discussion with the senior author and review
of the abstracts. Reviews of the study titles, abstracts, and full
text, where needed, were completed to ensure agreement with
study inclusion parameters to confirm eligibility. Tiebreakers
were decided by DV.

Results

Overview
Figure 1 shows the PRISMA flowchart for the article selection
process for this review.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart for the articles that met the final inclusion
process. Grey literature includes The New York Academy of Medicine Grey Literature Report and the OAIster database from the OCLC (Online
Computer Library Center). ERIC: Education Resources Information Center; SciELO: Scientific Electronic Library Online.
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A total of 1225 adolescents ranging in age from 10 to 19 years
who participated in studies across the United States, the United
Kingdom, Sweden, Norway, Denmark, Portugal, Brazil, and
Australia were represented in the sample. Social media platforms
included Facebook and Facebook Messenger, YouTube,
Instagram, Twitter, self-made blogs, school websites, and
researcher-moderated forums. Each study examined how youth
utilized such social media platforms to communicate ideas
regarding food and diet.

A total of 2074 articles were identified through electronic
databases and manual hand searching of articles from systematic
review reference lists. After removing duplicates, 1412 articles
remained and were evaluated according to our inclusion criteria.
Of the 32 full-text articles that were reviewed further, 26 did
not meet the inclusion criteria and were removed. A total of six
studies met the full inclusion criteria and were included in the
final sample (Figure 1). Table 1 shows the details of these six
studies [26-31].

Instagram and Facebook were among the most popular social
media platforms that influenced healthful eating behaviors (ie,
fruit and vegetable intake) as well as unhealthful eating
behaviors related to fast food advertising. Online forums served
as accessible channels for eating disorder relapse prevention
among youth. However, self-made blogs on anorexia also
promoted content about self-harming behavior in support of the
eating disorder.

Both positive and negative influences were found in eating
behavior content among adolescents. Holmberg et al [26,27]
were the only researchers to leverage a contemporary social
media platform (ie, Instagram) and identify positive eating
behaviors promoted among adolescents. Their study setting
across Sweden, Norway, and Denmark is a leading example of
the utility of social media to influence eating behaviors in a
positive way. Their engagement strategy with adolescents could
be leveraged for future studies that evaluate actual eating
behavior change. Food safety behaviors were the other positive
aspect of healthy eating promoted via social media in the United
States, as identified by Quick et al [28]. Kendal et al [29]
described self-made blogs for relapse prevention of eating
disorders. Fast food advertising, as identified by Thaichon and
Quach [30], and self-harming anorexic eating behavior content,
as identified by Castro and Osório [31], had negative influences
on adolescent eating behaviors (Table 1).

Thematically, results of the six studies included in the scoping
review revealed several core themes related to engagement and
dissemination of food-related content in a social media
environment among adolescent users across eight developed
countries. Social media influence converged around four central
themes: (1) visual appeal, (2) content dissemination, (3)
socialized digital connections, and (4) adolescent marketer
influencers. Social media not only served as a communication
channel to a target cohort but also allowed for interaction
through a platform that allowed for user autonomy on a specific
topic.
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Table 1. Data extraction of key variables from each of the six studies that met the final inclusion criteria.

ParticipantsMain outcomesSocial media engagement and themeCountry of
study setting

Age
group
(years)

Authors

2 boys and 9
girls

The internet is a powerful means
of supporting the proanorexic
movement.

This contributes to consumption
and production of problematic
blog content.

11 Portuguese-language blogs in Portugal and Brazil

Three categories analyzed:

Portugal and
Brazil

13-19Castro and
Osório [31]

1. Self-harming content
2. Celebrities and fashion models as body image

“thinspiration”
3. Proanorexic testimonials about dealing with parental,

peer, and other social and cultural offline pressure

21 boys and
23 girls

Viewing the videos increased per-
ceived susceptibility of food-borne
illness and increased self-confi-
dence in performing food safety
behaviors.

Facebook, YouTube, Oovvuu, and Skype

Theme: Food safety promotion videos to improve behav-
iors among American middle schoolers were disseminated
via peer social media networks

United
States

11-13Quick et al
[28]

119 unique
usernames

Online discussion forum was used
to help manage eating disorders
and overcome maladaptive eating
behaviors.

Engagement: 420 message postings

119 usernames; 97 threads

Platform: one self-made online forum

Themes:

United King-
dom

10-19Kendal et al
[29]

1. Mentorship
2. Online forum as a safe space
3. Friendship within the online forum
4. Flexible help
5. Peer support for recovery and relapse prevention

1001 unique
Instagram ac-
counts

Food images were found in most
adolescent accounts.

Food was often centrally placed
and framed in a positive way.

Images of food with high calories
and low nutrients were framed as
advertisements.

Images depicting fruits and vegeta-
bles were often zoomed in on,
similar to images found in cook-
books.

Engagement: 3479 Instagram images

1712 available accounts

1001 Instagram accounts with the hashtag #14 (pertaining
to age groups)

Sweden,
Norway, and
Denmark

14Holmberg et
al [26]

15 boys and
15 girls

Online marketing via social media
sites had a strong impact on chil-
dren’s decisions to consume fast
food.

Platforms: Facebook and Twitter

Themes:

Australia11-16Thaichon 
and Quach
[30]

1. Peer pressure: users try to match their page through
like and share functions via social networks

2. Eating habits and intentions: children said that they
tend to change their eating habits after repeatedly
being exposed to advertisements on social network-
ing sites

11 girls and 9
boys

Depictions of body image and food
self-presentation in digital social
media were the most prominent
influential imagery.

Platform: Instagram

Engagement: semistructured interviews that described
adolescent social media engagement with food

Themes:

Sweden13-16Holmberg et
al [27]

1. Protecting self-esteem by not disclosing body weight,
body images, or unhealthy foods, to minimize the
risk of receiving hurtful comments

2. Props and symbols that had positive associations
among their peers, which signified social status, that
could generate likes and positive comments were
favored
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Theme 1: Influence of Visually Appealing Imagery
and Endorsements
First, communicating eye-catching visual imagery of food,
fitness, and body ideals among adolescent peers played a
primary role of influence in several modalities. Videos and
pictures allow for creative design feature elements that may
increase engagement. Entertaining videos with appealing
graphics, relatable scenarios, and music were employed
effectively in Quick et al’s development of food safety videos.
These videos increased food safety practices (ie, handwashing)
among 332 preadolescent peer groups in an experimental design
study within the United States [28]. Similarly, Holmberg and
colleagues [26] reported that shared images of food in social
media may reflect a lifestyle that adolescents admire or want
to promote. Positive framing of fruits and vegetables that were
colorful and aesthetically pleasing may be indicative of a certain
status worth sharing [26]. Sharing food images or videos that
were perceived as preferable by peers reflect endorsements and
may encourage the likelihood of behavior adoption.

Similarly, likes or other affirmative visual icons, such as hearts
and smiley emojis, connote positive agreement and affirm
approval of what is depicted by a statement or image. Food
brands with positive associations among peers that signified
social status and generated likes and positive comments were
viewed as favorable among teens in Sweden. In a qualitative
study with Swedish teens, one 14-year-old participant described
her reasoning for sharing a Starbucks image as follows: “Even
if one has never had a Starbucks beverage or visited the place,
one still loves it, because one knows that everyone else loves
it” [27].

Peer group reinforcers may influence in both directions of the
pendulum. Findings of semistructured interviews with 20
Swedish adolescent boys and girls enrolled in a pediatric obesity
clinic revealed that they avoided posting unhealthy “fattening”
foods in fear of this behavior being viewed as unacceptable
from their peers with the potential to elicit criticism and bullying
[27]. Posting visual images of healthy foods was used to portray
acceptability, as these foods would be viewed favorably and
positively by peers. Conversely, Castro and Osório [31] reported
that attractive imagery may also influence aspirational ideals
toward thinness—or “thinspiration”—among teen bloggers in
Portugal and Brazil on proanorexic websites [31].

Theme 2: Social Media Dissemination
Second, posting images and videos with friends allows for quick
dissemination of health-related ideas, products, and practices.
Social media has the ability to be circulated worldwide instantly.
Rapid dissemination allows for contagion virality or viral
marketing of a topic faster than a formal broadcasting channel,
indicating the speed of dissemination by sharing unique,
entertaining messages on one’s pre-existing social network [28].
Quick communication uptakes may bypass mainstream media
channel dissemination and speed.

The emotion conveyed behind viral messages may influence
person-to-person well-being. Social media dissemination of
harmful ideas may have negative consequences on adolescent
mental health, thereby influencing nonpathological eating

disorders. Social media contagion passed between individuals
may have mental health implications contributing to unique
social norms that affect anxiety levels due to viral messaging
of negative eating behaviors.

Theme 3: Socializing Digital Connections
Third, digital platforms facilitate peer-to-peer interactions in
ways that are quicker and more convenient than traditional
in-person support networks, potentially influencing peer social
norms. Social media interactions occur at a speed, engagement,
and influence level beyond in-person communication. Their
reach and scale could effectively influence adolescent beliefs,
attitudes, and norms around eating behaviors at a broad scale.
Digital communities have been leveraged by the food industry
as a marketing tool to advertise directly to consumers. Thaichon
and Quach [30] reported that food advertising to young
consumers associated a company’s product with community
and socialization. The authors found that fast food advertising
on social media influenced adolescent views toward fast food,
eating habits, and purchasing likelihood [30].

Socialization of digital connections builds online community
relationships that connect individuals based on shared
experiences, including eating behaviors. Social media digital
communities have had positive and negative effects on eating
disorder behaviors among adolescents. Castro and Osório [31]
were able to engage adolescents in real time across 11
Portuguese-language blogs in Portugal and Brazil in challenges
with anorexia through shared cultural pressures and struggles
of living with an eating disorder [31]. Similarly, Kendal and
colleagues [29] were able to garner peer support in the form of
proactive self-care for relapse prevention of anorexic eating
behaviors through online forums among adolescents in the
United Kingdom [29]. Online access any time of day served as
an accessible resource for peer support that allowed for flexible
support, friendship in a “safe environment,” and peer support
for relapse prevention [29].

Theme 4: Adolescent Influencer Marketer
Images shared by adolescents with one another may be more
influential than commercial advertising. Adolescent
user-generated food content on social media was presented and
received differently than food advertisements, but still mimicked
that of food advertisers. Holmberg et al [26] examined how
teenagers presented the food they posted online, analyzing trends
in food and drink items and how they were described. The
authors found most of the food images (68%) depicted
high-calorie, nutrient-poor foods, and only 22% of images
included fruits and vegetables. Topic engagement allows for
peers to relate to each other through common interest and
language. Online relationship building is fostered regardless of
differences, such as weight status, which could be rendered
absent in a digital world of user self-generated content. In
comparison, Thaichon and Quach [30] analyzed how the
presence of fast food advertisements on social media influenced
the dietary opinions of the adolescents who viewed them. Their
exploratory qualitative data found that peer communication on
social media was a highly influential factor on purchasing
behavior, attitudes toward fast food, and eating behaviors. Table
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2 [26-31] shows the influences and eating behavior outcomes
related to various social media channels.

Thematic review of the selected articles also revealed a mixed
pattern of effect of peer influence on eating behavior of
adolescents in social media environments. Social media channels
were found to be used as social support for both positive and
negative eating patterns. Peer-to-peer support for overweight
or obese female adolescents who used Facebook Messenger
increased their positive perception about social support and,
thus, their online social interactions compared to a group that

only received large-group face-to-face support [32]. Positive
outcomes were also noted in a moderated online forum for
adolescents with eating disorders [29]. The digital modality
offered assistance in ways that more traditional services could
not, such as by enhancing choice, privacy, and control.
Conversely, self-harming proanorexic online content was found
within a small group of adolescent blogs in Portugal and Brazil.
Peer pressure, need for acceptance, and conflicts with parents
were social and cultural pressures that youth were grappling
with online [31].

Table 2. Influences and eating behavior outcomes by social media channel.

Influences and/or outcomesSocial media channel

Fast food advertisements can influence young children by the promotion of fast food products and complimentary toys
[30].

Facebook and Twitter

Adolescents presented food images with lifestyle depiction intention in mind to their peers. Positive connotation of
fruits and vegetable posts were found. Conclusions were limited due to images not fully representing daily eating.

Outcome: food items presented in adolescent social media content and how they were presented were measured [26].

How food items were presented (ie, still-life photos): 20% of food items were arranged as an exhibition, 37.2% were
branded food images, and 74.8% included positive adjectives and symbols.

What items were presented (ie, types of food): 67.7% of images contained high-calorie, low-nutrient foods and 21.8%
contained fruits, vegetables, and berries. Fruit and vegetable images were generally depicted as more visually appealing
based on camera zoom and captions.

Food items and props were used to protect body image and self-esteem [27].

Instagram

Reading proanorexia, blogs had no effect on dietary consumption.

Content analysis of proanorexia blogs suggests that adolescents pursue harmful minimal food consumption as a result
of social and cultural body image, peer pressure and bullying, celebrity and fashion model “thinspiration,” and general
exposure to thin-ideal imagery. The blogs themselves contain numerous proanorexia resources and “tips” [31]. This
suggests that the internet and social media can serve to promulgate harmful and extreme dietary ideas, although actual
behavioral effects were not studied [29].

Various self-made blogs

Peer-created intervention materials have the potential to reinforce positive nutrition behaviors related to weight loss
and food safety among adolescents [28].

Online peer-networking eat-
ing behavior interventions

Discussion

Principal Findings
The literature on peer-enhanced social media interventions for
eating behaviors is in its nascent stages. This scoping review
aims to fill the gap in the literature and to review the evidence
on the influence of peer-to-peer enhanced social media
environments on eating behaviors among adolescent youth aged
10 to 19 years. Self-reported, user-generated eating behavior
content on social media, supplanted with image recognition,
food diaries, nutrient-intake mobile apps, or data synced to
wearable devices, such as cameras embedded in eyeglasses,
allows for passive data collection with minimal user burden;
this data could be integrated into social media in order to build
medical evidence to support decision making. Our paper
demonstrates that peer social media influence on dietary
behaviors warrants a robust amount of additional work to add
to the body of scientific medical evidence in the field.

Holmberg and colleagues [26] reported positive portrayals of
healthy eating promoted by adolescents. Fruit and vegetable
images that are zoomed-in on and focused on for a picture may
place emphasis on the food depicted, due to visual appeal and
positive attributes. Poelman et al provide an example of a digital
food tracking system that could be embedded into social media

apps to understand how food choices are influenced by the
real-world food environment [33]. Another option is the use of
digital food record mobile apps, such as FitNinja (Vibrent
Health), with image recognition software to collect nutrient
content; these have been found to be acceptable tools for digital
food records of real-world food intake [34]. Additionally, shared
food posts, such as fruits and vegetables marked by peer likes
among user networks in social media environments, may
represent reinforcement of positive—or any valence—nutrition
behaviors as positive, well-liked behaviors [35].

Commercial advertising on Facebook and Twitter, as described
by Thaichon and Quach [30], may detract from adolescent
engagement, as teens may seek to declare their independence
outside of the mainstream; in addition, these platforms are
targeted to older age groups. Social media platforms may allow
teens a digital environment for creative license, personal
identity, and autonomy during a time frame when they are
transcending into early adulthood and away from parental
influence [7]. In addition, Instagram and Snapchat, which were
launched in 2010 and 2011, respectively, are messaging apps
whose early adopters are nearly a generation younger than
Facebook users. Facebook may not be as relatable, given its
inception with a college cohort in 2004, a generation currently
approaching middle age.
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Peer influence via social media could be an effective channel
to engage this typically hard-to-reach population on health
topics, including health behaviors. Social media networks were
a consistent setting for engaging adolescents with healthy eating
messages [36]. Visual appeal was a strong engagement
characteristic that influenced users both positively and
negatively. Unfortunately, fast food advertising is also pervasive
and influential on social media channels targeting adolescents,
which could have negative consequences on weight status and
other chronic disease risks [37].

Facebook was the most common social media network reported,
despite the rising popularity of Instagram and Snapchat over
Facebook among adolescents [6]. Only one Swedish study [26]
analyzed adolescents’ perception of food on Instagram. This
may be due to the time lag in research. One advantage to this
could be that as adolescents move away from Facebook, they
may be less exposed to the commercial fast food marketing
commonly reported on that social media channel.

Healthy eating posts may reflect an aspirational lifestyle change
among people in the contemplation phase toward healthy eating.
Kinard [38] and Holmberg et al [27] found that obese and
overweight adolescents and adults were more likely to engage
with healthy food posts than with unhealthy junk food posts on
Instagram and Facebook [38]. Similarly, Holmberg et al [25]
commented that fruits and vegetables were portrayed in a
favorable way that connoted palatability. Health promotion
marketing of healthy foods may aid to inspire healthful behavior
change as users are drawn to the visual appeal.

As social norms are modified in a digital milieu, cautionary
monitoring of peer pressures may be needed. Social media peer
pressures may affect body image ideals [39] that could lead to
maladaptive eating behaviors and poor well-being.

Healthful Social Media Interventions for Adolescent
Eating Behaviors
Multipronged interventions with in-person and social media
components have reported successful weight loss among
participants [40] and an increase in feelings of social support
in adolescent populations [32]. Kulik and colleagues [32]
reported that social networking builds peer social support for
weight loss in conjunction with an in-person intervention. Peer
support may offer teens safe space to share emotional
vulnerability, where they can relate to and confide in peers,
while also serving as a source of accountability for healthful
dietary goals. Similarly, significant weight loss was found as a
result of a weight loss intervention that used Facebook private
messaging and text messaging among a diverse group of college
students [41]. Additionally, Barragan et al found that social
media platforms (ie, Facebook, Twitter, and YouTube) increased
knowledge on excess calorie intake from sugar-sweetened
beverages and increased self-reported intention to reduce
sugar-sweetened beverage consumption [16]. Additionally,
online discussion forums served as a source of mental health
support for eating disorder recovery and relapse prevention [29].

Nutrition information may raise awareness and promote nutrition
literacy when content is verified. Mixed messages in the media
on the healthfulness of certain foods may be misleading to the

public [42]. Additionally, dietary information shared on social
media is oftentimes misaligned with national dietary guidelines
and evidence-based dietary recommendations. Nutrition content
on social media needs to be both accurate and engaging to avoid
increasing consumer confusion and skepticism of dietary advice
altogether [43]. Public health practitioners, nutrition educators,
and researchers need to partner with food industry advertisers,
social media influencers, and social marketing leaders to ensure
that consumers are accurately informed, particularly for
vulnerable populations such as adolescents.

Negative Effects of Social Media on Adolescent Eating
Behaviors
Social media may influence poor eating habits and maladaptive
eating behaviors. Thaichon and Quach [30] reported an
association between overweight and obese Australian
adolescents and behavior intent toward eating fast food due to
advertisements viewed on Facebook. Incentive advertising
combined with fast food and soda endorsed by their peers may
reinforce the promotion of unhealthy food choices. Additionally,
two European studies [29,31] engaged adolescents around
maladaptive eating behaviors related to eating disorders. Users
provided each other with tips and strategies for bulimic or
anorexic eating behaviors, promulgating harmful eating
behaviors and extreme diets.

Limitations of the Current Literature
Unfortunately, these studies do not help in understanding the
role of social media influence or impact in real-world dietary
behavior change in adolescent peer groups. Measurements of
actual behavior change need to be studied in conjunction with
social media marketing campaigns (eg, purchasing behavior
and food intake). Hawkins et al [44] reported that perceived
norms and preferences around eating among a sample of English
university students (mean age 22 years) on Facebook were
predictive of users’ actual food consumption [44]. Facebook
users’ perceived social norms were predictive of users’ actual
fruit and vegetable intake, and perceived social norms were
predictive of participants’ actual snack and sugar-sweetened
beverage consumption. Also, MySpace and Reddit were not
included as social media platforms in the search terms list.
Omission of MySpace may account for reduced representation
by Black and other racial and ethnic minority groups.

Future Directions
Future research should emphasize methodological rigor to
elucidate peer influence on dietary behavior change. An
extensive amount of research is needed in the field, including
objective measures of actual dietary intake with social media
interventions and social network analysis of peer influence
change agents on food behavior outcomes. In a pilot study that
examined whether promoting red peppers via a social media
influencer on Instagram would increase actual vegetable intake
among adolescents in the Netherlands, no effect was found on
users’ actual dietary intake [45]. Additional work is needed to
understand the influence of peer-to-peer behavior transmission
and adoption in social media environments. The lack of
appropriate medical evidence to support decision making might
be resolved with more research studies utilizing social media
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channels alongside objective eating behavior measures. Social
media geographic location check-in tools could build off of this
approach.

Additionally, fact checking of user-generated content and use
of credible dietary sources on social media may be questionable.
Content verification of nutrition information [18] may also be
affected by perception of friendship ties [46]. Perceived degrees
of connection and measurement, or lack thereof, of health
outcomes are also limitations when understanding the utility of
social media use for adolescent health behaviors [46].

Future research may also include Snapchat and other novel
platforms that are now pervasively used by youth [6]. TikTok
is also a popular social media platform that was released in 2016
by ByteDance.com that is gaining popularity, particularly during
the COVID-19 global pandemic. This video sharing social
networking service started in China and gained traction in the
United States in 2018 after merging with musical.ly. The social
media channel allows users to create short lip sync, dance, and
comedic videos [47].

Racial and ethnic youth of color are underrepresented in studies
of this kind. Only Kulik et al, who conducted a study in the
United States, included minority youth; in their study of
Facebook as a complement to an in-person weight loss
intervention, 20% of the sample was African American and
21% were participants from other groups of color [32]. Since
non-Hispanic Black (22%) and Hispanic (26%) youth experience
obesity rates consistently higher than their White counterparts
(14%) [48], more research is needed to understand the impact
of social media influence on eating behaviors in adolescents of
color.

Racial and ethnic health disparities experienced by people of
color give rise to a heightened need for targeted healthful
marketing via social media channels to engage youth. Racial
and ethnic minority youth are heavily targeted for fast food
marketing [49,50], and communities of color tend to be
inundated by food swamps (ie, an abundance of fast food
restaurants concentrated in a ZIP Code). Therefore, in order to
act against these high-calorie, nutrient-poor advertising messages
[51], culturally tailored approaches are needed to promote

healthful eating behaviors among this population [52]. In
addition, health literacy has been identified as a key social
determinant of health among adolescents [53]. Accurate
nutrition-related health literacy conveyed through photos, video
imagery, and text is critical to addressing diet-related
comorbidities among adolescent youths of color.

Future research should evaluate the role of social media
engagement with peer influencer change agents in dietary
behavior change interventions. The pervasiveness of social
media usage among adolescents calls attention to a
communication channel that cannot be ignored. Moreover, the
cell phone technology that allows touchscreen access to social
media may enhance the capacity of peer influencer change
agents that could be more powerful than prior print or television
media. In the social media realm, evidence from social network
analysis indicates that peer influencers are effective health
behavior change agents based on leadership styles by peers,
social network connectedness, and communication patterns
between the peer influencer change agent and end recipient
[54]. Even prior to the global popularity of social media, peer
influencers were highly regarded change agents. Peer educator
change agents were the most commonly used HIV prevention
framework, as peer change agents were more likely to be
recognized for their leadership qualities [55]. Gender differences
may also be explored in future research about adolescent
influence on eating behaviors in social media environments.
Constant cell phone engagement offers a technology medium
that could not only engage adolescents about eating behaviors
but could also support adoption of targeted change behaviors.

Conclusions
Social media offers the potential of a hand-held change agent.
Social media use on cell phones has become a global mainstay
in contemporary culture, particularly for adolescents. Adolescent
youth can serve as digital beacons of influence on health topics,
including eating behaviors. Drawing from influencer marketing
strategies in the digital landscape, tailored for culture and
audience, adolescents could have a significant influence on the
health behaviors of their peers. Health promotion initiatives to
influence adolescent youth should consider the integration of
social media channels.
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Abstract

Background: Digital health interventions (DHIs) are increasingly being adopted globally to address various public health issues.
DHIs can be categorized according to four main types of technology: mobile based, web based, telehealth, and electronic health
records. In 2006, Norman and Skinner introduced the eHealth literacy model, encompassing six domains of skills and abilities
(basic, health, information, scientific, media, and computer) needed to effectively understand, process, and act on health-related
information. Little is known about whether these domains are assessed or accounted for in DHIs.

Objective: This study aims to explore how DHIs assess and evaluate the eHealth literacy model, describe which health conditions
are addressed, and which technologies are used.

Methods: We conducted a scoping review of the literature on DHIs, based on randomized controlled trial design and reporting
the assessment of any domain of the eHealth literacy model. MEDLINE, CINAHL, Embase, and Cochrane Library were searched.
A duplicate selection and data extraction process was performed; we charted the results according to the country of origin, health
condition, technology used, and eHealth literacy domain.

Results: We identified 131 unique DHIs conducted in 26 different countries between 2001 and 2020. Most DHIs were conducted
in English-speaking countries (n=81, 61.8%), delivered via the web (n=68, 51.9%), and addressed issues related to noncommunicable
diseases (n=57, 43.5%) or mental health (n=26, 19.8%). None of the interventions assessed all six domains of the eHealth literacy
model. Most studies focused on the domain of health literacy (n=96, 73.2%), followed by digital (n=19, 14.5%), basic and media
(n=4, 3%), and information and scientific literacy (n=1, 0.7%). Of the 131 studies, 7 (5.3%) studies covered both health and
digital literacy.

Conclusions: Although many selected DHIs assessed health or digital literacy, no studies comprehensively evaluated all domains
of the eHealth literacy model; this evidence might be overlooking important factors that can mediate or moderate the effects of
these interventions. Future DHIs should comprehensively assess the eHealth literacy model while developing or evaluating
interventions to understand how and why interventions can be effective.

(J Med Internet Res 2021;23(6):e23473)   doi:10.2196/23473
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Introduction

Digital Health Interventions
In the last 20 years, digital health or eHealth has emerged as an
important research field. At the intersection of medical
informatics, public health, and business, eHealth refers to the
use of “health services and information delivered or enhanced
through the Internet and related technologies” [1]. Technologies
such as web based, mobile based, telehealth, and electronic
health records (EHRs) have become widely adopted in the
so-called digital health interventions (DHIs). DHIs can be
defined as “health services delivered electronically through
formal or informal care. DHIs can range from electronic medical
records used by providers to mobile health (mHealth) apps used
by consumers” [2]. The World Health Organization has recently
produced a classification of DHIs, identifying four main types:
clients, health care providers, health systems, and data services
[3]. On PubMed, as of August 3, 2020, the number of records
mentioning eHealth or DHIs in their title or abstract has
consistently increased over the past 20 years, starting from 65
in 2000 to 11,395 in 2019, reaching a total of 6720.

Some systematic reviews and meta-analyses have described the
effectiveness of DHIs in addressing various public health
problems, such as somatic diseases [4], or health literacy and
health outcomes [5]. Nevertheless, it is still unclear what makes
DHIs superior to nondigital interventions or what components
of these interventions facilitate positive outcomes reported [6].
In addition, it is unclear whether DHIs are effective because of
their content or the manner in which they are delivered.
Regarding the content of interventions, some systematic reviews
have focused on exploring the way people process and
understand information available on the internet [7,8]. In fact,
with so many resources and information available on the
internet, patients and users enrolled in DHIs may face challenges
in understanding and making sense of the information they
receive. Some research has focused on problems related to the
ability to process information derived from web-based sources
or delivered through technologies.

The eHealth Literacy Model
In 2006, Norman and Skinner [9] proposed a conceptual model
that encompasses six different domains of literacy required to
process information from technology sources: traditional
literacy, health literacy, information literacy, scientific literacy,
media literacy, and computer literacy. According to Norman
and Skinner [9], traditional or basic functional literacy includes
simple and primitive literacy skills, including the ability to read
and understand text and the ability to speak and write in a certain
language. Information literacy includes the ability to know how
knowledge is structured and how information can be used in a
certain way that informs other people. Media literacy is the
capability to critique a media subject and place information in
different contexts. Health literacy, coined in the 1970s, can be
generally defined as “the degree to which individuals can obtain,
process, understand, and communicate about health-related
information needed to make informed health decisions” (as
reported by Berkman et al [10]). According to Norman and
Skinner [9], health literacy is the ability to perform basic reading

and numerical tasks required to function in the health care
environment; patients with adequate health literacy can read,
understand, and act on health care information. More recent
evolutions of the concept include a variety of competencies and
skills, including knowledge, motivation, and competencies
related to accessing, understanding, appraising, and applying
health-related information in health care, disease prevention,
and health promotion settings [11]. Several systematic reviews
have analyzed the relationship between health literacy and a
variety of health outcomes, indicating that a good level of health
literacy is generally associated with positive health outcomes
in various health domains, such as vaccination [12],
noncommunicable diseases (NCDs) such as chronic kidney
disease or coronary artery disease, heart failure [13-15], oral
health [16], quality of life [17], and excess body weight [18].
Some other review evidence has shown how interventions
promoting critical health literacy [19] could be very beneficial
for the community [20] or among specific segments of the
population, such as adolescents [21] or older adults [22].

Strictly related to the concept of eHealth is computer or
technology literacy, which is the capability to use new
technologies and software and the ability to access electronic
health information [9]. Recent conceptualizations expand this
domain to look at the ability to process information, to engage
with patients’own health, at the motivation and ability to engage
with digital devices, at feeling safe and in control, at having
access to health care and technological systems that work, and
at meeting digital services that suit individuals’ needs [23].
Norman and Skinner [24] have developed a scale to assess
eHealth literacy, called eHealth literacy scale (eHEALS), which
has been one of the most adopted and cited, with 449 citations
on the Journal of Medical Internet Research page and more
than 1320 results on Google Scholar (as of August 3, 2020).
The last domain of the eHealth literacy model, scientific literacy,
involves the ability to allocate health-related findings in the
right context by systematically understanding the “nature, aims,
methods, applications, limitations, and politics” of building
knowledge [9]. Several systematic reviews have analyzed the
relationship between health literacy in mHealth apps and
interventions [5,7,8,25,26], generally reporting positive
associations among health literacy, digital literacy, and health
outcomes. Other reviews have specifically examined how
technology can affect health literacy in health programs [27-29].

According to the developers of the eHealth literacy model, the
six domains can be grouped into two main categories: analytic
(traditional, media, and information) and context-specific
(health, scientific, and computer). The analytical category refers
to a set of competencies that can be applied to a wide range of
information sources, whereas context-specific categories include
competencies that can only be applied to a specific problem in
a specific context [9]. For example, the ability of a person living
with type 2 diabetes to process information related to diabetes
is different from their ability to process information related to
vaccines, mental health, or other chronic conditions. Similarly,
the ability to use a mobile phone to call someone does not
necessarily translate into the ability to use a mobile app, navigate
a website, or evaluate the information retrieved while searching
on the internet.
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Related Work and Study Aims
Arguably, researchers developing DHIs should always take into
account the domains of computer or technology literacy and
health literacy, as these are potential pathways for more effective
and equitable interventions [30]. Health literacy can be viewed
as both an outcome and a mediator in interventions intended to
improve health outcomes [31]. Technologies or delivery modes
can also be seen as interacting or moderating factors [32],
depending on the type of technology used to deliver an
intervention on a specific health topic. DHIs can be developed
to improve health literacy (outcome) or they can be developed
to improve clinical outcomes in which one or more dimensions
of the eHealth literacy model are considered as mediators or
moderators of the effects of the intervention. Researchers
developing DHIs could then assume that people enrolling in
these interventions should have good levels of functional,
scientific, media, and information literacy to understand how
to write or read information they are exposed to.

However, to what extent are these assumptions tenable? In other
words, is the eHealth literacy model purely conceptual or does
it find a concrete application in DHIs? To the best of our
knowledge, there are no systematic reviews that specifically
discuss the application of the complete eHealth literacy model
in DHIs. When we were developing the search strategies for
this project, we searched for existing systematic reviews in
PubMed and PROSPERO databases with the keyword eHealth
literacy and identified only four systematic reviews [33-36].
However, all these reviews have focused on the domain of
digital literacy, looking at specific health outcomes in specific
segments of the population, such as people living with HIV
[33], underserved populations in the United States [34], older
adults [35], or college students [36]. Therefore, this scoping
review aims to identify and describe DHIs that assess any
domain of the eHealth literacy model and to identify which
domains are assessed and evaluated the most. We considered
DHIs that were developed to improve clinical outcomes or that
were aimed at different literacies, according to the eHealth
literacy model. In other words, we considered interventions that
looked at eHealth literacy either as an outcome or as a mediator
of intervention effects, as long as the domains of the eHealth
literacy model were assessed.

Methods

Overview
We followed the scoping review framework by Arksey and
O’Malley [37], which encompasses five stages: (1) identification
of the initial research questions; (2) identification of relevant
studies; (3) study selection; (4) charting the data; and (5)
collating, summarizing, and reporting the results. The stages
are described further in the following sections.

Stage 1: Identifying the Research Question
The main review question, based on the eHealth literacy model,
was “To what extent are DHIs assessing the 6 domains of the
eHealth literacy model?” More specifically, we wanted to
answer the following research questions: What domains of the
eHealth literacy model (ie, computer, health, traditional, media,

information, and science literacy) are assessed and reported in
the literature? What health conditions have been investigated?
What technologies are used?

Stage 2: Identifying Relevant Studies
We searched four electronic databases that cover most of the
medical and public health literature: MEDLINE, CINAHL,
Embase, and Cochrane Library.

We used a predefined search strategy, encompassing keywords
and medical subject headings to cover three main concepts:
eHealth literacy model, digital health, and the study design for
interventions. The eHealth literacy model concept entailed terms
such as health literacy, literacy, computer literacy, information
literacy, basic, functional, scientific, media, information,
computer, health, eHealth, literacy, literate, illiteracy, and
illiterate. The second concept, digital health, expanded on the
above and entailed keywords, such as telemedicine, internet,
mobile, phone, digital, medium or media, mHealth, eHealth,
telemedicine, and computer, based on other systematic reviews
recently conducted by one of the authors [6,38,39]. The third
concept, that is, the research design, entailed a predefined set
of keywords and operands that Cochrane has developed to
identify randomized controlled trials (RCTs); this is because
we wanted to identify the best level of evidence available [40].
The search strategy used for MEDLINE is provided in
Multimedia Appendix 1. Database searches were completed,
and references were retrieved on January 24, 2020.

In addition, we used the reference list of identified systematic
reviews on the topic to identify other potentially relevant studies.

Stage 3: Study Selection
We followed the Joanna Briggs’ Institute’s PCC
(Population-Concept-Context) framework [41,42] to define our
inclusion criteria, as it applies to scoping reviews. We included
studies that discussed DHIs (concepts) and reported the
assessment of at least one domain of the eHealth literacy model
(context). In this context, we conceived the dimensions of the
eHealth literacy model as either outcomes or mediators of DHIs.
The assessment of the different types of literacy was considered
a sufficient indicator for DHIs considering such dimensions as
outcomes or mediators of intervention effects. We did not
restrict the results to any population, with the idea of inductively
categorizing the results according to health condition, hence
defining the population of reference in the analytical phase.

The screening process consisted of two stages: title and abstract
as well as full-text screening. The first stage involved 2
reviewers (MEB and MB) and one research assistant, who
independently screened all records identified by the searches.
This task was completed using a web-based application for
systematic reviews, Rayyan [43]. The interrater reliability was
excellent (agreement 96%; Cohen κ=0.834; Gwet AC1=0.950).
All records with disagreement among the 3 reviewers were
automatically included in the full-text screening stage. The
full-text screening stage was completed by the first author with
the help of a research assistant and verified by the fourth author.
All disagreements were resolved through discussion.
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Stage 4: Charting the Data
For each retrieved record, 2 authors (MEB and MB) extracted
the following information into a Microsoft Excel spreadsheet:
first author name, year of publication, article title, journal, and
number of trial registry (if available), principal investigator
name (if available), country of the first author or of the principal
investigator (if available). This information was used to identify
and map articles pertaining to the same study. In the full-text
stage, we also extracted text to verify whether the record
included a digital component, was based on a randomized
controlled design, focused on specific health conditions, and
measured and reported results related to one of the domains of
the eHealth literacy model (health, computer, basic or functional,
information, media, and scientific literacy).

When multiple records were available for one study, we chose
the country of origin of the first author or of the principal
investigator listed in the study protocol; we chose the year of
publication of the first published article available.

On the basis of the information extracted, we categorized studies
according to the domains of the eHealth literacy model (ie,
health, computer, basic or functional, information, media, and
scientific literacy). We also inductively categorized the studies
according to the health conditions described. When multiple
conditions were reported, we categorized the study as having
multiple conditions. Finally, we inductively categorized the
interventions according to four main types of technology: (1)
mobile-based, including mobile apps, text messages, and
interactive voice response, exclusively designed for mobile or
other handheld devices; (2) web-based, including those designed
for being accessed via computer, explicitly labeled as web- or
internet-based, online, and e-learning, delivered through
bespoke websites or social media outlets, such as social
networking sites (eg, Facebook or Twitter)—social media are
web-based apps that can be accessed via different devices
connected to the internet, including smartphones [39,44,45];
(3) telehealth, comprising telerehabilitation, telemedicine, or
other interventions focused on distributing services and
information via electronic information and telecommunication
devices [46]; (4) EHRs, focusing on EHRs that are defined as
“a repository of patient data in digital form, stored and
exchanged securely, and accessible by multiple authorized
users” [47]. Telehealth and EHR interventions use the internet
to connect various devices, including tablets and mobile phones,
yet they represent a different type of delivery mode and format:

EHRs. We labeled interventions using a combination of the
modes described earlier, as reported in other studies [6,48].
When studies reported a combination of the abovementioned
categories, we categorized the study as a hybrid.

The first author and a research assistant independently
completed the classifications; in case of inconsistencies or
disagreements between the classifications, the fourth author
acted as a third reviewer and resolved the disagreements through
discussion. All the authors agreed with the final categorization.

Stage 5: Collating, Summarizing, and Reporting the
Results
We performed a descriptive analysis of the characteristics of
the included papers and reported the results by year of
publication, the country of origin of the study authors, eHealth
literacy domain, health condition, and type of technology used.

Results

Search Results
The electronic database search yielded 4135 records. The
selection process is summarized in the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
flow diagram shown in Figure 1. Briefly, after removing
duplicates, the titles and abstracts of 3138 records were
independently screened by 3 reviewers. During the title and
abstract screening, we excluded 2661 records that were deemed
irrelevant. The remaining 477 records were assessed for
eligibility in the full text. Scanning the reference lists of two
relevant systematic reviews [5,49] allowed us to identify seven
other eligible records. We evaluated the eligibility of 484 records
that were screened in full text. Of these, 326 records were
excluded for the following reasons: 48 did not discuss DHIs
(wrong context); 72 reported on digital interventions but did
not use an RCT or randomized clinical trial design (wrong study
design); 193 records discussed DHIs but did not report any type
of literacy (no relevant outcome assessed or reported); 4 were
duplicate records; and for the remaining 9 records, we could
not retrieve a PDF file. The list of excluded references is
provided in Multimedia Appendix 2. Overall, we included 158
records: 79 records reported concluded interventions and 79
records reported protocols of ongoing studies, without reporting
results. These were included because they described the
assessment of some domains of the eHealth literacy model. The
158 records described a total of 131 unique studies.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. RCT: randomized controlled trial.

Characteristics of the Included Studies

Publication Year and Geographic Distribution
As shown in Figure 2, most of the selected studies were
conducted in the last 4 years (86/131, 65.6%), followed by an
exponential trend, peaking in 2019 (30/131, 22.9%) and ranging
from 2001 to 2020.

The studies were conducted in 26 countries (Table 1). Most
studies were conducted across 3 countries (81/131, 61.8%),
including the United States (43/131, 32.8%), Australia (28/131,
21.3%), and the United Kingdom (10/131, 7.6%).
Approximately one-third of the studies (38/131, 29%) were
conducted in European countries such as the United Kingdom

(10/38, 26%); Germany (8/38, 21%); Denmark (5/38, 13%);
Sweden (4/38, 11%); the Netherlands (3/38, 8%); Norway (2/38,
5%); and Belgium, Finland, Luxemburg, Ireland, Slovakia, and
Switzerland (1/38, 3% each). Asian countries were represented
by Iran (4/16, 25%); Turkey (3/16, 19%); Hong Kong (2/16,
13%); Singapore (2/16, 13%); Japan (2/16, 13%); and Jordan,
Malaysia, and Pakistan (1/16, 6% each). Overall, only 0.8%
(1/131) of studies were conducted in Africa (South Africa) and
22.1% (29/131) in Oceania (New Zealand: 1/29, 3%; Australia:
28/29, 97%).

In the following sections, we have reported the results according
to our research objectives, whereas a table with the detailed
characteristics of the selected studies is provided in Multimedia
Appendix 3.
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Figure 2. Distribution of selected studies (N=131) by year of publication.

Table 1. Distribution of included studies by country (N=131).

Studies, n (%)Country

43 (32.8)United States

28 (21.3)Australia

10 (7.6)United Kingdom

8 (6.1)Germany

5 (3.8)Denmark

4 (3.1)Sweden

4 (3.1)Iran

3 (2.2)Netherlands

3 (2.2)Turkey

2 (1.5)Brazil

2 (1.5)Canada

2 (1.5)Hong Kong

2 (1.5)Japan

2 (1.5)Norway

2 (1.5)Singapore

1 (0.7)Belgium

1 (0.7)Finland

1 (0.7)Ireland

1 (0.7)Jordan

1 (0.7)Luxemburg

1 (0.7)Malaysia

1 (0.7)New Zealand

1 (0.7)Pakistan

1 (0.7)Slovakia

1 (0.7)South Africa

1 (0.7)Switzerland

J Med Internet Res 2021 | vol. 23 | iss. 6 |e23473 | p.28https://www.jmir.org/2021/6/e23473
(page number not for citation purposes)

El Benny et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Domains of the eHealth Literacy Model Assessed
Figure 3 presents the years of publication of the included studies
grouped by domain of the eHealth literacy model. In total, 2.2%
(3/131) of the included studies were published before 2006,
when the seminal publications of the eHealth literacy model
appeared [9,24]. These studies included an assessment of
computer literacy. Studies published in 2008 mostly reported
assessments of health literacy.

Of the 131 studies included, none assessed or measured all six
domains of the eHealth literacy model. Most of the studies

(124/131, 94.6%) focused on one of the six domains of the
eHealth literacy model; only 5.3% (7/131) of studies reported
the assessment of two domains, namely health literacy and
digital or computer literacy. Most of the studies that reported
on one literacy domain (124/131, 94.7%) focused on health
literacy (95/124, 76.6%), followed by digital or computer
literacy (19/124, 15.3%), basic or functional literacy (4/124,
3.2%), media literacy (4/124, 3.2%), information literacy (1/124,
0.8%), and scientific literacy (1/124, 0.8%).

Figure 3. Distribution of studies (N=131) by eHealth literacy model domain.

Health Conditions Addressed and Technologies Used
Table 2 provides a summary of the selected studies grouped by
technology category and health condition category.

A large number of studies (61/131, 46.5%) discussed
interventions addressing NCDs, such as hypertension, obesity,
end-stage kidney disease, type 2 diabetes, chronic kidney
disease, heart disease (vascular disease, cerebrovascular
disorders, ischemic heart disease, coronary artery disease, and
heart failure), fibromyalgia syndrome, and asthma. Of these 61

NCD-focused studies, 3 (5%) also discussed mental health
topics, and 1 (2%) covered sexual and reproductive health. The
second most covered category of health conditions was mental
health (26/131, 19.8%), including depression, eating disorders,
mental and behavioral disorders, anxiety, and suicide prevention.
Other topics included health education (16/131, 12.2%), such
as health promotion, health communication, patient provider
communication and literacy, aging and maternal and infant
health (4/131, 3.0% of studies), sexual and reproductive health,
and substance use (3/131, 2.2% of studies each). The remaining
11.4% (15/131) studies covered a variety of health topics.
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Table 2. Number of studies by health condition category and type of technology used.

Total (N=131),
n (%)

Hybrid (n=8), n
(%)

EHRsa (n=5), n
(%)

Telehealth
(n=10), n (%)

Mobile based
(n=40), n (%)

Web based
(n=68), n (%)

Health condition and technology used

56 (42.7)6 (75)3 (60)6 (60)19 (47.5)22 (32.4)NCDsb

3 (2.3)0 (0)0 (0)0 (0)2 (5)1 (1.5)NCDs—mental health

1 (0.8)1 (12.5)0 (0)0 (0)0 (0)0 (0)NCDs—sexual and reproductive health

26 (19.8)0 (0)0 (0)1 (10)4 (10)21 (30.9)Mental health

4 (3.1)0 (0)0 (0)1 (10)1 (2.5)2 (2.9)Aging

16 (12.2)0 (0)2 (40)1 (10)4 (10)9 (13.2)Health education topics

4 (3.1)0 (0)0 (0)0 (0)2 (5)2 (2.9)Maternal and infant health

3 (2.3)0 (0)0 (0)0 (0)1 (2.5)2 (2.9)Sexual and reproductive health

3 (2.3)0 (0)0 (0)0 (0)1 (2.5)2 (2.9)Substance use

15 (11.5)1 (12.5)0 (0)1 (10)6 (15)7 (10.3)Other health topics

aEHR: electronic health record.
bNCD: noncommunicable disease.

With regard to the technologies used, most studies included
web-based interventions (68/131, 51.9%), followed by
mobile-based (40/131, 30.5%), telehealth (10/131, 7.6%) EHRs
(5/131, 3.8%), and hybrid interventions (8/131, 6.1%). Examples
of web-based technology included e-learning portals for
specialized training [50,51], experimental websites, and social
media platforms [52-54], which are used to deliver motivational
or informational campaigns. Mobile-based interventions
included health apps [55-57], SMS text messaging or WhatsApp
[58], games [59,60], and interactive voice response [61,62].
Telehealth interventions included rehabilitation programs
[63,64] or remote counseling [65]. Hybrid interventions included
combinations of mobile apps and EHRs [55-57], SMS text
messaging and EHRs [66], or a mix of web- and mobile-based
technologies [67].

Among web-based interventions (n=68), most focused on NCDs
(22/68, 32%), mental health (21/68, 31%), and health education
topics (9/68, 13%). Mobile-based interventions (n=40) followed
a similar pattern, with approximately half of the studies focusing
on NCDs (19/40, 48%) or other health topics (6/40, 15%). Most
telehealth (6/10, 60%), EHR (3/5, 60%), and hybrid (6/8, 75%)
interventions focused on NCDs.

Discussion

Principal Findings
This is the first scoping review examining the extent to which
DHIs have assessed, accounted for, and reported any of the six
domains of the eHealth literacy model by Norman and Skinner
[9]. We identified a sizable literature discussing DHIs developed
in 26 countries, spanning two decades. The eHealth literacy
model [9] and eHEALS [24] date back to 2006, but we included
3 studies that were published before that year and all assessed
computer literacy. This might indicate that attention toward the
ability to use technology was a research interest in the early
2000s. However, this interest has not grown exponentially and
concomitantly with the growth of DHIs. It is interesting to
observe that the assessment of digital literacy has grown only

after 2015, but it has remained below the assessment of health
literacy, which was the domain assessed the most over time.
There is no clear explanation for these trends. A bibliometric
analysis of the studies cited in the seminal papers mentioned
above could reveal the connections between publications and
demonstrate when the eHealth literacy model has received more
citations.

Most of the evidence comes from the Global North, that is, from
English-speaking countries including the United States,
Australia, and the United Kingdom. A few studies have been
conducted in countries of the Global South, such as Africa,
Latin America, or South East Asia. This finding is consistent
with that reported in a recent scoping review on digital health
innovations [68] and in a recent bibliometric analysis of research
on mHealth apps [69], which showed a predominance of articles
published in the United States, the United Kingdom, Australia,
and Canada. Publication bias and limited evidence from
developing countries or the Global South has been previously
reported in the literature [70-72], yet there seems to be a lack
of evidence on DHIs from Africa, the Middle East, South
America, or Southeast Asia. There may be various reasons for
this absence of evidence. First, research on digital technologies
might not have reached an advanced stage to produce
interventions with the highest level of evidence (ie, RCTs).
Second, the existing digital divide might persist in many
countries, both low- and high-income countries [30]; however,
mobile phones and telemedicine are becoming more widely
adopted [46,73]. Third, researchers based in low- and
middle-income countries (LMICs) may be published in
languages other than English or might have limited English
language proficiency, but this latter assumption does not seem
to be grounded in evidence [74,75]. Another reason might be
that researchers in LMICs might choose to publish in journals
that are not indexed in the databases we searched. Alternatively,
researchers in LMICs might not have the possibility to publish
their results because of a lack of funding for open access
publications or because editors demonstrate publication bias
[72]. Regardless of the reasons, we call for digital health

J Med Internet Res 2021 | vol. 23 | iss. 6 |e23473 | p.30https://www.jmir.org/2021/6/e23473
(page number not for citation purposes)

El Benny et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


researchers based in countries of the Global South to publish
more study protocols and diffuse intervention results; we also
call the international community of editors and publishing
houses to incentivize or support research published from these
underrepresented countries, so that stronger conclusions can be
drawn from a truly global evidence base.

Domains of the eHealth Literacy Model Assessed
Our findings showed that none of the 131 selected DHIs
conducted in the last 20 years accounted for or assessed all six
domains of the eHealth literacy model. Although these
interventions were included because they assessed at least one
domain of the model, only 5.3% (7/131) of studies included the
assessment of more than one domain. These 7 studies assessed
only digital and health literacy. Our study also shows that most
DHIs have assessed and evaluated health literacy [19] among
intervention participants, which is an important factor that can
determine the health outcomes of a study [21,31,32]. Although
the focus on health literacy in DHIs is consistent with some
literature reviews combining the study of health literacy
identified through our searches [5,22,26,34,35,49], it is
somewhat surprising that none of the other four domains of the
eHealth literacy model were concomitantly addressed.

There are numerous explanations for these findings. First,
researchers specialized in DHIs might not be familiar with or
might have ignored the original model, even though the seminal
paper by Norman and Skinner [9] and the paper describing the
eHEALS [24] are highly cited (as of October 17, 2020, Google
Scholar showed 1128 and 1450 citations, respectively). Second,
researchers might have decided to focus on other domains of
the model while making implicit or explicit assumptions about
the levels of literacy in other domains. For example, the limited
evidence related to the assessment of the domains of scientific,
information, media, and functional literacy might be based on
the assumption that digital literacy instruments, such as the
popular eHEALS [24], include questions related to the use of
information on the internet as a medium of search information;
hence, these could be associated with media and information
literacy domains. However, there exist several instruments that
specifically assess media literacy [76,77], scientific literacy
[78,79], and information literacy [80,81]. Moreover, Norman
and Skinner [9] did not consider overlapping elements when
they developed the eHealth literacy model, which considers the
six domains as distinct and separate.

Although intervention designers should aim to develop content
that is understood by people with low functional literacy [82,83],
this fact should be proven or verified by the same intervention
designers. One way to do so is to assess functional literacy or
to report the level of literacy rather than to just develop the
content of the intervention through formal readability and
usability testing. The fact that other domains of the eHealth
literacy model were not always conducted raises concerns about
the generalizability of such interventions across the eHealth
literacy spectrum. DHIs tend to attract tech-savvy, healthy
volunteers who have access to technology and who might have
different sociodemographic and psychological profiles compared
with people who belong to vulnerable segments of the
population and do not have access to technology [30].

Another important finding was that few identified DHIs assessed
digital literacy (n=26). Not assessing digital literacy is based
on the assumption that all participants are equally able to use
technology and are able to make sense of the information
delivered. This assumption might not be tenable in all contexts,
and it does not allow researchers to understand whether
participants appropriately received the intervention. In other
words, health literacy is context-specific and varies according
to different situations and topics. Arguably, health and digital
literacy might act as moderators of intervention effects and not
including these factors might underestimate or overestimate
intervention effects [84].

The limited assessment of digital literacy in DHIs also raises
some ethical considerations in terms of equity and social justice,
as these interventions tend to attract highly educated, healthy,
and digitally literate individuals who have easy access to
technology, leaving out less-educated and poorer segments of
the population, who may be most in need of the interventions
themselves [30,85]. This selection bias isolates segments of the
population that are traditionally difficult to reach [86,87], yet
it is important to acknowledge that the results of DHIs might
be less generalizable than interventions that do not use
technology.

Another reason for the absence of a comprehensive and accurate
assessment of the six domains of the eHealth literacy model
might be due to the fact that this assessment will be unfeasible
and daunting for the participants. Holding constant the basic or
functional literacy (ie, numeracy and ability to read), assessing
all six domains using existing scales for media, scientific, health,
digital, and information literacy would require longer
questionnaires that will take more time to complete, which might
discourage participation in these studies. For example, one of
the most used instruments to assess digital literacy is the
relatively short (8 items) eHEALS [24]. However, for
context-specific domains such as health literacy [9], there are
many more instruments available, which vary in length and
complexity [25,88]. A recent review identified 43 different
instruments [89], and the Health Literacy Toolshed database
included 200 measures [90]. Similar issues of measurement
pertain to the assessment of literacy in a digital world [91],
including media literacy [92]. Nevertheless, we urge digital
health researchers to find ways to assess and evaluate the
different domains of the eHealth literacy model, so that they
can gain a better understanding of the study participants’
characteristics, abilities, and needs. If measuring all domains
might appear unfeasible, we suggest that DHI researchers
prioritize the assessment of digital literacy—using the short
eHEALS [24]—and health literacy, which is context specific,
according to the model by Norman and Skinner [9]. Once the
health topic or context is defined (mental health, breast cancer,
etc), the choice of a short, yet valid instrument to assess health
literacy in that context would become easier. As digital health
and health literacy can change due to the intervention itself, we
recommend assessing these constructs before and after the
intervention. Finally, media, scientific, and traditional literacy
are analytical skills that are not specific to any context; it would
be easier for researchers to routinely assess these domains before
the start of any intervention.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e23473 | p.31https://www.jmir.org/2021/6/e23473
(page number not for citation purposes)

El Benny et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Health Conditions Addressed and Technologies Used
This scoping review showed that the selected DHIs published
in the last 20 years focused mostly on NCDs, delivered via web-
or mobile-based platforms. This is consistent with the findings
of a few recent scoping reviews focusing on research on DHIs
for behavior change [93,94] or in a recent bibliometric analysis
of mHealth apps [69]. Although most DHIs have covered NCDs
and mental health, there are many avenues for digital health.
Further systematic reviews could be developed to specifically
qualify and quantify the effectiveness of DHIs delivered via
web or mobile phones in reducing NCDs and mental health
issues. These systematic reviews could also anticipate sensitivity
analyses based on the modes of delivery, length of the
interventions, or the assessment of eHealth literacy model
domains. This scoping review provides a valuable map of the
evidence and sets the research agenda for DHIs in the coming
years.

Strengths and Limitations
To the best of our knowledge, this is the first scoping review
that systematically examined evidence pertaining to the
application of the eHealth literacy model by Norman and
Skinner [9] in DHIs. We looked at the highest quality of
evidence, following a predetermined search strategy and a
systematic approach to appraise the literature, without restricting
our searches to specific periods, populations, countries, or health
conditions. Nevertheless, this study has some limitations that

are common to many other systematic or scoping reviews. These
limitations include the fact that we looked only at peer-reviewed
articles available in English. It is possible that some evidence
on the use of the eHealth literacy model could have been
reported in non–peer-reviewed or gray literature. Another
limitation is related to the use of an RCT filter and focus on the
RCT study design. Although RCTs provide the highest level of
evidence, according to Grading of Recommendations
Assessment, Development and Evaluation standards [40], it
might be possible that some relevant research entailed the use
of other types of study designs.

Conclusions
This review suggests that future DHIs should focus more on
the assessment of the eHealth literacy domains when developing
a DHI, especially the domains that are assessed the least, such
as scientific, media, basic, and information literacy. Even though
assessing all domains of the eHealth literacy model might be
unfeasible, it would allow researchers to account for factors that
might moderate or mediate the effects of the interventions on
the targeted health outcomes.

Future systematic reviews should be conducted to examine the
effects of DHIs on various health outcomes identified in this
review by anticipating subgroup or sensitivity analyses
comparing different types of intervention, delivery modes, and
most importantly different levels of health literacy or digital
literacy.
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Abstract

Background: Supporters of the antivaccination movement can easily spread information that is not scientifically proven on
social media. Therefore, learning more about their posts and activities is instrumental in effectively reacting and responding to
the false information they publish, which is aimed at discouraging people from taking vaccines.

Objective: This study aims to gather, assess, and synthesize evidence related to the current state of knowledge about antivaccine
social media users’ web-based activities.

Methods: We systematically reviewed English-language papers from 3 databases (Scopus, Web of Science, and PubMed). A
data extraction form was established, which included authors, year of publication, specific objectives, study design, comparison,
and outcomes of significance. We performed an aggregative narrative synthesis of the included studies.

Results: The search strategy retrieved 731 records in total. After screening for duplicates and eligibility, 18 articles were included
in the qualitative synthesis. Although most of the authors analyzed text messages, some of them studied images or videos. In
addition, although most of the studies examined vaccines in general, 5 focused specifically on human papillomavirus vaccines,
2 on measles vaccines, and 1 on influenza vaccines. The synthesized studies dealt with the popularity of provaccination and
antivaccination content, the style and manner in which messages about vaccines were formulated for the users, a range of topics
concerning vaccines (harmful action, limited freedom of choice, and conspiracy theories), and the role and activity of bots in the
dissemination of these messages in social media.

Conclusions: Proponents of the antivaccine movement use a limited number of arguments in their messages; therefore, it is
possible to prepare publications clarifying doubts and debunking the most common lies. Public health authorities should continuously
monitor social media to quickly find new antivaccine arguments and then create information campaigns for both health professionals
and other users.

(J Med Internet Res 2021;23(6):e24564)   doi:10.2196/24564

KEYWORDS

vaccination; social media; antivaccination movement; vaccination refusal; health communication; public health; vaccines

Introduction

Background
From the time of its inception, the internet has provided
supporters of the antivaccine movement with unprecedented
possibilities to affect societies by nearly global communication
of their opinions and convictions. The internet has immense

potential as a medium for disseminating health information.
However, this information can be unreferenced, incomplete, or
informal, and thus, it can be considered dangerous [1-5]. The
antivaccination messages on the internet are far more unbridled
than in other media. For this reason, the internet is a source that
can lead to the risk of people making uninformed decisions
about vaccination [6]. Contemporary social media is regarded

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24564 | p.38https://www.jmir.org/2021/6/e24564
(page number not for citation purposes)

Wawrzuta et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:dwawrzuta@wum.edu.pl
http://dx.doi.org/10.2196/24564
http://www.w3.org/Style/XSL
http://www.renderx.com/


as a major communication tool for spreading information about
the antivaccination movement [7,8].

Early studies concerning the content shared on antivaccination
websites revealed that this thematic area includes 3 main issues:
concerns about vaccine safety and effectiveness, concerns about
governmental abuses, and a preference for alternative health
practices [2,6,9,10]. First, a key aspect is the perceived risk of
severe and long-term side effects of vaccinating a child. Second,
mandatory vaccinations are perceived as an unacceptable breach
of the right to make independent decisions and as a limitation
of civil liberties. A mistrust also exists that is expressed through
the belief that governmental supervision bodies keep the reports
about the adverse reactions associated with vaccinations a secret
and collaborate with the pharmaceutical industry to profit from
vaccine sales. Third, alternative health practices are promoted
as being more natural than conventional medicine, and they are
believed to eliminate the need for vaccination once they are
properly followed.

The majority of the antivaccine arguments evoke negative
emotions such as fear [8]. In contrast, many provaccine
arguments and campaigns are grounded in the values of harm
and fairness [11]. Furthermore, the moral ideas of purity and
liberty are mostly associated with vaccine hesitancy. The people
for whom these values are of great significance will be
insensitive to the information on the positive aspects of
vaccinations [12]. Most of the arguments used by antivaccination
activists can be perceived as part of a broader phenomenon
called denialism. Denialism can be defined as “the employment
of rhetorical arguments to give the appearance of a legitimate
debate where there is none, an approach that has the ultimate
goal of rejecting a proposition on which a scientific consensus
exists” [13]. The European Center for Disease Prevention and
Control defines vaccine hesitancy as a “delay in acceptance or
refusal of vaccines despite availability of vaccination services”
[14]. Such a delay results from broader influences and should
always be considered in the historical, political, and
sociocultural contexts in which vaccinations occur [15-17].
According to the World Health Organization, vaccine hesitancy
is a continuum with the people who are unsure about vaccines
or want to delay only some vaccinations being on one end and
people who refuse all vaccines being on the other [18].

The spread of negative information about vaccination on the
internet and social media is considered to be the leading cause
of vaccine hesitancy [17]. Many studies have revealed the
negative impact of media controversies related to vaccination
safety on the level of vaccination coverage [19,20]. The
ubiquitous presence of antivaccination content on the World
Wide Web contributes to the prompt dissemination of rumors,
myths, and false opinions about vaccines, which subsequently
lowers vaccination coverage [4,10,21]. The results of a study
by Betsch et al [22] revealed that reading antivaccination
webpages for even approximately 5-10 minutes negatively
affects the perception of the risk related to vaccination. Dube
et al [23] and Smith et al [24] made similar observations. Glanz
et al [7] emphasized that exposure to antivaccine messages
through social media may intensify parents’worries and change
their intention to vaccinate their children.

Web 2.0 functions (such as those in Facebook, Twitter,
YouTube, and blogs and discussion groups) enable users to
develop and share content; thus, users can easily and quickly
share their personal experiences related to vaccination [21,25].
In this context, social media has become a platform where
intimate and emotionally loaded information is exchanged [26].
Here, one can also find the support of people with similar health
problems or doubts [27]. Some studies have revealed that
content related to vaccines can be found in all social media and
that the critical content generally correlated with the content
previously published on an antivaccination websites [28,29].
Several important claims on social media may have promoted
this phenomenon, including claims that social media is a big
business and is powerful, that the audience is poorly defined,
that fairness is irrelevant, and that nothing is truly private [30].
These factors may affect people’s decisions concerning
treatment and preventive health care, including preventive
vaccination.

Searching for health information on social media has become
increasingly popular [26,31]. Analyses revealed that 41% of
parents found antivaccination content through social media [32].
Nearly 16% of all internet users look for information about
vaccinations, and 70% of them confirmed that the information
they had found affected their decisions [33]. Evrony and Caplan
[8] emphasized the need for a more effective search and
criticism of the false information on vaccination published on
the internet. They highlighted that although every internet user
has a choice, spreading disinformation and distorting the facts
concerning vaccines is not a choice. Such activities should be
noted and effectively challenged. Therefore, it is crucial to learn
not only about antivaccine information but also about its
emotional load and to identify the content addressees. Such a
thorough analysis will help to better understand the motivations
and emotions that accompany the information created by
antivaccinationists.

Currently, the literature is limited to review articles on the
potential role of social media in influencing vaccination beliefs
and behavior [10,21,33]. Despite the growing number of papers
studying the content published by supporters of the
antivaccination movement in social media in recent years, no
systematic review analyzing these papers has been developed
so far. Previous literature reviews have analyzed disinformation
concerning health on social media [34] and health information
shared on YouTube [35]. They tackled the issue of vaccination
and antivaccination movements only on a fragmented basis, as
part of a broader topic. Catalan-Matamoros and Peñafiel-Saiz
[36] published a systematic review investigating the
communication about vaccinations in traditional media,
excluding the content shared on the internet and social media.
Considering the activity of the antivaccination movement’s
supporters on social media and how easily they can
communicate their messages that are not scientifically confirmed
to a large number of recipients, it is crucial to learn and
understand their activities and messages. This knowledge will
help us react and respond effectively to the false information
they publish.
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Objectives
This study aims to gather, assess, and synthesize evidence
regarding the current state of knowledge about antivaccine social
media users’ web-based activities. We checked 4 general
hypotheses about the features of antivaccine content on social
media that are often described in papers in the field of
vaccinology:

1. Antivaccine messages are more liked and shared than
provaccine content.

2. Antivaccine content is more user friendly than provaccine
content.

3. Antivaccine social media users describe vaccines as harmful
for health or ineffective.

4. Antivaccine social media users share conspiracy theories
or claims that are not scientifically proven.

In addition, we summarized the current knowledge on the role
of social media bots in the spread of antivaccine messages.

Methods

Design
We designed a systematic review that systematically searched,
appraised, and synthesized research evidence following the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines [37].

Eligibility Criteria
We included papers based on the following inclusion criteria:

1. Papers based only on original studies.
2. Papers analyzing the user-generated content available on

social media platforms (including Twitter, Facebook,
Instagram, Pinterest, YouTube, LinkedIn, TikTok, Snapchat,
VKontakte, WhatsApp, WeChat, Tumblr, Qzone, Reddit,
and Sina Weibo).

3. Papers in which the authors extracted a group of antivaccine
messages and conducted analyses that contained both
qualitative and quantitative elements.

The exclusion criteria were as follows:

1. Papers not written in English.
2. Papers in which vaccines were not the main topic of

research.

3. Methodological papers.
4. Conference abstracts.

Information Sources and Search Strategies
Our search strategy was guided by the following research
question: What are the existing data about antivaccine users’
activity on social media? We conducted a scoping literature
search of papers published between January 1, 2015, and
December 31, 2019, on 3 databases (Scopus, Web of Science,
and PubMed), taking into account the PRISMA guidelines.
Overall, 2 reviewers (DW and MP) independently screened the
databases using the same protocol. The search was conducted
in January 2020. We chose the last 5 years for two reasons.
First, in 2014, the social media market began to resemble the
one known today. The growth of the major platform Facebook
slowed, but the activity of users increased. Furthermore, smaller
platforms such as Twitter, Instagram, Pinterest, and LinkedIn
gained popularity [38]. Second, from our abstract analysis, we
found no articles published in 2014 that were potentially eligible
for this systematic review; this suggests that the number of
papers analyzing negative messages on social media started to
grow in 2015.

The query used in the search engines of the databases is as
follows:

( ( “social media” OR “Twitter” OR “Facebook” OR
“Instagram” OR “Pinterest” OR “YouTube” OR “LinkedIn”
OR “TikTok” OR “Snapchat” OR “VKontakte” OR

“WhatsApp” OR “WeChat” OR “Tumblr” OR “Qzone” OR
“Reddit” OR “Sina Weibo” )

AND

( “vaccin*” OR “immuni*” ) )

We also searched the reference lists of the previously retrieved
studies and literature reviews.

Study Selection
A 3-stage approach was used to include and exclude studies in
the final review process. Initially, duplicate studies were
excluded; subsequently, a screening was performed based on
the (1) title, (2) abstract, and finally, (3) full text. Discrepancies
regarding article selection were resolved by a consensus within
the reviewing team (Figure 1).

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24564 | p.40https://www.jmir.org/2021/6/e24564
(page number not for citation purposes)

Wawrzuta et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram.

Data Collection Process, Extraction, and Quality
Assessment
We found 599 articles from Scopus, 389 from Web of Science,
and 358 from PubMed. After removing duplicates, 731 articles
were analyzed further. In the next step, the titles, abstracts, and
keywords were screened. At this stage, we removed papers
dealing with pharmacovigilance on social media, survey
research, theoretical mathematical models, interventions in
social media to increase vaccination coverage, and descriptive
analysis without the messages being extracted. Two researchers
(DW and MP) conducted a full-text analysis of the remaining
167 papers. A data extraction form was established, and it
included authors, year of publication, country, specific
objectives, study design, social media platform, type of data
analyzed, number of messages studied, main objectives and
findings, and geographic focus. Standardized checklist tools
were not used to assess the quality and risk of bias of individual
studies.

Synthesis of the Results
The outcomes of the 18 studies included in the final analysis
were heterogeneous. We performed an aggregative narrative
synthesis of the included studies.

Results

Studies’ Characteristics
The number of articles analyzing antivaccination messages on
social media has increased over the last 5 years. This topic
became highly popular in 2019, during which 7 of the 18
included papers were published. Overall, 7 of the 18 papers
studied Twitter. YouTube was slightly less popular and was
analyzed 6 times. The remaining articles studied Facebook,
Instagram, and Pinterest. Although most of the authors analyzed
text messages, some of them studied images or videos. The
number of analyzed messages varied from 123 to 1,793,690
across the papers. The oldest messages were published in 2006.
Table 1 describes the general characteristics of the included
studies.
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Table 1. Characteristics of the included studies.

Time inter-
val

Main topicGeographic focusNumber of messagesType of dataPlatformStudy

2018HPVaEnglish language150Text, imageInstagramBasch and MacLean (2019)
[39]

2014-2015Not specifiedEnglish language1626TextTwitterBlankenship et al (2018)
[40]

2014-2017Not specifiedEnglish language1,793,690TextTwitterBroniatowski et al (2018)
[41]

2014-2015Not specifiedItalian language123VideoYouTubeCovolo et al (2017) [42]

2007-2017Not specifiedItalian language560VideoYouTubeDonzelli et al (2018) [43]

2014HPVEnglish language35 videos with commentsText, videoYouTubeEkram et al (2019) [44]

2016Not specifiedEnglish language1489TextFacebookFaasse et al (2016) [45]

2014Not specifiedEnglish language800ImagesPinterestGuidry et al (2015) [46]

Not speci-
fied

Not specifiedEnglish language234MemeFacebookHarvey et al (2019) [47]

2015Not specifiedUnited States26,389TextTwitterKang et al (2017) [48]

2011-2018HPVEnglish language360Text, image, videoInstagramKearney et al (2019) [49]

2008-2017HPVEnglish language287,100TextTwitterLuo et al (2019) [50]

2014-2015HPVEnglish language193,379TextTwitterMassey et al (2016) [51]

2012-2015Not specifiedEnglish language315,240TextTwitterMitra et al (2016) [52]

Not speci-
fied

Not specifiedEnglish language1984VideoYouTubeSong and Gruzd (2017) [53]

Not speci-
fied

Not specifiedEnglish language175VideoYouTubeVenkatraman et al (2015)
[54]

2006-2018Influenza, measlesEnglish language275VideoYouTubeYiannakoulias et al (2019)
[55]

2015MeaslesEnglish language669,136TextTwitterYuan et al (2019) [56]

aHPV: human papillomavirus.

There are differences in the methods used to extract the
messages. Most of the authors searched for general
vaccine-related queries [41,42,46-48,52] or the content of tags
[40]. Papers analyzing the human papillomavirus (HPV) vaccine
used both general terms (such as HPV, HPV vaccine, #HPV,
and #HPVvaccine) [39,44,49-51] and specific vaccine names
(Gardasil and Cervarix) [49,51]. Polarized opinions, both
positive and negative, were isolated using phrases containing
words connected to vaccination and autism [43,53,54]. As
Facebook does not allow for searching of posts using a search
engine, the authors analyzing this platform used more
sophisticated methods to extract messages. Faasse et al [45]
studied responses to a photograph that promoted vaccination
and was published by Facebook CEO Mark Zuckerberg. Harvey
et al [47] found 128 Facebook fan pages devoted to vaccination
and sampled up to 30 memes from each page. The papers
included content analyzed at different time intervals (Table 1).
Only 1 study used search criteria specifically related to the
outbreak of an infectious disease. Yuan et al [56] used Twitter
data from February 1 to March 9, 2015, to study the tweets

published just after the measles outbreak in Disneyland,
California, in 2015.

Although most studies examined vaccines in general, 5 focused
specifically on HPV vaccines, 2 on measles, and 1 on influenza.
Among the articles examining negative comments about the
HPV vaccine, 2 examined Twitter, 2 Instagram, and 1 YouTube.
These HPV-related messages mention the side effects and risks
associated with vaccination [50,51] but often omit some
information [44]. Furthermore, HPV-related antivaccine
messages on Instagram used more sophisticated forms of
communication, including videos or text with images [49].
Provaccine content describing the HPV vaccine contained
information on protection against and prevention of cancer
[39,50,51] and the safety of the vaccine [44].

In Table 2, we have aggregated the research questions of the
included studies into 4 general hypotheses. In the next
paragraphs, we describe the results of the analyzed articles in
terms of these hypotheses and we discuss bots’ activities on
social media.
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Table 2. Results of the included studies.

Hypothesis 4: Antivaccine
users share conspiracy theories
or claims that are not scientifi-
cally proven

Hypothesis 3: Antivaccine
users describe vaccines as
harmful for health

Hypothesis 2: Antivaccine users
share more user-friendly content
than provaccine users

Hypothesis 1: Antivaccine
messages are more liked
and shared than provaccine
content

Study

N/AAntivaccine users are less like-
ly to mention the protection

N/AaAntivaccine messages
have more likes than
provaccine content (P=.02)

Basch and
MacLean
(2019) [39] provided by the HPVb vaccine

(P<.001)

N/AN/AMost shared antivaccine-related
URLs link to Twitter, YouTube, and
Facebook

Antivaccine messages
have more retweets than
provaccine ones (P<.001)

Blankenship et
al (2018) [40]

N/AN/AContent polluters, which may have
been primarily created for market-

N/ABroniatowski et
al (2018) [41]

ing, spread more antivaccine content
than the average nonbot users
(P<.001)

Antivaccine content is less
likely to have been developed

Fear-related themes are present
more often in the antivaccine

N/AAntivaccine messages are
more liked (P<.001) and

Covolo et al
(2017) [42]

by health professionals than
provaccine contents (P=.002)

content than in the provaccine
one. However, the difference is
not statistically significant
(P>.05)

shared (P<.001) but are
less viewed (P<.001) than
provaccine content

N/AN/AAntivaccine content is mainly repre-
sented in the categories “People &
Blogs” and “No-profit and activism”

Antivaccine messages
have more likes, shares,
and views (P<.001) than
provaccine content

Donzelli et al
(2018) [43]

Antivaccine users are more
likely to report incorrectly

Antivaccine users are more
likely to exclude information

N/AThere is no difference be-
tween anti- and provaccine

Ekram et al
(2019) [44]

(P<.001) or omit information
(P<.01)

about vaccine safety (P<.05)
and efficacy (P<.05)

content in the number of
likes and views (P>.05)

N/AAntivaccine users use more
words related to health
(P<.001) and money (P=.03)

Antivaccine content uses more ana-
lytical thinking (P<.001) and less
tentative language (P=.055)

Antivaccine comments
have fewer likes than
provaccine comments
(P<.001)

Faasse et al
(2016) [45]

27.7% of the antivaccine con-
tent mentions conspiracy theo-
ries

N/AAntivaccine users use more narra-
tive than statistical information
(P<.001)

N/AGuidry et al
(2015) [46]

Antivaccine content contains a
greater percentage of false

Antivaccine content appeals
more to fear (P<.001) and more

Antivaccine content has stronger
emotional appeal (P<.001)

Antivaccine messages get
more reactions (P<.001)
and shares (P<.001) than
provaccine content

Harvey et al
(2019) [47]

statements (P<.001) and more
often mentions conspiracy the-
ories (P<.01)

often uses themes connecting
vaccines with injuries, safety
issues, and autism (P<.001)

Central concepts are CDCc, the
vaccine industry, mainstream

Central concepts are thimeros-
al, mercury, autism, flu shots,
and vaccine ingredients

Antivaccine content addresses a
broader range of topics compared
with provaccine content

N/AKang et al
(2017) [48]

media, doctors, mandatory
vaccines, and pharmaceutical
companies

Antivaccine content is less
likely to have been created by
health-related users (P<.001)

N/AAntivaccine content uses more per-
sonal narratives than informational
ones (P<.001). Videos or text with
images are more often used rather
than text or images alone (P<.001)

Antivaccine messages are
more liked (P<.001) than
provaccine ones

Kearney et al
(2019) [49]

N/AAntivaccine users more often
use words such as “death,”

N/AN/ALuo et al (2019)
[50]

“concern,” “kill,” “injured,”
“safety,” “adverse,” “scandal,”
and “fraud”
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Hypothesis 4: Antivaccine
users share conspiracy theories
or claims that are not scientifi-
cally proven

Hypothesis 3: Antivaccine
users describe vaccines as
harmful for health

Hypothesis 2: Antivaccine users
share more user-friendly content
than provaccine users

Hypothesis 1: Antivaccine
messages are more liked
and shared than provaccine
content

Study

N/AAntivaccine users more often
mention side effects (P<.001)
and are less likely to discuss the
protection provided by HPV
vaccine (P<.001)

N/ANegative messages have
fewer retweets than
provaccine ones do but are
still more than neutral
(P<.001)

Massey et al
(2016) [51]

The “evil government” topic is
often discussed (P<.001)

Antivaccine users more often
discuss death concerns
(P<.001)

More direct (P<.05) and certain
language (P<.05) is used in antivac-
cine content

N/AMitra et al
(2016) [52]

N/AN/AAntivaccine content is easier to ac-
cess through YouTube recommenda-
tions (centrality measures P<0.01).
It is more likely to be found in the
categories “People & Blogs” and
“News & Politics” (P<.005)

Antivaccine messages
have a higher like-to-dis-
like ratio (P=.001)

Song and Gruzd
(2017) [53]

The links provided by antivac-
cine users less often lead to
scientific articles (P=.01)

Antivaccine users are more
likely to use personal stories to
indicate the negative effects
caused by vaccinations
(P<.001)

Antivaccine users more often use
celebrities in videos (P=.07)

No difference was noted in
terms of likes (P=.86) and
views (P=.38) between an-
ti- and provaccine content

Venkatraman et
al (2015) [54]

N/AAntivaccine content has higher
frequency of the words “mer-
cury,” “syringe,” “chemical,”
and “toxic”

N/AAntivaccine content is
more liked than provaccine
content is

Yiannakoulias
et al (2019) [55]

N/AN/AAntivaccine users prefer to commu-
nicate with users of the same opin-
ion group

N/AYuan et al
(2019) [56]

aN/A: not applicable.
bHPV: human papillomavirus.
cCDC: US Centers for Disease Control and Prevention.

Hypothesis 1: Popularity of Content
The authors used different measures to estimate the popularity
of antivaccine content. These measures depended on the
characteristics of the platforms. Each platform allows
researchers to assess user engagement in response to the content.
They measured retweets on Twitter [40,51]; likes and shares
on Facebook [45,47]; likes on Instagram [39,49]; and likes,
dislikes, or shares on YouTube [42-44,53-55]. In addition,
YouTube allows for the measurement of audience size by
providing information about the number of views, which was
also analyzed in a few papers [42-44,54]. In our data set, 12
studies evaluated whether antivaccine content is more popular
on social media than provaccine content. Overall, 8 of them
found that antivaccine content was more popular, 2 did not find
a difference in popularity, and 2 found that provaccine messages
were more popular. The popularity of user-generated content
depends on the type of platform and can be expressed by likes,
reactions, shares, retweets, or views. On Instagram, antivaccine
messages had more likes than provaccine messages [39,49].
YouTube videos with negative vaccine sentiments were more
appreciated by users (they had more likes, shares, or views)
[42,43,53,55]. However, 2 studies did not find statistically
significant differences in the number of likes and views between
provaccine and antivaccine YouTube videos [44,54]. The
analysis of Twitter content did not show a clear link between

sentiment and popularity. Blankenship et al [40] found that
antivaccine messages had more retweets than provaccine
messages, whereas Massey et al [51] found the opposite. The
results of the study on Facebook content were similarly
ambiguous. Harvey et al [47] found that antivaccine memes had
more likes and shares, whereas Faasse et al [45] showed that
provaccine Facebook comments had more likes. The results
suggest that although antivaccine messages are generally more
popular on social media, platform-dependent differences may
exist.

Hypothesis 2: User-friendly Content
Antivaccine users present content in a way that tends to be user
friendly: it grabs the users’ attention and encourages them to
read the posts. Various methods are used to ensure this. The
messages contain personal narratives or stories [46,49,54] and
are connected with strong emotions and fear [42,47,52]. The
language used is also different. Antivaccine articles use phrases
such as mandated vaccines and adverse effects, whereas
provaccine articles use required vaccines and side effects [48].
The language of antivaccine content is direct and certain [52]
not tentative [45]. This content is rarely created by health
professionals [42,49] but is well suited to the web-based
environment as it uses videos or text with images rather than
text or images alone [49]. Antivaccine videos also feature
celebrities more often than provaccine videos do [54]. On
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YouTube, negative videos are mainly presented in lifestyle
categories such as People & Blogs [43,53]. All results show
that antivaccine users create their messages in a way that
effectively grabs the attention of their audience.

Hypothesis 3: Vaccines Are Unhealthy or Do Not Work
Antivaccine users often describe vaccinations as harmful to
health. They connect them with serious but scientifically
unconfirmed injuries, safety issues, and side effects such as
autism or even death [44,47,51,54]. They refer to the use of
toxic ingredients in vaccines, including mercury and thimerosal
[48,55].

Antivaccine messages try to create the impression that vaccines
do not protect against diseases. Not only do they present false
information about vaccines [47] but they also tend to omit
information about the safety and protection provided by vaccines
[39,44,51]. All papers indicated that antivaccine users try to
create an impression that vaccines are ineffective and dangerous
to health.

Hypothesis 4: Vaccines Are a Part of a Conspiracy
In the antivaccine discourse, vaccines are often described as
part of conspiracy theories [44,46,47]. Antivaccine concepts
are linked to the Centers for Disease Control and Prevention,
the Food and Drug Administration, and the pharmaceutical
industry hiding the truth about vaccines’ side effects or a
government using vaccines to obtain control over society or to
perform eugenic actions [45,48,50,52]. Antivaccine users view
mandatory vaccines as a threat to their civil liberties [46,47].
They believe that as vaccinations carry risks, patients’ informed
consent is necessary.

Bots’ Activity
Using automated tools to spread vaccine-related information
can be an efficient and effective way of convincing social media
users. A total of 77% of the bots active on Twitter are
provaccine. They are hypersocial in retweeting, and they mainly
retweet from their opinion group [56]. Research on the activity
of bots and trolls in a vaccine debate on Twitter showed that
content polluters, which may have been primarily created for
marketing, share antivaccine messages at a higher rate than
average nonbot users do. Russian trolls post vaccine content at
a higher rate than nonbot users do, but they share an equal
number of provaccine and antivaccine messages because their
purpose is to promote discord in the vaccination debate [41].

Discussion

Principal Findings
Regardless of the social media platform, there are similarities
in the characteristics of antivaccine content. Most of the authors
found that vaccine-related messages with negative sentiments
had a higher number of positive reactions on social media (likes,
shares, and retweets). This relationship was particularly evident
on YouTube and Instagram, whereas the results from the studies
on Twitter and Facebook were inconclusive. The reason for this
ambiguity in the case of Facebook may lie in the sampling of
the analyzed messages. Harvey et al [47] studied the popularity
of memes published on 128 Facebook pages devoted to

vaccinations and found that antivaccine messages received more
reactions than provaccine messages. Faasse et al [45] obtained
the opposite results after studying the comments posted in
response to the photo uploaded by Mark Zuckerberg to promote
vaccines. However, the percentage of provaccine users
constituting Mark Zuckerberg’s profile followers may be higher
than the percentage of provaccine users in the entire population.
On Twitter, Massey et al [51] found that negative messages
have fewer retweets than positive ones, but this study was
limited to HPV-related tweets. Future research should
investigate the popularity of antivaccine content on Twitter and
Facebook. The high number of likes on and shares of antivaccine
content poses the danger that ordinary users will find this
information more easily and consider it to be more reliable than
provaccine messages.

We also found that antivaccine users create messages in a
user-friendly manner. They publish emotional personal stories
using direct language. Their content is not created by health
professionals, and they publish more often in the categories
under lifestyle than in those connected with medicine or science.
Psychological studies have shown that emotional events are
remembered more accurately and for a longer time than neutral
events [57]. Thus, the emotional communication of antivaccine
content may have contributed to the effectiveness of the
antivaccine movement. Antivaccine activists often use methods
that are commonly used in marketing. Emotional stories attract
the attention of neutral users [58], whereas the stirring up of
fear of vaccinations leads to the inaction of the audience [59].

The proponents of the antivaccine movement call vaccines
dangerous for health and ineffective. The myth-busting research
pointing to vaccine safety [60,61] is not stopping the spread of
false information. Some people do not trust science, considering
it as a tool in the hands of governments and pharmaceutical
companies [62]. Many parents believe that the risks of
vaccination outweigh its benefits [63]. In countries where
parents do not see children dying from infectious diseases, it is
easy to think that vaccines, and not the diseases they protect
against, are the problem. This phenomenon is perhaps being
magnified by the fact that fear-related sources automatically
attract attention [64].

Antivaccine messages often contain conspiracy theories.
Previous research indicates that a belief in at least one
conspiracy theory is common in society [65]. Contrary to
popular opinion, conspiracism is not a product of ignorance; it
can be explained by the human willingness to believe in the
unseen. In a study conducted by Jolley and Douglas [62],
participants who were exposed to antivaccine conspiracy
theories showed less intention to vaccinate than the control
group. Education can help solve this problem because
preexisting knowledge about vaccination may protect against
the negative effects of exposure to vaccine-related conspiracy
theories on the web [66]. Only a simple debunking of
misinformation can strengthen its persistence in the community
[67] or even increase the harmful activity of conspiracists [68].
Clarifying parental concerns and involving parents in decisions
regarding their child’s vaccination can reduce beliefs in
conspiracies [69].
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The analyzed papers show that bots on social media spread not
only antivaccine messages but also provaccine messages. The
literature differentiates between benign and malicious bots [70].
Benign bots respond automatically, aggregate content, and
perform other useful actions. However, malicious bots are
designed with a purpose to harm. Their task is to manipulate,
mislead, and exploit to influence social media discourse. Public
health authorities should not only monitor social media, detect
negative bots, and fight the spread of the antivaccine content,
but they should also use benign bots to communicate with the
public and dispel doubts about vaccinations.

The results of the included papers are generally consistent with
those of previous research examining antivaccine website
content [2,6,9,10]. Similar to websites, antivaccine users of
social media raise and discuss concerns about the safety and
effectiveness of vaccines. They describe vaccines as harmful
for health, present scientifically unconfirmed claims, and hide
information about the safety and effectiveness of vaccines to
strengthen their messages. This behavior can be explained by
a well-known cognitive phenomenon called motivated
reasoning, which is defined as a tendency to find arguments in
favor of the conclusions we believe in, rather than those
supporting what we do not want to believe in [71]. Both
antivaccine websites and antivaccine social media users
presented two arguments concerning the government. They
believe that the government is cooperating with pharmaceutical
corporations to impose universal immunization programs and
is allowing these companies to profit. The second argument
does not suggest evil government plans but points to the
restriction of freedom of choice because of mandatory vaccines.
Unlike the content of antivaccine websites, negative posts on
social media do not promote alternative health practices; they
simply discourage vaccinations. This may be because short and
eye-catching content is preferred on social media, and this does
not allow for the explanation or discussion of complex issues.

We found that most included studies were based on Twitter
data. This is surprising because Facebook, YouTube, and
Instagram have many more active users [72]. The reason for
this disproportionate attention may lie in the simplicity of
gathering data from Twitter. Twitter enables the downloading
of thousands of posts using its official application programming
interface [73], whereas Facebook and Instagram closed their
application programming interfaces in 2018, thus preventing
the automatic downloading of publicly available data from these
platforms to protect users’ data against inappropriate use [74].
This was in response to the Cambridge Analytica data misuse
scandal [75]. Moreover, Facebook allows for the creation of
closed and private groups whose content is not available to
scientists. YouTube provides researchers with easy access to
the content by providing automatically generated transcripts of
videos, thus facilitating text analysis. Since 2019, Pinterest has
been hosting vaccine-related information only from reliable
sources to halt the spread of vaccine misinformation [76];
therefore, further research into the antivaccine user’s activity
on this platform since 2019 is pointless.

Web-based platforms differ in terms of how easily the
antivaccine content is spread through social media. Facebook
and Instagram have taken steps to stop the spread of vaccine

misinformation by making it less prominent in search results;
however, such misinformation has not been completely removed
from these platforms [77]. Recent research shows that since
2016, interactions with content containing misinformation have
reduced on Facebook but have continued to increase on Twitter
[78]. This suggests that misinformation on Twitter can become
a bigger problem than on Facebook. During the COVID-19
pandemic in 2020, Twitter started removing accounts spreading
health conspiracy theories [79] and tried to redirect users
searching for COVID-19–related information to official
government sources [80].

YouTube facilitates the spread of misinformation to millions
of viewers. It has been found that 27.5% of the most-viewed
YouTube videos related to COVID-19 contained
misinformation, and these reached over 62 million viewers
worldwide [81]. About 17 million people subscribe to
antivaccine accounts on YouTube [82]. As YouTube content is
more difficult to create, it is probably less affected by bots
sharing video content. However, bots can spread disinformation
on YouTube through comments [83].

In the papers studied, the HPV vaccine was the second most
common topic, after the topic of vaccines in general. This topic
is popular in the discourse on antivaccine movements. The HPV
vaccine has some specific features that make it vulnerable to
theories that discourage vaccinations. First, in many countries,
this vaccine is not mandatory; therefore, it can be more
effectively discouraged. Second, the minimum age for receiving
the first dose is 9 years; thus, often both parents’ consent and
the preteen or teenager’s acceptance are required. Finally, apart
from the ordinary antivaccination supporters, the HPV vaccine
has other opponents. Conservative religious groups suggest that
protection against sexually transmitted diseases encourages
licentious teen sex. As a result, religious young women are
undervaccinated and underinformed about the HPV vaccine
[84].

Future Research Propositions
Research conducted in languages other than English is limited.
In our data set, only 2 articles analyzed non-English messages,
which were in Italian [42,43]. We propose that a multilingual
comparative study be undertaken to explore the similarities and
differences in the vaccine-related discourse on social media
between countries.

Another issue is the classification of messages as provaccine
or antivaccine. Usually, this task is performed manually using
codebooks. As this method is not scalable, we need to employ
an automatic approach. Popularly, some of the messages are
hand-labeled using a codebook, and machine learning models
are applied to label the rest of the messages. We suggest that a
universal codebook or dictionary be designed to assess whether
a message has antivaccine sentiment. Such a tool would enhance
the comparability of the research results.

Instagram is a social media platform that is still gaining
popularity not only among users but also among scientists, as
shown by the 2 articles from 2019 [39,49] that we included in
our systematic review. However, previous Instagram studies
have only examined opinions regarding HPV vaccines.
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Analyzing data from private or secret Facebook groups [85] is
important, as they often contain valuable information about
users’ opinions and attitudes toward vaccinations. Although
messages posted in such groups potentially contain higher
quality information than publicly available data, they are not
easy to obtain.

It should also be mentioned that the articles analyzed picture
antivaccine messages related to specific words, phrases, and
themes. Further research on these topics can result in the creation
of effective tools to automatically detect fake news. This can
help suppress vaccine hesitancy, which is connected to the
spread of vaccine misinformation on social media [86].

Limitations
First, we restricted the analysis to studies published between
2015 and 2019. As a result, some papers describing antivaccine
messages on social media may not have been included. Second,
we studied only articles written in English. Thus, we may have
omitted articles published in other languages that analyzed
non-English messages on social media.

Conclusions
Antivaccine users create content that gains more positive
reactions (likes, shares, retweets) on social media than
provaccine messages do. Their messages are user friendly and
well suited to the needs of users on social media platforms.
Antivaccine users try to discourage vaccination using a few
main arguments. They describe vaccines as harmful, highlight
their side effects, and undermine the effectiveness of the
protection they offer. To support these statements, they use false
information and conspiracy theories, and gloss over or omit the
data about vaccine benefits.

Public health authorities should continuously monitor social
media to find new antivaccine arguments quickly and, based
on that, design information campaigns targeting health
professionals and ordinary users who are at a risk of being
misinformed. Social media platforms have a big responsibility
because they give millions of users access to misinformation.
Knowledge of the characteristics of antivaccine content can
help in the creation of tools that automatically tag false
information. A positive trend in recent years is that social media
platforms have attempted to stop the spread of vaccination
misinformation.
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Abstract

Background: Loneliness is a serious public health issue, and its burden is increasing in many countries. Loneliness affects
social, physical, and mental health, and it is associated with multimorbidity and premature mortality. In addition to social
interventions, a range of digital technology interventions (DTIs) are being used to tackle loneliness. However, there is limited
evidence on the effectiveness of DTIs in reducing loneliness, especially in adults. The effectiveness of DTIs in reducing loneliness
needs to be systematically assessed.

Objective: The objective of this study is to assess the effectiveness of DTIs in reducing loneliness in older adults.

Methods: We conducted electronic searches in PubMed, MEDLINE, CINAHL, Embase, and Web of Science for empirical
studies published in English from January 1, 2010, to July 31, 2019. The study selection criteria included interventional studies
that used any type of DTIs to reduce loneliness in adults (aged ≥18 years) with a minimum intervention duration of 3 months and
follow-up measurements at least 3 months after the intervention. Two researchers independently screened articles and extracted
data using the PICO (participant, intervention, comparator, and outcome) framework. The primary outcome measure was loneliness.
Loneliness scores in both the intervention and control groups at baseline and at follow-up at 3, 4, 6, and 12 months after the
intervention were extracted. Data were analyzed via narrative synthesis and meta-analysis using RevMan (The Cochrane
Collaboration) software.

Results: A total of 6 studies were selected from 4939 screened articles. These studies included 1 before and after study and 5
clinical trials (4 randomized clinical trials and 1 quasi-experimental study). All of these studies enrolled a total of 646 participants
(men: n=154, 23.8%; women: n=427, 66.1%; no gender information: n=65, 10.1%) with an average age of 73-78 years (SD 6-11).
Five clinical trials were included in the meta-analysis, and by using the random effects model, standardized mean differences
(SMDs) were calculated for each trial and pooled across studies at the 3-, 4-, and 6-month follow-ups. The overall effect estimates
showed no statistically significant difference in the effectiveness of DTIs compared with that of usual care or non-DTIs at follow-up
at 3 months (SMD 0.02; 95% CI −0.36 to 0.40; P=.92), 4 months (SMD −1.11; 95% CI −2.60 to 0.38; P=.14), and 6 months
(SMD −0.11; 95% CI −0.54 to 0.32; P=.61). The quality of evidence was very low to moderate in these trials.
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Conclusions: Our meta-analysis shows no evidence supporting the effectiveness of DTIs in reducing loneliness in older adults.
Future research may consider randomized controlled trials with larger sample sizes and longer durations for both the interventions
and follow-ups.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2019-032455

(J Med Internet Res 2021;23(6):e24712)   doi:10.2196/24712
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Introduction

Background
Loneliness is a multifaceted public health problem [1]. The
burden of loneliness is high in some countries [2-9], and it is
increasing in many other countries [10]. Loneliness is expected
to rise because of lockdowns, quarantine, self-isolation, and
social distancing measures that are being enforced in several
countries to tackle the COVID-19 pandemic [11,12]. Therefore,
tackling loneliness is imperative, and digital technology could
play a major role in addressing loneliness [13].

Loneliness refers to an individual’s subjective feelings of a
perceived discrepancy between actual and desired social
relationships [14,15]. Although loneliness affects people of all
ages [15,16], older, younger, and vulnerable people are affected
more by it [7,17,18]. Risk factors of loneliness include
demographic characteristics, social factors, and physical
environments [17-19]. Loneliness enhances the risk of poor
physical and mental health [14,20-23], dementia [24], premature
mortality, and all-cause mortality [21], particularly in older
adults [23]. In addition, the implications of loneliness include
the high costs of health and well-being (eg, between £6429.00
[US $8074.80] and £9616.00 [US $12,077.70] per person per
year in the United Kingdom) [25] as well as lost work days and
productivity (eg, costing up to £2.5 billion [US $3.14 billion]
per annum for employers in the United Kingdom) [26].
Therefore, it is imperative to tackle loneliness.

Loneliness is being addressed through a range of social [27]
and technological interventions [28]. The latter type of
interventions includes numerous and diverse types of digital
apps, web-based social networking tools, sensors, and robots
[29]. Although these tools use digital technology, they are
heterogeneous in many aspects, including the means they
provide to socially connect; the purposes for which they are
used; the ways and methods of their application; the frequency
of their use; and their users, who differ from each other in many
traits such as demographic, social, and economic characteristics,
and some may have physical and mental limitations. Therefore,
these digital technology tools need to be systematically
evaluated for their effectiveness in tackling loneliness.

Several published reviews have reported that digital technology
interventions (DTIs) are effective in reducing loneliness [30-34].
However, some of these studies are weak and have a high risk
of bias [35], and other studies have used a few selected
technological interventions and covered literature published
over a short span, such as the 3-year period from January 2010
to January 2013 [31].

There is limited evidence on the effectiveness of DTIs for
loneliness [36], and there are calls for further research [32,33]
to assess and identify the latest DTIs that are effective in
reducing loneliness [34,36]. In addition, evaluation of the latest
evidence on the effectiveness of DTIs in reducing loneliness is
imperative from the perspectives of patients and their families
and other stakeholders such as health and social care providers
and health insurers [37].

Study Objectives
The primary objective of this study is to assess the effectiveness
of DTIs in reducing loneliness in adults. The secondary objective
is to identify DTIs that are used to reduce loneliness in adults.

Review Questions
The main research question was “Are DTIs effective for
reducing loneliness in adults?” The secondary question was
“What DTIs are used for reducing loneliness in adults?”

Outcome Measures
The main outcome measure was loneliness. We extracted data
on loneliness measured at both the baseline (before the
intervention) and follow-ups (at least 3 months after the
intervention) for the intervention groups and control groups, if
any.

Methods

Study Design, Conduct, and Reporting
We undertook a systematic review and meta-analysis as
suggested in the Cochrane Methods for Systematic Reviews of
Interventions [38]. We have reported the findings in accordance
with the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines [39].

Protocol Registration and Publication
We registered this systematic review and meta-analysis with
the PROSPERO database on June 10, 2019 (registration ID:
CRD42019131524) [40], and we published our protocol [37]
before undertaking this study.

Patient and Public Involvement
A patient and public manager affiliated with our research center
reviewed the study protocol and provided suggestions that were
incorporated into the protocol. We had no access to any patient
diagnosed with loneliness; therefore, we could not include any
patients or members of the public in the design and conduct of
the study. However, the findings of this study will be
disseminated as an open access publication that will be freely
available to patients and everyone else globally.
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Definition of DTI
We define the term DTI as an intervention that applies digital
technology, that is, the technology, equipment, and apps that
process information in the form of numeric codes, usually a
binary code [41].

Eligibility Criteria
We selected studies that met our predefined eligibility criteria
[37]. Study designs included interventional studies (randomized
and nonrandomized) that investigated the effects of DTIs on
loneliness. We included a range of DTIs, that is, computers,
computer tablets, iPads, internet, web-based videos,
communication, chatting, social groups, meetings, conferences
and messages, sensors, social robots, smart mobile phones,
social media tools, and the World Wide Web. We set 3 months
as the minimum intervention duration and follow-up period.
The research participants were adults, both male and female,
aged 18 years or more. We included different settings, that is,
residential dwellings, including private residences and care or
nursing homes or centers in any country. The studies were
limited to journal articles in English published from January 1,
2010, to July 31, 2019.

Information Sources and Keywords
We electronically searched PubMed, MEDLINE, CINAHL,
Embase, and Web of Science and covered the publication period
from January 1, 2010, to July 31, 2019. We used an a priori list
of keywords prepared in our preliminary literature searches
[37]. The keywords were of 2 categories: medical condition or
problem (ie, loneliness, lonely, isolation, aloneness, disconnect*,
solitude, singleness*, lonesomeness, solitariness, and
remoteness) and intervention or technology (ie, digital,
technolog*, sensor*, robot*, internet, social media, *phone*,
online, iPad*, tablet*, computer*, electronic, web, video, and
videoconference), as reported in our published protocol [37].

Literature Searches
First, we searched the keywords in the subject headings such
as MeSH major terms in PubMed or equivalent terms in other
databases (for detailed search history, see Multimedia Appendix
1). Thereafter, we searched for keywords in the title and abstract
fields in the selected databases using 3 Boolean operators: “OR,”
“AND,” and “NOT.” In addition, we hand searched the reference
lists of the shortlisted articles. We wrote emails to the authors
of 2 studies requesting for full copies of their research articles
[42,43], which were gratefully emailed to us. We contacted the
authors of 2 further studies for missing or additional data
[44,45]. We had a good response from the authors of both
studies, and data were thankfully provided for 1 study only [45].
We sought support from an expert librarian at our library for
running literature searches.

Study Selection
Literature searches retrieved 4939 articles, of which 965
duplicate articles were removed (Figure 1). Two researchers
(SGSS and DN) independently screened the remaining articles
(n=3974) by title, which was followed by reading the abstracts
of 442 articles (Figure 1). This screening process led to the
exclusion of 3876 articles and identification of 98 articles for
full-text review. Three researchers (SGSS, DN, and VK)
independently read the full texts of these 98 articles.

When recommendations differed between reviewers at the title,
abstract, and full-text review stages, another reviewer (HCvW)
reviewed these articles, and his recommendations to either
include or exclude an article were final.

Finally, 92 articles were excluded, and the remaining 6 articles
were included in the data extraction (Figure 1). All these 6
studies were included in the narrative synthesis, whereas 5
studies—all clinical trials involving an intervention group and
a control group—were included in the meta-analysis (Figure
1). One study with a pre- and postintervention design involving
only the intervention group was excluded from the
meta-analysis.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) study selection flow diagram.

Data Collection Process
For data collection, we used an a priori data extraction template
(Tables 1 and 2), which comprised several columns: authors,
year, and country of study; study aim or objectives; research
design; settings; participants’ characteristics (age, gender, and
ethnicity); health or medical condition; sampling method and
sample size; participant attrition (numbers and percentages);

research methods and data collection tools; interventions (eg,
type and tool of digital technology); comparators (eg, alternative
intervention, placebo, or care as usual); intervention duration
(weeks or months); measurement stages (eg, baseline and
follow-up: weeks or months after the baseline); outcomes, result,
and findings (eg, loneliness scores, including statistics; eg, mean
values, SDs, SEs, and CIs); and study authors’conclusions [37].
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Table 1. Characteristics of included studies, participants, sampling methods and sizes, and data collection tools.

Re-
search
methods
or data
collec-
tion
tools

Partici-
pant attri-
tion

Sample sizeSam-
pling
method

Main
health
or medi-
cal con-
ditions
investi-
gated

ParticipantsSettingsResearch
design

Quality
of evi-

dencea

(review-
ers’ as-
sess-
ment)

Study,
coun-
try

Loneli-
ness
scale
used

Con-
trol
group

Inter-
ven-
tion
group

TotalEthnicityGenderAge
(years)

UCLAc

loneli-

8 (5 from
control
group and

33
base-
line;

24
base-
line;

57 base-
line; 49
end of
study

Purpo-
sive

Loneli-
ness and
depres-
sion

Not report-
ed (proba-
bly all Tai-
wanese or
Chinese)

Male=24
(experimen-
tal
group=10;
control
group=14);

Base-
line: ex-
perimen-
tal
group:
average

Nursing
home

Quasi-ex-
perimen-
tal study

(NRCTb)

MediumTsai et
al
(2010)
[46],
Tai-
wan

ness
scale
[47]

3 from
experi-
mental
group);

28 fol-
low-
up

21 fol-
low-
up

female=33age 74.2
attrition
rate=14%

(experimen-
tal
group=14;

(SD
10.18);
control

control
group=19)

group:
average
age
78.48
(SD
6.75)

De
Jong-

45; attri-
tion
rate=34.6%

85=in-
terven-
tion
group

130130Conve-
nience

Loneli-
ness and
safety
issues

Not report-
ed

Baseline:
male=26
(30.2%),
female=60
(69.8%),

Base-
line: av-
erage
age 73.2
(SD

Older
home
care

Before
and after
study
(with in-
terven-

Lowvan
der
Heide
et al
(2012)

Gierveld
loneli-
nessat the

missing11.8),tion[48], scaleend of
values=44;rangegroup on-The (scorestudy;
end of32-90;ly, noNether-

lands
range:
0-11)
[49]

no
con-
trol
group

study:
male=25
(29.4%),
female=60

end of
study:
average
age 73.1

control
group)

(70.6%),(SD
missing
values=0

11.2),
range
38-90
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Re-
search
methods
or data
collec-
tion
tools

Partici-
pant attri-
tion

Sample sizeSam-
pling
method

Main
health
or medi-
cal con-
ditions
investi-
gated

ParticipantsSettingsResearch
design

Quality
of evi-

dencea

(review-
ers’ as-
sess-
ment)

Study,
coun-
try

Loneli-
ness
scale
used

Con-
trol
group

Inter-
ven-
tion
group

TotalEthnicityGenderAge
(years)

UCLA
loneli-
ness
scale
[51], the
Swedish
version
(20
items,
score
range
20-80)
[52]

2 (1 par-
ticipant
each from
interven-
tion and
control
groups);
attrition
rate=6.7%

15
base-
line,
14 fol-
low-
up

15
base-
line,
14 fol-
low-
up

30Ran-
dom-
ized
(after
recruit-
ment)

Loneli-
ness

Not report-
ed (proba-
bly all
Swedes)

Male=6; fe-
male=24,
(3 males
and 12 fe-
males each
in group 1
[interven-
tion or con-
trol group]
and group
2 [control
or interven-
tion
group])

Range:
61-89,
mean
71.2;
group 1
(inter-
vention
or con-
trol
group):
range
66-89,
mean
73.4;
group 2
(control
or inter-
vention
group):
range
61-76,
mean
69.0

Living
in ordi-
nary
housing
without
any
home
care ser-
vices

Random-
ized,
crossover
trial

HighLars-
son et
al
(2016)
[50],
Swe-
den

UCLA
loneli-
ness
scale
(score
range
20-80)
[51]

56 (45 at
6 months
and 11 at
12-month
follow-
up); attri-
tion
rate=18.7%

150
base-
line;
118
fol-
low-
up

150
base-
line;
134
fol-
low-
up

300
(150 in
each in-
terven-
tion
[PRISM]
group
and con-
trol
[Binder]
group)

Ran-
dom-
ized

Social
isola-
tion, so-
cial sup-
port,
loneli-
ness,
and
well-be-
ing

Baseline:
White=54%
and non-
White=46%;
PRISM or
interven-
tion group:
non-White
or Hispan-
ic=8%
(n=12);
Binder
group:
non-White
or Hispan-
ic=10%
(n=15)

Baseline:
fe-
male=78%
(number
not report-
ed),
male=22%
(number
not report-
ed);
PRISM or
interven-
tion group:
female
79.3%
(n=119);
Binder
(control)
group: fe-
male
76.7%
(n=115)

Base-
line: to-
tal sam-
ple
mean
76.15
(SD
7.4),
range:
65-98;
interven-
tion

(PRISMd

System)
group:
mean
76.9
(SD
7.3);
control

(Bindere)
group:
mean
75.3
(SD
7.4)

Living
in inde-
pendent
housing
in the
commu-
nity

Multisite
random-
ized con-
trolled tri-
al

HighCzaja
et al
(2018)
[45],
United
States
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Re-
search
methods
or data
collec-
tion
tools

Partici-
pant attri-
tion

Sample sizeSam-
pling
method

Main
health
or medi-
cal con-
ditions
investi-
gated

ParticipantsSettingsResearch
design

Quality
of evi-

dencea

(review-
ers’ as-
sess-
ment)

Study,
coun-
try

Loneli-
ness
scale
used

Con-
trol
group

Inter-
ven-
tion
group

TotalEthnicityGenderAge
(years)

UCLA
loneli-
ness
scale
(score
range
20-80)
[51]

21 (9 ex-
perimen-
tal group;
12 con-
trol
group);
attrition
rate=21.6%

44
base-
line;
32 fol-
low-
up

53
base-
line;
44 fol-
low-
up

97 base-
line; 76
follow-
up

Ran-
dom-
ized

Well-be-
ing and
social
support

Not report-
ed

Follow-up:
total=76;
female=50,
male=26

Female:
mean
80.71
(SD
8.77);
male:
data not
reported

Receiv-
ing care
in own
home or
support-
ed hous-
ing in
the com-
munity
(domicil-
iary
care) or
residen-
tial care
in care
homes

2 (condi-
tion:
training,
con-
trol)×2
(popula-
tion:
domicil-
iary, resi-
den-
tial)×2
(time:
baseline,
follow-
up) de-
sign

HighMor-
ton et
al
(2018)
[53],
United
King-
dom

De
Jong-
Gierveld
loneli-
ness
scale
(score
range 0-
11) [49]

3 (2 inter-
vention
group, 1
control
group);
attrition
rate=15.6%

17
base-
line;
16 fol-
low-
up

15
base-
line;
13 fol-
low-
up

Base-
line=32
(inter-
vention
group=15,
control
group=17),
final=29
(inter-
vention
group=13,
control
group=16)

Ran-
dom-
ized

Mal-
adaptive
cogni-
tions
and
loneli-
ness

Mostly
Asian (of
Indian ori-
gin), num-
bers not re-
ported

Baseline:
male=6
(18.8%),
female=26
(81.2%)

Mean
74.93
(SD
6.41);
range
61-87

Inner-
city resi-
dential;

NGOf

care fa-
cilities
for re-
source-
restrict-
ed older
people
(aged
≥60
years)

Random-
ized con-
trol study

HighJarvis
et al
(2019)
[54],
South
Africa

aQuality of evidence grades: high (we are very confident that the true effect lies close to that of the estimate of the effect), moderate (we are moderately
confident in the effect estimate: the true effect is likely to be close to the estimate of the effect, but there is a possibility that it is substantially different),
low (our confidence in the effect estimate is limited: the true effect may be substantially different from the estimate of the effect), and very low (we
have very little confidence in the effect estimate; the true effect is likely to be substantially different from the estimate of effect).
bNRCT: nonrandomized clinical trial.
cUCLA: University of California, Los Angeles.
dPRISM: Personal Reminder Information and Social Management.
eBinder refers to a group of participants who received a notebook with printed content similar to the Personal Reminder Information and Social
Management System.
fNGO: nongovernmental organization.
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Table 2. Interventions, outcomes, measurements, results, and conclusions of included studies.

Conclusion
by the au-
thors of the
study

Results or find-
ings

Outcomes: loneliness scores by measurement stages, mean (SD)Fol-
low-
up du-
ration

Inter-
ven-
tion
dura-
tion

Compara-
tors

Interven-
tions

Study

12
months

6 months4 months3 monthsBaseline

Videoconfer-
encing allevi-

Loneliness: inter-
vention group

Not mea-
sured

Not mea-
sured

Not mea-
sured

Interven-
tion
group=47.33

Interven-
tion
group=50.58

3
months

3
months

Regular
care

Videocon-
ferencing
(using ei-

Tsai
et al
(2010)
[46]

ates depres-
sive symp-
toms and

mean: baseline
50.58 (SD 11.16),
1 week 49.75

(SD
13.50);

(SD
11.16);

ther

MSNa

loneliness in(SD 11.79), andcontrolcontrolmessen-
older resi-3 months 47.33group=46.68

(SD 9.08)
group=46.55
(SD 9.07)

ger or
Skype) dents in

nursing
homes

(SD 13.50); con-
trol group mean:
baseline 46.55
(SD 9.07), 1
week 47.06 (SD
8.75), and 3
months 46.68
(SD 9.08); differ-
ences between
groups were
compared at 3
points (baseline,
1 week, and 3
months) using
multiple linear
regression of the
generalized esti-
mating equations.
Unadjusted or
fixed effect size
of effectiveness
of videoconfer-
encing interven-
tion (videoconfer-
ence vs control):
at 1 week was
β=−1.21, SE

0.50, χ2=5.9,
P=.02 and at 3
months β=−2.84,

SE 1.28, χ2=4.9,
P=.03

CareTV inter-
vention de-

Group-level total
loneliness: inclu-

Interven-
tion

Not mea-
sured

Not mea-
sured

Not mea-
sured

Interven-
tion
group=5.97

12
months

12
months

No control
group and
no com-
parator

CareTV
including
Caret du-
plex
video or

van
der
Hei-
de et
al

creased the
feeling of
loneliness in

sion stage: mean
5.97 (SD 2.77),
end of study:

group=4.02
(SD
3.91); no

(SD 2.77);
no control
groupvoice net-

work
(2012)
[48]

the partici-
pants; howev-
er, partici-

mean 4.02 (SD
3.91), P=.001; in-
dividual-level to-

control
group

pants weretal loneliness: to-
feeling mod-tal loneliness de-
erate loneli-creased in 54 out
ness at theof 85 participants
end of the
study

(equally lonely
11, more lonely
20, and less lone-
ly 54 individual
participants)
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Conclusion
by the au-
thors of the
study

Results or find-
ings

Outcomes: loneliness scores by measurement stages, mean (SD)Fol-
low-
up du-
ration

Inter-
ven-
tion
dura-
tion

Compara-
tors

Interven-
tions

Study

12
months

6 months4 months3 monthsBaseline

SIBA inter-
ventions
have the po-
tential to re-
duce experi-
ences of
loneliness in
socially vul-
nerable older
adults.

Percentage
change between
time 2 and time
1: group 1: mean
score 0.07% (SD
0.07), P=.003;
group 2: mean
score: 0.05% (SD
0.09), P=.049;
percentage
change between
time 3 and time
1: group 1: mean
score 0.08% (SD
0.08); group 2:
mean score
0.09% (SD 0.13);
comparison of
pre and postinter-
vention scores:
group 1, P=.003
and group 2,
P=.049

Not mea-
sured

3 months
after cross
over: group
1 (I/C
group, no
interven-
tion)=42.0
(SD 7.34);
group 2
(C/I group,
interven-
tion intro-
duced)=39.50
(SD 10.42)

Not mea-
sured

Group 1
(I/C
group)=42.43
(SD
7.44);
group 2
(C/I
group)=41.93
(SD 8.82)

Group 1

(I/Cc

group)=45.53
(SD 7.41);
group 2

(C/Id

group)=43.93
(SD 8.61)

34
weeks
(expo-
sure
for 3
months
to
each
group)

3
months

No com-
parator in-
tervention
reported

SIBAsb,
that is, so-
cial activi-
ties via
social
websites

Lars-
son
et al
(2016)
[50]

Technology-
based apps
such as the
PRISM sys-
tem may en-
hance social
connectivity
and reduce
loneliness
among older
adults.

Baseline: loneli-
ness PRISM
group: mean
score 39.8 (SD
9.7); Binder
group: mean
score 40.2 (SD
10.3), follow-up
at 6 months:
PRISM group
37.8, Binder
group 39.6; fol-
low-up at 12
months: PRISM
group 36.9,
Binder group
38.3

Interven-
tion
(PRISM)
group=36.9
(SD
9.16);
control
(Binder)
group=38.43
(SD 9.37)

Interven-
tion
(PRISM)
group=37.8
(SD 9.54);
control
(Binder)
group=40
(SD 10.62)

Not mea-
sured

Not mea-
sured

Interven-
tion
(PRISM)
group=39.8
(SD 9.7);
control

(Binderg)
group=40.2
(SD 10.3)

12
months

12
months

A note-
book with
printed
content
similar to
that within
the PRISM
(interven-
tion)
group: in-
cluded a
Lenovo Mi-
ni Desktop
PC with a
keyboard,
mouse (or
trackball
for those
who were
unable to
control a
mouse), a

19″ LCDf

monitor,
the PRISM
software
app, a
printer, and
internet

PRISMe

system

Cza-
ja et
al
(2018)
[45]
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Conclusion
by the au-
thors of the
study

Results or find-
ings

Outcomes: loneliness scores by measurement stages, mean (SD)Fol-
low-
up du-
ration

Inter-
ven-
tion
dura-
tion

Compara-
tors

Interven-
tions

Study

12
months

6 months4 months3 monthsBaseline

Internet ac-
cess and
training can
support the
self and so-
cial connect-
edness of
vulnerable
older adults
and con-
tribute posi-
tively to
well-being.

Loneliness scores
mean: interven-
tion (training)
group: residential
group: time
1=1.95 (SE 0.16),
time 2=1.92 (SE
0.16), domiciliary
group: time
1=1.89 (SE 0.13),
time 2=1.79 (SE
0.13), total time
1=1.92 (SE 0.10),
time 2=1.86 (SE
0.10); control
group: residential
group: time
1=2.13 (SE 0.18),
time 2=2.20 (SE
0.17), domiciliary
group: time
1=2.02 (SE 0.16),
time 2=2.05 (SE
0.15), total time
1=2.08 (SE 0.12)
and time 2=2.12
(SE 0.11)

Not mea-
sured

Not mea-
sured

Interven-
tion (train-
ing) group
(total of
residential
and domi-
ciliary
groups)=1.86
(SE 0.10,
SD 0.66);
control
group (to-
tal of resi-
dential and
domiciliary
groups)=2.12
(SE 0.11,
SD 0.62)

Not mea-
sured

Interven-
tion (train-
ing) group
(total of
residential
and domi-
ciliary
groups)=1.92
(SE 0.10,
SD 0.73);
control
group (to-
tal of resi-
dential and
domiciliary
groups)=2.08
(SE 0.12,
SD 0.80)

4
months

3
months

Care as
usual plus
regular car-
er visits

EasyPC—a
cus-
tomized
computer
platform
with a
simpli-
fied
touch-
screen in-
terface

Mor-
ton
et al
(2018)
[53]

Low-intensi-
ty cognitive
behavioral
therapy mo-
bile health
supported by
the social
networking
platform of
WhatsApp
(Living In
Network-
Connected
Communi-
ties) showed
significant
improve-
ments in
loneliness
and maladap-
tive cogni-
tions.

Loneliness levels:
total=baseline−in-
tervention on
time 1−interven-
tion on time 2.;

χ2=14.6; P=.001

Not mea-
sured

Not mea-
sured

Interven-
tion
group=1.38
(SD 1.33);
control
group=4.0
(SD 1.32)

Interven-
tion
group=2.31
(SD
1.49);
control
group=2.47
(SD 2.1)

Not mea-
sured

4
months

3
months

Usual care,
a separate
WhatsApp
group (Liv-
ing In Net-
work-Con-
nected
Communi-
ties 2)

Living In
Network-
Connect-
ed Com-
munities
What-
sApp
group for
low-inten-
sity cogni-
tive be-
havioral
therapy

Jarvis
et al
(2019)
[54]

aMSN: Microsoft Network.
bSIBA: social internet-based activity.
cI/C: intervention/control.
dC/I: control/intervention.
ePRISM: Personal Reminder Information and Social Management.
fLCD: liquid-crystal display.
gBinder refers to a group of participants who received a notebook with printed content similar to the Personal Reminder Information and Social
Management System.
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SGSS and DN independently extracted data from all included
studies (n=6) using the data extraction template (Tables 1 and
2) and resolved discrepancies in the extracted data with
discussion and agreement. Data extraction forms were compared
and contrasted, thereby avoiding bias and reducing errors in the
data extraction process [55]. We extracted aggregated data at
the study level as much as possible with respect to the
intervention, which is imperative for the reproducibility of
effective interventions [56,57]. Following suggestions for
reporting data once from studies with duplicate and multiple
publications [55], we extracted and reported data only once [50]
from a research study with multiple publications [50,58].

Data Synthesis and Reporting
We report both a narrative synthesis (narrative summary) and
a statistical (quantitative) synthesis (meta-analysis) of our
review, as suggested for reporting of a systematic review on
effectiveness [59]. In the narrative synthesis, we have included
all 6 studies and reported their characteristics, including the
study design, settings, sample sizes, data collection methods,
participants, interventions, comparators, outcome measurements,
and study conclusions.

In the meta-analysis, we have included 5 studies and pooled
extracted data on loneliness measured by continuous loneliness
scales, that is, the University of California, Los Angeles (UCLA)
loneliness scale [47,51] in 4 studies and the De Jong-Gierveld
loneliness scale [49] in 2 studies (Table 1). Loneliness scores
at baseline and follow-up were reported as the mean values and
SDs in 5 studies, whereas 1 study reported mean scores with
SEs. For the latter study, we calculated SDs from SEs using a
formula suggested in the Cochrane guidelines [60].

In meta-analysis, the standardized mean difference (SMD) as
a summary statistic for reporting continuous data has been
suggested for studies that assess the same outcome but use
different scales to measure the outcome [60]. In RevMan (The
Cochrane Collaboration), the SMD is the effect size known as
Hedges (adjusted) g, which is akin to Cohen d and includes an
adjustment for small sample size bias [60]. More importantly,
the generalizability of the SMD statistic is more than the mean
difference statistic in a meta-analysis [61].

In our review, the main outcome, that is, loneliness, was
measured using different loneliness scales, which included the
UCLA loneliness scale (score range 20-80) [47,51] and the De
Jong-Gierveld loneliness scale (score range 0-11) [49]. Although
these 2 loneliness scales have commonalities such as
self-reporting measures and focus on the functional dimension
of social relationship and the degree of subjectivity covering
perceived availability, adequacy, and emotions or feelings, they
differ from each other in other aspects, such as the content and
formulation of items or questions included in the scales [62].
In addition, the 2 measures have different number of items or
questions, rating options, scoring methods, total scores, and
scale versions (for details, refer to the studies by Russell [51]
and Russell et al [47] for the UCLA loneliness scale and the
studies by De Jong-Gierveld and Tilburg [49] and De

Jong-Gierveld and Kamphuls [63] for the De Jong-Gierveld
loneliness scale).

The Cochrane guidelines for systematic reviews and
meta-analysis [60] suggest that different study designs should
not be combined in a meta-analysis because it can increase
heterogeneity, and studies with repeated measurements at
different follow-up periods cannot be combined without a unit
of analysis error.

We extracted data from 6 studies, which included 5 clinical
trials [45,46,50,53,54] and 1 pre-post study [48]. Therefore, we
included similar study designs, that is, clinical trials in the
meta-analysis, and conducted separate meta-analyses based on
the same follow-up measurement periods in the clinical trials.
Therefore, we performed a separate meta-analysis for each
follow-up, that is, measurements at 3, 4, and 6 months after the
intervention. In addition, we ran meta-analyses when there were
at least two or more studies for the same outcome or the same
follow-up period [64]. Therefore, we did not conduct a
meta-analysis for follow-up measurements at 12 months reported
in 2 studies because they involved different study designs, that
is, a randomized controlled trial (RCT) with intervention and
control groups [45] and a pre- and postintervention study with
only intervention group [48]. This was done to avoid an increase
in the heterogeneity [60] and overestimation of the effect of
intervention in the absence of a control group [65] in the pre-
and postintervention study [48]. We did not perform a
meta-analysis for the pre-post study [48] because meta-analysis
cannot be performed with only 1 study [60].

We calculated the SMDs from the extracted data, that is,
loneliness mean scores with SD and sample sizes in the
intervention and control groups at follow-up measurements at
3 months and beyond. For conducting meta-analysis, we used
the Cochrane Review Manager (RevMan) software, version
5.3.5 [66]. In the meta-analysis, we used the random effects
model as the statistical model because we hypothesized that the
true effect sizes between studies would vary [67,68] due to
differences in the methodological and clinical characteristics
between studies [69], such as differences in the sample sizes,
participant numbers and characteristics, intervention types and
durations, and follow-up measurement times. We did not
conduct sensitivity analyses because of the small number of
studies in the meta-analyses at each follow-up point [64].

Assessment of Research Quality, Bias, and
Heterogeneity
We assessed the quality of research by applying the GRADE
(Grading of Recommendations Assessment, Development and
Evaluation) approach [70].

We assessed the risk of bias by focusing on 5 domains: the
evaluation of sequence generation, allocation concealment,
blinding (outcome assessors), incomplete data, selective
outcome reporting, and assessing other biases using the
Cochrane guidelines [60]. In a meta-analysis, publication bias
can be assessed with a graphical method using funnel plots
[60,71] and statistical methods such as the Egger test [60];
however, both methods require at least 10 studies in the
meta-analysis [60]. When the number of studies is small, the
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Egger test has low power and fails to differentiate chance from
real asymmetry [60]. Similarly, assessing publication bias using
funnel plots with fewer studies would be of very limited
usefulness because it would be difficult to spot the publication
bias. As we had a maximum of 3 studies in a meta-analysis, we
could not check the publication bias with either method.

We checked heterogeneity, that is, variation in study outcomes
or intervention effect sizes between studies, by the Cochran Q
test with a significance level of ρ<0.10 [72,73] because of the
low power of the test in a meta-analysis with very few studies

or studies with small sample sizes [74]. We calculated I2

statistics to determine the magnitude of heterogeneity (ie, the
proportion of variance in the true effect sizes) between studies

[28]. We considered I2 values of 25%, 50%, and 75% as low,
moderate, and high heterogeneity between studies, respectively
[75].

Summary Measures
We report the findings of meta-analyses using SMDs with 95%
CIs as a statistical summary, with the forest plots [60].

Results

Narrative Synthesis
Findings about the characteristics of the studies, including the
study designs, settings, participants, interventions, comparators,
sample sizes, participant attrition, and data collection methods
or tools used, are presented in Table 1. The interventions,
comparators, follow-up durations, outcomes or measurement
scores, results, and conclusions of the included studies are given
in Table 2.

Study Selection
Searches of PubMed, MEDLINE, CINAHL, Embase, and Web
of Science generated a total of 4939 articles (Figure 1), of which
6 studies met the predefined eligibility criteria. All 6 studies
were included in the narrative synthesis, 5 clinical trials with
the intervention and control groups were included in the
meta-analysis, and only 1 study with a pre-post design involving
only the intervention group was excluded from the
meta-analysis.

Study Participants
The total number of participants enrolled in all 6 included
studies was 646 (mean 108, SD 102; median 77, IQR 32-130).
Studies varied in total sample sizes (mean 108, SD 102; range
30-300), and the sample sizes of the intervention and control
groups also varied at both the baseline and follow-up
measurements across the studies (Table 1). The attrition rate
also varied between studies (range 7%-35%; mean 19%, SD
10%).

Participants’ average age was between 73 and 78 years (SD
6-11). Total enrolled participants included 66.1% (427/646)
women and 23.8% (154/646) men, whereas for 10.1% (65/646)
of participants, no information about their gender was available.
Studies varied in the proportion of male and female participants
(female: mean 66%, SD 16%; range 46%-81%; male: mean
25%, SD 9%; range 19%-42%). Only 2 studies reported on

participants’ ethnicity—White (54%) and non-Whites (46%)
in the US study [45] and mostly Asian Indians (no numbers
reported) in the South African study [54].

Study Characteristics
A total of 4 studies were RCTs [45,50,53,54], 1 study was a
nonrandomized clinical trial [46], and 1 was a pre- and posttest
(before and after) study with intervention group only (no control
group) [48] (Table 1).

Study Settings
A total of 4 studies were conducted in developed countries,
namely, the Netherlands [48], the United Kingdom [53], the
United States [45], and Sweden [50]. Two studies were
undertaken in developing countries, namely, Taiwan [46] and
South Africa [54].

The settings included living in independent housing in the
community [45]; living in ordinary housing without any home
care services [50]; receiving care in their own home or supported
housing in the community (domiciliary care), or receiving care
in residential care homes [53], residential care facilities for older
people [54], nursing homes [46], and older home care [48].

Participants were selected by random sampling in 66.7% (4/6)
of studies [45,50,53,54], whereas the other 33.3% (2/6) studies
used purposive [46] and convenience [48] sampling each.

Digital Technology Interventions
DTIs included social internet-based activities, that is, social
activities via social websites [50], videoconferencing [46],
customized computer platforms with simplified touch-screen
interfaces [53], personal reminder information and social
management systems [45], WhatsApp groups [54], and video
or voice networks [48].

Duration of the Intervention and Measurement of the
Main Outcome Measure
The duration of the intervention was 3 months in 4 studies
[46,50,53,54] and 12 months in 2 studies [45,48]. The main
outcome measure, that is, loneliness, was measured at the
baseline and multiple follow-up times, which included 3 months
in 3 studies [46,50,54], 4 months in 2 studies [53,54], 6 months
in 2 studies [45,50], and 12 months in 2 studies [45,48].

The loneliness measurement tools used were the UCLA
loneliness scale [47,51], which was applied in 4 studies
[45,46,50,53], and the De Jong-Gierveld loneliness scale [49,76],
which was used in 2 studies [48,54]. Table 2 presents loneliness
scores measured in the intervention and control groups, if any,
at baseline and follow-ups.

Narrative synthesis showed that there was a reduction in
loneliness in the intervention groups at the follow-ups compared
with baseline (Table 2). A statistical summary of the loneliness
measurements in the intervention and control groups at the
follow-ups is reported in the Meta-analysis section.

Meta-analysis
We conducted 3 meta-analyses, 1 each for follow-up
measurements at 3, 4, and 6 months, involving 3, 2, and 2
studies, respectively.
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Meta-analysis for Follow-up at 3 Months
Three studies [46,50,54] involving 106 participants with
follow-up measurements at 3 months were entered into a
meta-analysis, which showed a very small reduction in

loneliness in favor of the control (SMD 0.02; 95% CI −0.36 to
0.40), but it was not statistically significant (Z=0.10; P=.92).
The heterogeneity between studies was not statistically

significant (τ2=0.00; χ2
2=0.1; P=.95; I2=0%; Figure 2).

Figure 2. Forest plot of standardized mean differences for loneliness at the 3-month follow-up (digital technology intervention vs control).

Meta-analysis for Follow-up at 4 Months
Two studies [53,54] involving 105 participants with 4 month
follow-up were entered into a meta-analysis, which revealed a
large reduction in loneliness in favor of the intervention (SMD

−1.11; 95% CI −2.60 to 0.38), but it was not statistically
significant (Z=1.46; P=.14). There was a statistically significant

high heterogeneity between studies (τ2=1.03; χ2
1=8.8; P=.003;

I2=88%; Figure 3).

Figure 3. Forest plots of standardized mean differences for loneliness at the 4-month follow-up (digital technology intervention vs control).

Meta-analysis for Follow-up at 6 Months
A meta-analysis involving 2 studies [45,50] with 280
participants with 6 month follow-up showed a very small
reduction in loneliness in favor of the intervention (SMD −0.11;

95% CI −0.54 to 0.32), but it was not statistically significant
(Z=0.51; P=.61). There was moderate heterogeneity between

studies, but it was not statistically significant (τ2=0.05; χ2
1=1.6;

P=.21; I2=37%; Figure 4).

Figure 4. Forest plots of standardized mean differences for loneliness at the 6-month follow-up (digital technology intervention vs control).

Risk of Bias
The risk of bias assessment, that is, the risk of bias graph and
risk of bias summary are presented in Figure 5 and Figure 6,
respectively. A high risk of bias was noted in the attrition bias
and other biases; an unclear risk of bias was detected in the
blinding of outcome assessment, allocation concealment, and

blinding of participants and personnel; and a low risk of bias
was observed, especially, in the random sequence generation
and selective reporting (Figure 6). In addition, most studies
reported only within-group changes and not between-group
comparisons of change, which may suggest a weak quality of
the reporting of results and the analysis in these studies (Table
2).
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Figure 5. Risk of bias summary. Review authors’ judgments about risk of bias in included studies: Czaja et al, 2017 [45], Tsai et al 2010 [46], Larsson
et al, 2016 [50], Morton et al, 2018 [53], and Jarvis et al, 2019 [54].

Figure 6. Risk of bias graph. Review authors’ judgments about each risk of bias item are presented as percentages across all included studies.

Quality of Evidence
The quality of evidence was moderate, very low, and moderate
in meta-analyses involving 3 [46,50,54], 2 [53,54], and 2 studies

[45,50], with follow-up at 3, 4, and 6 months, respectively
(Figure 7).
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Figure 7. GRADE (Grading of Recommendations Assessment, Development and Evaluation) quality of evidence summary. DTI: digital technology
intervention; RCT: randomized controlled trial; SMD: standardized mean difference.

Discussion

Principal Findings
To determine whether DTIs are effective in reducing loneliness
in adults, we appraised peer-reviewed empirical research
involving the application of DTIs in adults with loneliness. Our
systematic review provides a narrative summary (qualitative
synthesis) as well as a meta-analysis (statistical synthesis) of
the findings. The narrative summary of 6 studies included in
our review showed a reduction in loneliness in the intervention
groups at follow-up compared with baseline (Table 2). However,
our meta-analysis of 5 clinical trials with follow-up
measurements at 3, 4, and 6 months showed no statistically
significant pooled effect estimates as SMDs, the preferred
method for summarizing effects on continuous outcomes such
as loneliness. Although not statistically significant, the summary
effect size at the 4-month follow-up (Figure 3) was better than
the effect size at the 3-month follow-up (Figure 2) and the
6-month follow-up (Figure 4).

Our meta-analysis also revealed that CIs of the summary effects
of 2 studies, that is, the studies by Larsson et al [50] and Tsai
et al [46], were very wide, and the SMDs from these studies
were more in favor of the control group than the intervention
group (Figure 2). Thus, the wide range of CIs of the summary
effects in these studies leave room for uncertainty about the
beneficial effect of DTIs on measures of loneliness.

Overall, the findings of our meta-analysis showed no evidence
supporting the effectiveness of DTIs in reducing loneliness in
older adults.

Summary of Evidence
The quality of evidence of the included studies was very low
to moderate (Figure 7), and there was a high heterogeneity

between studies [53,54] (Figure 2). All the included studies had
a high proportion of female participants. Most notably, the total
number of participants was low, especially in 2 studies [50,54],
and the sample sizes were reduced further due to a high attrition
rate in some studies [45,53]. The types and methods of DTIs
varied between studies (Table 2), which were conducted in
diverse settings (Table 1). Studies were conducted in 6 different
countries: the United States, the United Kingdom, Sweden, the
Netherlands (these four countries have individualistic cultures),
Taiwan, and South Africa (these two countries have collectivist
cultures; Table 1). In addition, despite our inclusion criteria of
age 18 years and above, the selected studies more commonly
involved older people with an average age of 70 years and
above.

Loneliness is influenced by culture [77-79], gender [78], and
age [5,78], and these factors could have contributed to the
pooled estimates being not statistically significant in our
meta-analysis. In addition, differences in participants, especially
in terms of age, gender, and culture as well as varied types of
DTIs, could have contributed to the heterogeneity observed,
especially in the meta-analysis with the 4 month follow-up
involving 2 studies [53,54], which differed from each other on
different parameters, especially the study designs, settings,
participants, interventions, and loneliness measurement scales
used (Tables 1 and 2).

There are limited published meta-analyses on technological
interventions for tackling loneliness, and a few existing studies
have covered literature published up to 2009 [28] and 2011 [30].
Our review and meta-analysis included the latest evidence
published between January 1, 2010, and July 31, 2019. We did
not replicate the findings of earlier meta-analyses that reported
evidence suggesting that technological interventions resulted
in decreased loneliness [28,30]. For example, a meta-analysis
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by Choi et al [30] reported statistically significant evidence
suggesting that the internet and computers reduce loneliness.
However, they [30] focused on older adults with depression and
included the internet and computers only as technological
interventions, whereas we included different types of DTIs, and
our population of interest was adults of all age groups (≥18
years). In addition, the meta-analysis by Choi et al [30] included
studies (n=5) with different follow-up periods (3-6 months),
but they did not report which follow-up measurements were
included in their meta-analysis. In our meta-analysis, we
conducted separate meta-analyses for measurements at different
follow-up periods, that is, 3, 4, and 6 months, as suggested by
the Cochrane guidelines [60].

A meta-analysis by Masi et al [28] also reported that
technological interventions reduce loneliness, which was more
in pre-post studies and nonrandomized studies than in RCTs.
However, they included studies with technology and
nontechnology-based interventions [28], whereas we focused
on studies with DTIs only. In addition, Masi et al [28] did not
report how they analyzed measurements at different follow-up
periods, whereas we did not combine measurements at different
follow-up times, as suggested by the Cochrane guidelines [60].
Nonetheless, Masi et al [28] concluded that technology is yet
to be capitalized for loneliness.

Interestingly, our findings provide new insights about DTIs and
loneliness. Our meta-analysis showed no statistically significant
reduction in loneliness in the intervention groups compared
with the control groups at the 3 -, 4-, and 6-month follow-ups.
Thus, our findings show no evidence supporting the
effectiveness of DTIs in reducing loneliness in older adults,
which goes beyond the findings of a recent Cochrane review
that reported no evidence of video calls being effective in
reducing loneliness in older adults [73].

In addition, our findings refute and contradict a commonly held
view that digital technology can solve the problem of loneliness,
especially in older people. Nonetheless, digital technologies
provide tools and means that facilitate social connection [80],
which may help in reducing loneliness for a limited period
because the effects of DTIs are short-lived [81]. This may be
because digital technologies do not provide real human
interaction [80] and cannot replace human contact [45]; thus,
they do not reduce social disconnectedness in real life [82] on
a long-term basis.

Nonetheless, a review has reported that some nontechnological
interventions are effective in reducing loneliness in older people
[83], but these interventions require a meta-analytic evaluation.
In addition, a recent meta-analysis [84] reported moderate
evidence of the effectiveness of a range of social, emotional,

and psychological interventions, delivered through technological
and nontechnological means, in reducing loneliness in young
people aged 3-25 years; however, the analyzed studies had
limitations. Therefore, further research is required.

Limitations
Our study had some limitations: the inclusion of only 6 studies
with heterogeneous sets of results and the minimum intervention
duration of 3 months, which could have resulted in the inclusion
of a small number of studies and possible exclusion of potential
studies that would have provided useful evidence.

In addition, we could not conduct subgroup and meta-regression
analyses due to the very limited number of studies (n=5) in the
meta-analysis and lack of data on loneliness by participants’
demographic characteristics. In addition, our study might be
narrow because we excluded some studies [44,85-91], which
met the technology criterion such as the use of robots, sensors,
digital speakers, and apps but did not meet other selection
criteria. Thus, our study may be limited to studies about social
interactions and connectedness using digital technology tools.

Moreover, another limitation of our review could be the use of
a meta-analysis based only on follow-up data. For example, a
study by Tsai et al [46] in the 3-month follow-up meta-analysis
had an SMD of 0.06 with a 95% CI of −0.8 to 0.65 (P=.03;
Figure 2), which may suggest that these studies may have had
higher power to show a difference compared with baseline
loneliness.

As recommendations for future research, we suggest that
researchers involved in trials agree on a common measure of
loneliness and consider reporting of results in a standardized
way, which will allow pooling of baseline-adjusted estimates
of the treatment effect rather than differences in follow-up
means.

Conclusions
Our meta-analysis showed no evidence supporting the
effectiveness of DTIs in reducing loneliness in older adults.
Therefore, there is a need for further research involving RCTs
[50] with larger sample sizes and longer duration of
interventions and follow-up measurement periods. Future
research may apply inclusive research designs using a
combination of digital apps, including robots, sensors, and social
connecting apps, by involving adults aged 45-65 years, as this
segment of the population is more likely to be more technology
savvy and digital interventions might be more effective in this
age group. Future research might also target ethnic minority
communities and specific groups such as lesbian, gay, bisexual,
and transgender people where loneliness is common [8,92].

 

Acknowledgments
The authors acknowledge support from Liz Callow of Bodleian Health Care Libraries, University of Oxford, for running literature
searches. The authors are grateful to Dr Alexandra Farrow (Brunel University London) for checking the first version of the
manuscript. This research was funded by the National Institute for Health Research Oxford Biomedical Research Centre (Research
Grant IS-BRC-1215-20008). The views expressed are those of the authors and not necessarily those of the NHS, the National
Institute for Health Research, or the Department of Health.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.67https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
None declared.

Multimedia Appendix 1
Literature searches.
[DOCX File , 37 KB - jmir_v23i6e24712_app1.docx ]

References
1. Lindsay EK, Young S, Brown KW, Smyth JM, Creswell JD. Mindfulness training reduces loneliness and increases social

contact in a randomized controlled trial. Proc Natl Acad Sci U S A 2019 Feb 26;116(9):3488-3493 [FREE Full text] [doi:
10.1073/pnas.1813588116] [Medline: 30808743]

2. Loneliness is pervasive and rising, particularly among the young - daily chart. The Economist. 2018. URL: https://www.
economist.com/graphic-detail/2018/08/31/loneliness-is-pervasive-and-rising-particularly-among-the-young [accessed
2019-05-03]

3. Mance P. Is Australian experiencing an epidemic of loneliness? Relationships Australia. Canberra, Australia: Relationships
Australia National;; 2018 Sep. URL: https://www.relationships.org.au/pdfs/Anepidemicofloneliness20012017.pdf

4. van den Broek T. Gender differences in the correlates of loneliness among Japanese persons aged 50-70. Australas J Ageing
2017 Sep;36(3):234-237. [doi: 10.1111/ajag.12448] [Medline: 28685951]

5. Victor CR, Bowling A. A longitudinal analysis of loneliness among older people in Great Britain. J Psychol
2012;146(3):313-331. [doi: 10.1080/00223980.2011.609572] [Medline: 22574423]

6. Murthy V. Work and the loneliness epidemic. Harv Bus Rev. 2017. URL: https://hbr.org/cover-story/2017/09/
work-and-the-loneliness-epidemic [accessed 2020-10-01]

7. Cohen-Mansfield J, Perach R. Interventions for alleviating loneliness among older persons: a critical review. Am J Health
Promot 2015;29(3):109-125. [doi: 10.4278/ajhp.130418-LIT-182] [Medline: 24575725]

8. Jeste DV, Lee EE, Cacioppo S. Battling the modern behavioral epidemic of loneliness: suggestions for research and
interventions. JAMA Psychiatry 2020 Jun 01;77(6):553-554. [doi: 10.1001/jamapsychiatry.2020.0027] [Medline: 32129811]

9. Gao Q, Prina M, Prince M, Acosta D, Sosa AL, Guerra M, et al. Loneliness among older adults in Latin America, China,
and India: prevalence, correlates and association with mortality. Int J Public Health 2021 Mar 31;66:604449. [doi:
10.3389/ijph.2021.604449]

10. d’Hombres B, Schnepf S, Barjakovà M, Mendonça F. Loneliness – an unequally shared burden in Europe. European
Commission. 2018. URL: https://ec.europa.eu/jrc/sites/jrcsh/files/fairness_pb2018_loneliness_jrc_i1.pdf [accessed
2020-09-15]

11. Galea S, Merchant RM, Lurie N. The mental health consequences of COVID-19 and physical distancing: the need for
prevention and early intervention. JAMA Intern Med 2020 Jun 1;180(6):817-818. [doi: 10.1001/jamainternmed.2020.1562]
[Medline: 32275292]

12. Holmes EA, O'Connor RC, Perry VH, Tracey I, Wessely S, Arseneault L, et al. Multidisciplinary research priorities for
the COVID-19 pandemic: a call for action for mental health science. Lancet Psychiatry 2020 Jun;7(6):547-560 [FREE Full
text] [doi: 10.1016/S2215-0366(20)30168-1] [Medline: 32304649]

13. Shah SG, Nogueras D, van Woerden HC, Kiparoglou V. The COVID-19 pandemic: a pandemic of lockdown loneliness
and the role of digital technology. J Med Internet Res 2020 Nov 05;22(11):e22287 [FREE Full text] [doi: 10.2196/22287]
[Medline: 33108313]

14. Okwaraji FE, Obiechina KI, Onyebueke GC, Udegbunam ON, Nnadum GS. Loneliness, life satisfaction and psychological
distress among out-of-school adolescents in a Nigerian urban city. Psychol Health Med 2018 Oct;23(9):1106-1112. [doi:
10.1080/13548506.2018.1476726] [Medline: 29792068]

15. A Connected Scotland: our strategy for tackling social isolation and loneliness and building stronger social connections.
The Scottish Government. 2018. URL: https://www.gov.scot/publications/
connected-scotland-strategy-tackling-social-isolation-loneliness-building-stronger-social-connections/pages/6/ [accessed
2019-05-03]

16. Qualter P. Loneliness in children and adolescents: what do schools and teachers need to know and how can they help?
Pastoral Care in Ed 2003 Jun;21(2):10-18. [doi: 10.1111/1468-0122.00257]

17. Cohen-Mansfield J, Hazan H, Lerman Y, Shalom V. Correlates and predictors of loneliness in older-adults: a review of
quantitative results informed by qualitative insights. Int Psychogeriatr 2016 Apr;28(4):557-576. [doi:
10.1017/S1041610215001532] [Medline: 26424033]

18. Deckx L, van den Akker M, Buntinx F. Risk factors for loneliness in patients with cancer: a systematic literature review
and meta-analysis. Eur J Oncol Nurs 2014 Oct;18(5):466-477. [doi: 10.1016/j.ejon.2014.05.002] [Medline: 24993076]

19. Chen Y, Hicks A, While AE. Loneliness and social support of older people in China: a systematic literature review. Health
Soc Care Community 2014 Mar;22(2):113-123. [doi: 10.1111/hsc.12051] [Medline: 23714357]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.68https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e24712_app1.docx&filename=89123b3046a78378265f456ed91e0122.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e24712_app1.docx&filename=89123b3046a78378265f456ed91e0122.docx
http://www.pnas.org/cgi/pmidlookup?view=long&pmid=30808743
http://dx.doi.org/10.1073/pnas.1813588116
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30808743&dopt=Abstract
https://www.economist.com/graphic-detail/2018/08/31/loneliness-is-pervasive-and-rising-particularly-among-the-young
https://www.economist.com/graphic-detail/2018/08/31/loneliness-is-pervasive-and-rising-particularly-among-the-young
https://www.relationships.org.au/pdfs/Anepidemicofloneliness20012017.pdf
http://dx.doi.org/10.1111/ajag.12448
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28685951&dopt=Abstract
http://dx.doi.org/10.1080/00223980.2011.609572
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22574423&dopt=Abstract
https://hbr.org/cover-story/2017/09/work-and-the-loneliness-epidemic
https://hbr.org/cover-story/2017/09/work-and-the-loneliness-epidemic
http://dx.doi.org/10.4278/ajhp.130418-LIT-182
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24575725&dopt=Abstract
http://dx.doi.org/10.1001/jamapsychiatry.2020.0027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32129811&dopt=Abstract
http://dx.doi.org/10.3389/ijph.2021.604449
https://ec.europa.eu/jrc/sites/jrcsh/files/fairness_pb2018_loneliness_jrc_i1.pdf
http://dx.doi.org/10.1001/jamainternmed.2020.1562
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32275292&dopt=Abstract
http://europepmc.org/abstract/MED/32304649
http://europepmc.org/abstract/MED/32304649
http://dx.doi.org/10.1016/S2215-0366(20)30168-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32304649&dopt=Abstract
https://www.jmir.org/2020/11/e22287/
http://dx.doi.org/10.2196/22287
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33108313&dopt=Abstract
http://dx.doi.org/10.1080/13548506.2018.1476726
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29792068&dopt=Abstract
https://www.gov.scot/publications/connected-scotland-strategy-tackling-social-isolation-loneliness-building-stronger-social-connections/pages/6/
https://www.gov.scot/publications/connected-scotland-strategy-tackling-social-isolation-loneliness-building-stronger-social-connections/pages/6/
http://dx.doi.org/10.1111/1468-0122.00257
http://dx.doi.org/10.1017/S1041610215001532
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26424033&dopt=Abstract
http://dx.doi.org/10.1016/j.ejon.2014.05.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24993076&dopt=Abstract
http://dx.doi.org/10.1111/hsc.12051
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23714357&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


20. Rico-Uribe LA, Caballero FF, Martín-María N, Cabello M, Ayuso-Mateos JL, Miret M. Association of loneliness with
all-cause mortality: a meta-analysis. PLoS One 2018 Jan 4;13(1):e0190033 [FREE Full text] [doi:
10.1371/journal.pone.0190033] [Medline: 29300743]

21. Holt-Lunstad J. The potential public health relevance of social isolation and loneliness: prevalence, epidemiology, and risk
factors. Public Policy Aging Rep 2017;27(4):127-130. [doi: 10.1093/ppar/prx030]

22. Holt-Lunstad J, Smith TB, Baker M, Harris T, Stephenson D. Loneliness and social isolation as risk factors for mortality:
a meta-analytic review. Perspect Psychol Sci 2015 Mar;10(2):227-237. [doi: 10.1177/1745691614568352] [Medline:
25910392]

23. Deckx L, van den Akker M, Buntinx F, van Driel M. A systematic literature review on the association between loneliness
and coping strategies. Psychol Health Med 2018 Sep;23(8):899-916. [doi: 10.1080/13548506.2018.1446096] [Medline:
29533084]

24. Lara E, Martín-María N, De la Torre-Luque A, Koyanagi A, Vancampfort D, Izquierdo A, et al. Does loneliness contribute
to mild cognitive impairment and dementia? A systematic review and meta-analysis of longitudinal studies. Ageing Res
Rev 2019 Jul;52:7-16. [doi: 10.1016/j.arr.2019.03.002] [Medline: 30914351]

25. Peytrignet S, Garforth-Bles S, Keohane K. Loneliness monetisation report : analysis for the Department for Digital, Culture,
Media & Sport. 2020. URL: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/
file/910789/Loneliness_monetisation_report.pdf [accessed 2021-05-13]

26. Jeffrey K, Abdallah S, Michaelson J. The cost of loneliness to UK employers. New Economics Foundation. 2017. URL:
https://neweconomics.org/2017/02/cost-loneliness-uk-employers/2017 [accessed 2020-05-20]

27. Steptoe A, Shankar A, Demakakos P, Wardle J. Social isolation, loneliness, and all-cause mortality in older men and women.
Proc Natl Acad Sci U S A 2013 Apr 9;110(15):5797-5801 [FREE Full text] [doi: 10.1073/pnas.1219686110] [Medline:
23530191]

28. Masi CM, Chen H, Hawkley LC, Cacioppo JT. A meta-analysis of interventions to reduce loneliness. Pers Soc Psychol
Rev 2011 Aug;15(3):219-266 [FREE Full text] [doi: 10.1177/1088868310377394] [Medline: 20716644]

29. Pu L, Moyle W, Jones C, Todorovic M. The effectiveness of social robots for older adults: a systematic review and
meta-analysis of randomized controlled studies. Gerontologist 2019 Jan 09;59(1):37-51. [doi: 10.1093/geront/gny046]
[Medline: 29897445]

30. Choi M, Kong S, Jung D. Computer and internet interventions for loneliness and depression in older adults: a meta-analysis.
Healthc Inform Res 2012 Sep;18(3):191-198 [FREE Full text] [doi: 10.4258/hir.2012.18.3.191] [Medline: 23115742]

31. Morris ME, Adair B, Miller K, Ozanne E, Hansen R, Pearce AJ, et al. Smart-Home Technologies to Assist Older People
to Live Well at Home. Aging Sci 2013;01(01):1-9. [doi: 10.4172/2329-8847.1000101]

32. Morris ME, Adair B, Ozanne E, Kurowski W, Miller KJ, Pearce AJ, et al. Smart technologies to enhance social connectedness
in older people who live at home. Australas J Ageing 2014 Sep;33(3):142-152. [doi: 10.1111/ajag.12154] [Medline:
24730370]

33. Pearce AJ, Adair B, Miller K, Ozanne E, Said C, Santamaria N, et al. Robotics to enable older adults to remain living at
home. J Aging Res 2012 Dec 4;2012:538169 [FREE Full text] [doi: 10.1155/2012/538169] [Medline: 23304507]

34. Hagan R, Manktelow R, Taylor BJ, Mallett J. Reducing loneliness amongst older people: a systematic search and narrative
review. Aging Ment Health 2014 Jan 17;18(6):683-693. [doi: 10.1080/13607863.2013.875122] [Medline: 24437736]

35. Miller KJ, Adair BS, Pearce AJ, Said CM, Ozanne E, Morris MM. Effectiveness and feasibility of virtual reality and gaming
system use at home by older adults for enabling physical activity to improve health-related domains: a systematic review.
Age Ageing 2014 Mar;43(2):188-195. [doi: 10.1093/ageing/aft194] [Medline: 24351549]

36. Medical Advisory Secretariat. Social isolation in community-dwelling seniors: an evidence-based analysis. Ont Health
Technol Assess Ser 2008;8(5):1-49 [FREE Full text] [Medline: 23074510]

37. Shah SG, Nogueras D, van Woerden H, Kiparoglou V. Effectiveness of digital technology interventions to reduce loneliness
in adults: a protocol for a systematic review and meta-analysis. BMJ Open 2019 Sep 27;9(9):e032455 [FREE Full text]
[doi: 10.1136/bmjopen-2019-032455] [Medline: 31562164]

38. Higgins J, Thomas J, Chandler J, Cumpston M, Deeks J, Clarke M. Chapter I: Introduction. Cochrane Handbook for
Systematic Reviews of Interventions Version 6.1 (Updated September 2020). 2020. URL: https://training.cochrane.org/
handbook/archive/v6.1/chapter-i [accessed 2020-09-17]

39. Moher D, Liberati A, Tetzlaff J, Altman DG, PRISMA Group. Preferred reporting items for systematic reviews and
meta-analyses: the PRISMA statement. Br Med J 2009 Jul 21;339:b2535 [FREE Full text] [doi: 10.1136/bmj.b2535]
[Medline: 19622551]

40. Shah S, Nogueras D, van Woerden H, Kiparoglou V. The effectiveness of digital technology interventions to reduce
loneliness in adult people: a systematic review and meta-analysis. PROSPERO 2019 CRD42019131524. 2019. URL: https:/
/www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=131524 [accessed 2019-06-10]

41. What are some everyday examples of digital technology? Quora. URL: https://www.quora.com/What-are-digital-technologies
[accessed 2019-06-06]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.69https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://dx.plos.org/10.1371/journal.pone.0190033
http://dx.doi.org/10.1371/journal.pone.0190033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29300743&dopt=Abstract
http://dx.doi.org/10.1093/ppar/prx030
http://dx.doi.org/10.1177/1745691614568352
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25910392&dopt=Abstract
http://dx.doi.org/10.1080/13548506.2018.1446096
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29533084&dopt=Abstract
http://dx.doi.org/10.1016/j.arr.2019.03.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30914351&dopt=Abstract
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/910789/Loneliness_monetisation_report.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/910789/Loneliness_monetisation_report.pdf
https://neweconomics.org/2017/02/cost-loneliness-uk-employers/2017
http://www.pnas.org/cgi/pmidlookup?view=long&pmid=23530191
http://dx.doi.org/10.1073/pnas.1219686110
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23530191&dopt=Abstract
http://europepmc.org/abstract/MED/20716644
http://dx.doi.org/10.1177/1088868310377394
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20716644&dopt=Abstract
http://dx.doi.org/10.1093/geront/gny046
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29897445&dopt=Abstract
https://www.e-hir.org/DOIx.php?id=10.4258/hir.2012.18.3.191
http://dx.doi.org/10.4258/hir.2012.18.3.191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23115742&dopt=Abstract
http://dx.doi.org/10.4172/2329-8847.1000101
http://dx.doi.org/10.1111/ajag.12154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24730370&dopt=Abstract
https://doi.org/10.1155/2012/538169
http://dx.doi.org/10.1155/2012/538169
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23304507&dopt=Abstract
http://dx.doi.org/10.1080/13607863.2013.875122
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24437736&dopt=Abstract
http://dx.doi.org/10.1093/ageing/aft194
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24351549&dopt=Abstract
http://europepmc.org/abstract/MED/23074510
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23074510&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=31562164
http://dx.doi.org/10.1136/bmjopen-2019-032455
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31562164&dopt=Abstract
https://training.cochrane.org/handbook/archive/v6.1/chapter-i
https://training.cochrane.org/handbook/archive/v6.1/chapter-i
http://www.bmj.com/lookup/pmidlookup?view=long&pmid=19622551
http://dx.doi.org/10.1136/bmj.b2535
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19622551&dopt=Abstract
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=131524
https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=131524
https://www.quora.com/What-are-digital-technologies
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Hemberg J, Fischer RS. A window toward the world: older adults' experiences of becoming in health and developing as
human beings through interacting with others using real video communication. Holist Nurs Pract 2018;32(2):90-97. [doi:
10.1097/HNP.0000000000000254] [Medline: 29432355]

43. Gao Q, Ebert D, Chen X, Ding Y. Design of a mobile social community platform for older Chinese people in urban areas.
Hum Factors Man 2012 Jun 27;25(1):66-89. [doi: 10.1002/hfm.20523]

44. Austin J, Dodge HH, Riley T, Jacobs PG, Thielke S, Kaye J. A smart-home system to unobtrusively and continuously
assess loneliness in older adults. IEEE J Transl Eng Health Med 2016 Jun 10;4:1-11. [doi: 10.1109/jtehm.2016.2579638]

45. Czaja SJ, Boot WR, Charness N, Rogers WA, Sharit J. Improving social support for older adults through technology:
findings from the PRISM randomized controlled trial. Gerontologist 2018 May 8;58(3):467-477 [FREE Full text] [doi:
10.1093/geront/gnw249] [Medline: 28201730]

46. Tsai H, Tsai Y, Wang H, Chang Y, Chu HH. Videoconference program enhances social support, loneliness, and depressive
status of elderly nursing home residents. Aging Ment Health 2010 Nov;14(8):947-954. [doi: 10.1080/13607863.2010.501057]
[Medline: 21069600]

47. Russell D, Peplau LA, Cutrona CE. The revised UCLA Loneliness Scale: concurrent and discriminant validity evidence.
J Pers Soc Psychol 1980 Sep;39(3):472-480. [Medline: 7431205]

48. van der Heide LA, Willems CG, Spreeuwenberg MD, Rietman J, de Witte LP. Implementation of CareTV in care for the
elderly: the effects on feelings of loneliness and safety and future challenges. Technol Disab 2012 Dec 12;24(4):283-291.
[doi: 10.3233/tad-120359]

49. Gierveld JD, Tilburg TV. A 6-item scale for overall, emotional, and social loneliness. Res Aging 2006 Sep 11;28(5):582-598.
[doi: 10.1177/0164027506289723]

50. Larsson E, Padyab M, Larsson-Lund M, Nilsson I. Effects of a social internet-based intervention programme for older
adults: an explorative randomised crossover study. Br J Occup Ther 2016 Jul 19;79(10):629-636. [doi:
10.1177/0308022616641701]

51. Russell DW. UCLA Loneliness Scale (Version 3): reliability, validity, and factor structure. J Pers Assess 1996
Feb;66(1):20-40. [doi: 10.1207/s15327752jpa6601_2] [Medline: 8576833]

52. Engelberg E, Sjöberg L. Emotional intelligence and inter-personal skills. In: Schulze R, Roberts RD, editors. Emotional
Intelligence: An International Handbook. Cambridge, MA: Hogrefe & Huber; 2005:289-305.

53. Morton TA, Wilson N, Haslam C, Birney M, Kingston R, McCloskey L. Activating and guiding the engagement of seniors
with online social networking. J Aging Health 2018 Jan;30(1):27-51. [doi: 10.1177/0898264316664440] [Medline: 27530332]

54. Jarvis MA, Padmanabhanunni A, Chipps J. An evaluation of a low-intensity cognitive behavioral therapy mHealth-supported
intervention to reduce loneliness in older people. Int J Environ Res Public Health 2019 Apr 11;16(7):1305 [FREE Full text]
[doi: 10.3390/ijerph16071305] [Medline: 30979042]

55. Shamseer L, Moher D, Clarke M, Ghersi D, Liberati A, Petticrew M, PRISMA-P Group. Preferred reporting items for
systematic review and meta-analysis protocols (PRISMA-P) 2015: elaboration and explanation. Br Med J 2015 Jan
02;350:g7647 [FREE Full text] [doi: 10.1136/bmj.g7647] [Medline: 25555855]

56. Munn Z, Tufanaru C, Aromataris E. JBI's systematic reviews: data extraction and synthesis. Am J Nurs 2014 Jul;114(7):49-54.
[doi: 10.1097/01.NAJ.0000451683.66447.89] [Medline: 25742352]

57. Munn Z, Stern C, Aromataris E, Lockwood C, Jordan Z. What kind of systematic review should I conduct? A proposed
typology and guidance for systematic reviewers in the medical and health sciences. BMC Med Res Methodol 2018 Jan
10;18:5 [FREE Full text] [doi: 10.1186/s12874-017-0468-4] [Medline: 29316881]

58. Larsson E, Nilsson I, Lund ML. Participation in social internet-based activities: five seniors' intervention processes. Scand
J Occup Ther 2013 Nov 30;20(6):471-480. [doi: 10.3109/11038128.2013.839001] [Medline: 24074300]

59. Tufanaru C, Munn Z, Aromataris E, Campbell J, Hopp L. Chapter 3: Systematic reviews of effectiveness. In: Aromataris
E, Munn Z, editors. JBI Manual for Evidence Synthesis. Adelaide: Joanna Briggs Institute (JBI); 2020. [doi:
10.46658/JBIMES-20-04]

60. Higgins J, Green S. Cochrane handbook for systematic reviews of interventions - Version 5.1.0. The Cochrane Collaboration.
2011. URL: https://handbook-5-1.cochrane.org/front_page.htm [accessed 2019-05-13]

61. Takeshima N, Sozu T, Tajika A, Ogawa Y, Hayasaka Y, Furukawa TA. Which is more generalizable, powerful and
interpretable in meta-analyses, mean difference or standardized mean difference? BMC Med Res Methodol 2014 Feb
21;14:30 [FREE Full text] [doi: 10.1186/1471-2288-14-30] [Medline: 24559167]

62. Valtorta NK, Kanaan M, Gilbody S, Hanratty B. Loneliness, social isolation and social relationships: what are we measuring?
A novel framework for classifying and comparing tools. BMJ Open 2016 Apr 18;6(4):e010799 [FREE Full text] [doi:
10.1136/bmjopen-2015-010799] [Medline: 27091822]

63. de Jong-Gierveld J, Kamphuls F. The development of a Rasch-Type Loneliness Scale. Appl Psychol Meas 2016 Jul
27;9(3):289-299. [doi: 10.1177/014662168500900307]

64. Eccleston C, Fisher E, Craig L, Duggan GB, Rosser BA, Keogh E. Psychological therapies (internet-delivered) for the
management of chronic pain in adults. Cochrane Database Syst Rev 2014 Feb 26;2014(2):CD010152. [doi:
10.1002/14651858.CD010152.pub2] [Medline: 24574082]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.70https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1097/HNP.0000000000000254
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29432355&dopt=Abstract
http://dx.doi.org/10.1002/hfm.20523
http://dx.doi.org/10.1109/jtehm.2016.2579638
https://doi.org/10.1093/geront/gnw249
http://dx.doi.org/10.1093/geront/gnw249
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28201730&dopt=Abstract
http://dx.doi.org/10.1080/13607863.2010.501057
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21069600&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7431205&dopt=Abstract
http://dx.doi.org/10.3233/tad-120359
http://dx.doi.org/10.1177/0164027506289723
http://dx.doi.org/10.1177/0308022616641701
http://dx.doi.org/10.1207/s15327752jpa6601_2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8576833&dopt=Abstract
http://dx.doi.org/10.1177/0898264316664440
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27530332&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph16071305
http://dx.doi.org/10.3390/ijerph16071305
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30979042&dopt=Abstract
http://www.bmj.com/lookup/pmidlookup?view=long&pmid=25555855
http://dx.doi.org/10.1136/bmj.g7647
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25555855&dopt=Abstract
http://dx.doi.org/10.1097/01.NAJ.0000451683.66447.89
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25742352&dopt=Abstract
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-017-0468-4
http://dx.doi.org/10.1186/s12874-017-0468-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29316881&dopt=Abstract
http://dx.doi.org/10.3109/11038128.2013.839001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24074300&dopt=Abstract
http://dx.doi.org/10.46658/JBIMES-20-04
https://handbook-5-1.cochrane.org/front_page.htm
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/1471-2288-14-30
http://dx.doi.org/10.1186/1471-2288-14-30
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24559167&dopt=Abstract
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=27091822
http://dx.doi.org/10.1136/bmjopen-2015-010799
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27091822&dopt=Abstract
http://dx.doi.org/10.1177/014662168500900307
http://dx.doi.org/10.1002/14651858.CD010152.pub2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24574082&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


65. Grimshaw J, Campbell M, Eccles M, Steen N. Experimental and quasi-experimental designs for evaluating guideline
implementation strategies. Fam Pract 2000 Feb;17(Suppl 1):S11-S16. [doi: 10.1093/fampra/17.suppl_1.s11] [Medline:
10735262]

66. Review Manager (RevMan) Version 5. The Cochrane Collaboration. URL: https://community.cochrane.org/help/
tools-and-software/revman-5 [accessed 2019-07-19]

67. Borenstein M, Hedges L, Higgins J, Rothstein H. Introduction to Meta-Analysis. Hoboken, New Jersey, United States:
John Wiley & Sons; 2009:1-452.

68. Borenstein M, Hedges LV, Higgins JP, Rothstein HR. A basic introduction to fixed-effect and random-effects models for
meta-analysis. Res Synth Methods 2010 Apr 21;1(2):97-111. [doi: 10.1002/jrsm.12] [Medline: 26061376]

69. da Costa BR, Juni P. Systematic reviews and meta-analyses of randomized trials: principles and pitfalls. Eur Heart J 2014
Dec 14;35(47):3336-3345. [doi: 10.1093/eurheartj/ehu424] [Medline: 25416325]

70. Guyatt GH, Oxman AD, Sultan S, Glasziou P, Akl EA, Alonso-Coello P, et al. GRADE guidelines: 9. Rating up the quality
of evidence. J Clin Epidemiol 2011 Dec;64(12):1311-1316. [doi: 10.1016/j.jclinepi.2011.06.004] [Medline: 21802902]

71. Sedgwick P. Meta-analyses: how to read a funnel plot. Br Med J 2013 Mar 01;346(mar01 2):f1342. [doi: 10.1136/bmj.f1342]
72. Sutton A, Abrams K, Jones D, Sheldon T, Song F. Methods for Meta-Analysis in Medical Research. Hoboken, New Jersey,

United States: John Wiley & Sons; 2000:1-348.
73. Noone C, McSharry J, Smalle M, Burns A, Dwan K, Devane D, et al. Video calls for reducing social isolation and loneliness

in older people: a rapid review. Cochrane Database Syst Rev 2020 May 21;5(5):CD013632. [doi:
10.1002/14651858.CD013632] [Medline: 32441330]

74. Higgins J, Thomas J, Chandler J, Cumpston M, Li T, Page M, et al, editors. Cochrane Handbook for Systematic Reviews
of Interventions. Hoboken, New Jersey, United States: Wiley-Blackwell; 2019:1-728.

75. Higgins JP, Thompson SG, Deeks JJ, Altman DG. Measuring inconsistency in meta-analyses. Br Med J 2003 Sep
6;327(7414):557-560 [FREE Full text] [doi: 10.1136/bmj.327.7414.557] [Medline: 12958120]

76. Gierveld JD, Van Tilburg T. The De Jong Gierveld short scales for emotional and social loneliness: tested on data from 7
countries in the UN generations and gender surveys. Eur J Ageing 2010 Jun;7(2):121-130 [FREE Full text] [doi:
10.1007/s10433-010-0144-6] [Medline: 20730083]

77. van Staden WC, Coetzee K. Conceptual relations between loneliness and culture. Curr Opin Psychiatry 2010
Nov;23(6):524-529. [doi: 10.1097/YCO.0b013e32833f2ff9] [Medline: 20838346]

78. Barreto M, Victor C, Hammond C, Eccles A, Richins MT, Qualter P. Loneliness around the world: Age, gender, and cultural
differences in loneliness. Pers Individ Dif 2021 Feb 01;169:110066 [FREE Full text] [doi: 10.1016/j.paid.2020.110066]
[Medline: 33536694]

79. Heu LC, van Zomeren M, Hansen N. Does loneliness thrive in relational freedom or restriction? The culture-loneliness
framework. Rev Gen Psychol 2020 Sep 24;25(1):60-72. [doi: 10.1177/1089268020959033]

80. Anderson G, Thayer C. A national survey of adults 45 and older: loneliness and social connections. AARP Foundation,
Washington DC. 2018. URL: https://www.aarp.org/content/dam/aarp/research/surveys_statistics/life-leisure/2018/
loneliness-social-connections-2018.doi.10.26419-2Fres.00246.001.pdf [accessed 2020-09-21]

81. Chen YR, Schulz PJ. The effect of information communication technology interventions on reducing social isolation in the
elderly: a systematic review. J Med Internet Res 2016 Jan 28;18(1):e18 [FREE Full text] [doi: 10.2196/jmir.4596] [Medline:
26822073]

82. Kushlev K, Proulx JD, Dunn EW. Digitally connected, socially disconnected: the effects of relying on technology rather
than other people. Comput Hum Behav 2017 Nov;76:68-74. [doi: 10.1016/j.chb.2017.07.001]

83. Poscia A, Stojanovic J, La MD, Duplaga M, Grysztar M, Moscato U, et al. Interventions targeting loneliness and social
isolation among the older people: an update systematic review. Exp Gerontol 2018 Feb;102:133-144. [doi:
10.1016/j.exger.2017.11.017] [Medline: 29199121]

84. Eccles AM, Qualter P. Review: Alleviating loneliness in young people - a meta-analysis of interventions. Child Adolesc
Ment Health 2021 Feb;26(1):17-33. [doi: 10.1111/camh.12389] [Medline: 32406165]

85. Ballantyne A, Trenwith L, Zubrinich S, Corlis M. ‘I feel less lonely’: what older people say about participating in a social
networking website. Qual Ageing Older Adults 2010 Sep 13;11(3):25-35. [doi: 10.5042/qiaoa.2010.0526]

86. Kahlbaugh PE, Sperandio AJ, Carlson AL, Hauselt J. Effects of playing wii on well-being in the elderly: physical activity,
loneliness, and mood. Act Adapt Aging 2011 Oct;35(4):331-344. [doi: 10.1080/01924788.2011.625218]

87. Blažun H, Saranto K, Rissanen S. Impact of computer training courses on reduction of loneliness of older people in Finland
and Slovenia. Comput Hum Behav 2012 Jul;28(4):1202-1212. [doi: 10.1016/j.chb.2012.02.004]

88. Blusi M, Asplund K, Jong M. Older family carers in rural areas: experiences from using caregiver support services based
on Information and Communication Technology (ICT). Eur J Ageing 2013 Sep;10(3):191-199 [FREE Full text] [doi:
10.1007/s10433-013-0260-1] [Medline: 28804294]

89. Chopik WJ. The benefits of social technology use among older adults are mediated by reduced loneliness. Cyberpsychol
Behav Soc Netw 2016 Sep;19(9):551-556 [FREE Full text] [doi: 10.1089/cyber.2016.0151] [Medline: 27541746]

90. Siniscarco MT, Love-Williams C, Burnett-Wolle S. Video conferencing: an intervention for emotional loneliness in long-term
care. Act Adapt Aging 2017 Jun 15;41(4):316-329. [doi: 10.1080/01924788.2017.1326763]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.71https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1093/fampra/17.suppl_1.s11
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10735262&dopt=Abstract
https://community.cochrane.org/help/tools-and-software/revman-5
https://community.cochrane.org/help/tools-and-software/revman-5
http://dx.doi.org/10.1002/jrsm.12
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26061376&dopt=Abstract
http://dx.doi.org/10.1093/eurheartj/ehu424
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25416325&dopt=Abstract
http://dx.doi.org/10.1016/j.jclinepi.2011.06.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21802902&dopt=Abstract
http://dx.doi.org/10.1136/bmj.f1342
http://dx.doi.org/10.1002/14651858.CD013632
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32441330&dopt=Abstract
http://europepmc.org/abstract/MED/12958120
http://dx.doi.org/10.1136/bmj.327.7414.557
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12958120&dopt=Abstract
http://europepmc.org/abstract/MED/20730083
http://dx.doi.org/10.1007/s10433-010-0144-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20730083&dopt=Abstract
http://dx.doi.org/10.1097/YCO.0b013e32833f2ff9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20838346&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0191-8869(20)30255-5
http://dx.doi.org/10.1016/j.paid.2020.110066
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33536694&dopt=Abstract
http://dx.doi.org/10.1177/1089268020959033
https://www.aarp.org/content/dam/aarp/research/surveys_statistics/life-leisure/2018/loneliness-social-connections-2018.doi.10.26419-2Fres.00246.001.pdf
https://www.aarp.org/content/dam/aarp/research/surveys_statistics/life-leisure/2018/loneliness-social-connections-2018.doi.10.26419-2Fres.00246.001.pdf
http://www.jmir.org/2016/1/e18/
http://dx.doi.org/10.2196/jmir.4596
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26822073&dopt=Abstract
http://dx.doi.org/10.1016/j.chb.2017.07.001
http://dx.doi.org/10.1016/j.exger.2017.11.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29199121&dopt=Abstract
http://dx.doi.org/10.1111/camh.12389
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32406165&dopt=Abstract
http://dx.doi.org/10.5042/qiaoa.2010.0526
http://dx.doi.org/10.1080/01924788.2011.625218
http://dx.doi.org/10.1016/j.chb.2012.02.004
https://doi.org/10.1007/s10433-013-0260-1
http://dx.doi.org/10.1007/s10433-013-0260-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28804294&dopt=Abstract
http://europepmc.org/abstract/MED/27541746
http://dx.doi.org/10.1089/cyber.2016.0151
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27541746&dopt=Abstract
http://dx.doi.org/10.1080/01924788.2017.1326763
http://www.w3.org/Style/XSL
http://www.renderx.com/


91. Barbosa NB, Franz R, Judges R, Beermann C, Baecker R. Can digital technology enhance social connectedness among
older adults? A feasibility study. J Appl Gerontol 2019 Jan;38(1):49-72. [doi: 10.1177/0733464817741369] [Medline:
29166818]

92. Hughes M. Loneliness and social support among lesbian, gay, bisexual, transgender and intersex people aged 50 and over.
Ageing Soc 2015 Jul 16;36(9):1961-1981. [doi: 10.1017/s0144686x1500080x]

Abbreviations
DTI: digital technology intervention
GRADE: Grading of Recommendations Assessment, Development and Evaluation
PICO: participant, intervention, comparator, and outcome
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RCT: randomized controlled trial
SMD: standardized mean difference
UCLA: University of California, Los Angeles

Edited by R Kukafka; submitted 01.10.20; peer-reviewed by L Jordan, M Ji, J Hwang; comments to author 27.10.20; revised version
received 09.11.20; accepted 19.04.21; published 04.06.21.

Please cite as:
Shah SGS, Nogueras D, van Woerden HC, Kiparoglou V
Evaluation of the Effectiveness of Digital Technology Interventions to Reduce Loneliness in Older Adults: Systematic Review and
Meta-analysis
J Med Internet Res 2021;23(6):e24712
URL: https://www.jmir.org/2021/6/e24712 
doi:10.2196/24712
PMID:34085942

©Syed Ghulam Sarwar Shah, David Nogueras, Hugo Cornelis van Woerden, Vasiliki Kiparoglou. Originally published in the
Journal of Medical Internet Research (https://www.jmir.org), 04.06.2021. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24712 | p.72https://www.jmir.org/2021/6/e24712
(page number not for citation purposes)

Shah et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1177/0733464817741369
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29166818&dopt=Abstract
http://dx.doi.org/10.1017/s0144686x1500080x
https://www.jmir.org/2021/6/e24712
http://dx.doi.org/10.2196/24712
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34085942&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

Personal Health Information Management Among Older Adults:
Scoping Review

Malgorzata Kolotylo-Kulkarni1, PhD; Deborah E Seale2, PhD; Cynthia M LeRouge3, PhD
1Department of Information Management & Business Analytics, College of Business & Public Administration, Drake University, Des Moines, IA,
United States
2Department of Public Health, College of Health Sciences, Des Moines University, Des Moines, IA, United States
3Department of Information Systems & Business Analytics, College of Business, Florida International University, Miami, FL, United States

Corresponding Author:
Malgorzata Kolotylo-Kulkarni, PhD
Department of Information Management & Business Analytics
College of Business & Public Administration
Drake University
2507 University Ave
Des Moines, IA, 50311
United States
Phone: 1 5152712007
Email: malgorzata.kolotylo-kulkarni@drake.edu

Abstract

Background: Older adults face growing health care needs and could potentially benefit from personal health information
management (PHIM) and PHIM technology. To ensure effective PHIM and to provide supportive tools, it is crucial to investigate
the needs, challenges, processes, and tools used by this subpopulation. The literature on PHIM by older adults, however, remains
scattered and has not provided a clear picture of what we know about the elements that play a role in older adults’ PHIM.

Objective: The goal of our review was to provide a comprehensive overview of extant knowledge on PHIM by older adults,
establish the status quo of research on this topic, and identify research gaps.

Methods: We carried out a scoping review of the literature from 1998 to 2020, which followed the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) framework. First, we executed a
broad and structured search. We then carried out a qualitative analysis of papers pertinent to the topic taking into consideration
the five elements of the patient work system as follows: (1) personal-level factors, (2) PHIM tasks, (3) tools used, (4) physical
settings of PHIM activities, and (5) socio-organizational aspects.

Results: The review included 22 studies. Consolidated empirical evidence was related to all elements of the patient work system.
Multiple personal factors affected PHIM. Various types of personal health information were managed (clinical, patient-generated,
and general) and tools were used (electronic, paper-based, and others). Older adults’PHIM was intertwined with their surroundings,
and various individuals participated. The largest body of evidence concerned personal factors, while findings regarding the
physical environment of PHIM were scarce. Most research has thus far examined older adults as a single group, and scant attention
has been paid to age subgroups.

Conclusions: Opportunities for further PHIM studies remain across all elements of the patient work system in terms of empirical,
design science, or review work.

(J Med Internet Res 2021;23(6):e25236)   doi:10.2196/25236

KEYWORDS

personal health information management; health information management; scoping review; information management; consumer
health informatics; medical informatics; patient participation
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Introduction

Personal health information management (PHIM) is a process
that involves creating, seeking, organizing, and sharing personal
health information (PHI) of individuals to be engaged in their
lives and their health care [1-5]. Patients who can access and
manage their PHI may be more empowered to partner in their
care. Effective PHIM can facilitate, for instance, patients’
knowledge of their conditions [6] or adherence to treatment
protocols [7]. However, PHIM is often challenging due to, for
instance, many sources of information, and although there are
tools designed to support PHIM, they differ in their level of
accessibility, advancement, and cost.

Health consumers who could greatly benefit from effective
PHIM to help support their health care and well-being are older
adults. Older adults represent a growing subpopulation with
approximately 52.5 million people aged 65 years or older in
2018 (35% increase from 2008) in the United States, and the
number is projected to almost double by 2060 [8]. For this
population, effective PHIM is of utmost importance as older
adults often exhibit high health care needs [9] and costs [10]
and may experience a decline in emotional well-being due to
their health status [11].

Differences exist among older adults in terms of their
experiences related to their health and their health care needs,
which may drive different PHIM requirements and digital
preferences among subgroups of older adults. These differences
often correspond to various age subgroups within the older adult
population.

For instance, the lives of older adults at midlife are often in flux
[12]. They are frequently caretakers within their family
dynamics (caring for spouses, children, parents, grandchildren,
and/or siblings) and thereby may be managing a large volume
of health information. As this group of people move into an
older adult phase, they may be working longer or undergoing
life transitions, such as retiring, which requires changes in health
insurance coverage.

These transitioning older adults may differ from elderly people
in their adoption of health technologies [13,14]. Many older
adults have multiple health conditions, as comorbidities increase
with age [15,16], and older adults with increasing health
challenges exhibit high health care utilization [17]. These issues
contribute to creating vast amounts of health-related information.
Further, the elderly subpopulation is often on a fixed income
and must closely manage health care costs. While elderly people
may have more time to focus on managing their health
information, their health conditions and potential cognitive
decline may interfere with their ability to handle PHIM [18].

To ensure effective PHIM, design functional PHIM technology,
and enable policymakers to devise practice interventions for
older adults, we need to understand older adults’ PHIM
practices. The amount of effort and focus that a patient needs
to assign to treatment has been coined “patient work” [19]. Such
work not only entails the specific activities performed, but also
includes and is shaped by the environmental and contextual
elements that surround those activities.

Extant research indicates that PHIM is a complex and
multidimensional phenomenon, as exemplified in the patient
work framework [20]. This framework, while integrating prior
models (the work system [21] and the SEIPS model [22]),
consolidates the elements that are embodied in or impact patient
work as follows: (1) person-related factors, (2) tasks carried
out, (3) factors related to the tools used and information
managed, (4) characteristics of the physical environment, and
(5) socio-organizational aspects [20]. Indeed, to fully understand
the landscape of PHIM practices by older adults, research needs
to extend beyond one perspective or aspect of PHIM, a single
technology, a health condition, or a single group of older adults.
Insights go beyond the findings of an isolated study.

While limited PHIM literature reviews that attempt to
consolidate extant knowledge on the topic do exist, with each
one from a different perspective [4,23-27], few have focused
on older adults (a previous study is an example of this research
[28]). More so, those reviews did not provide a system view of
the various factors that play a role in older adults’ PHIM. Prior
reviews examining PHIM by older adults focused on their
patient portal use [28], but did not examine older adults’ PHIM
practices at a comprehensive general level. Other reviews
studied the literature on medication management from the
perspective of informal caregivers of older adults [29]. Literature
related to older adults thus remains fragmented, and there is a
need for an overview of extant empirical evidence on PHIM by
older adults, particularly in light of the heterogeneity of PHIM.

The purpose of this review was thus to provide a synopsis of
knowledge on PHIM by older adults, determine the status quo
of this research, and identify gaps in it. This literature review
systematizes and consolidates current empirical evidence on
the needs and challenges older adults face, the current PHIM
practices they carry out, the tools and information that they use
for PHIM, the environment in which they manage their PHI,
and the different stakeholders with which they interact.
Furthermore, this study explores extant findings in the literature
concerning PHIM differences among age subgroups of older
adults. In light of the growing importance of electronic PHIM
tools, we focused on PHIM literature published in the past two
decades.

Methods

Overview
Literature reviews are well-recognized for their potential
contributions. They have been shown to help establish the status
quo of the literature, support theory testing, determine research
gaps, and develop theory [30]. Recently, research pointed out
the need for more literature review work in the information
systems discipline, noted its significance in the field, and
proposed suggestions on how rigorous and fruitful reviews may
be executed [30].

Scoping reviews are particularly effective in answering broader
research questions, carrying out a wider literature search, and
providing an overview of research on a given topic [31-35].
They are also useful when examining complex and heterogenous
phenomena [35]. To describe research on PHIM by older adults,
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we have thus carried out a scoping review of the literature on
this topic. We were guided by the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses extension for
Scoping Reviews (PRISMA-ScR) checklist [34].

Literature Search Strategy
Initially, we carried out several preliminary literature search
processes, which enabled us to decide on a set of keywords and
databases for the search. Our study’s final literature search
process consisted of the following three parts: (1) systematic
search using online databases, (2) citation analysis of the full
papers found during the search, and (3) citation analysis of four
literature reviews published since 2009 related to PHIM. The
database search further consisted of the following two stages:
(1) the main search using generic PHIM keywords and (2) a
detailed search using keywords representing main PHIM tasks
identified through initial coding and review of the literature.
We also carried out a citation analysis of articles identified
during the database search and citation analysis of previous
literature reviews by screening the papers cited by those studies
(forward citation using Google Scholar). This approach helped
us maximize the recall of the articles relevant to the study. We
performed the searches between October and November 2019,
with an update search conducted in December 2020 and January
2021. The update included Academic Search Complete
(replacing Academic Search Premier) and did not include
ABI/INFORM due to limited accessibility.

We followed search criteria (Multimedia Appendix 1)
established by us for a broad and structured search process to
ensure that articles relevant to our research objective and
research questions were included. The search criteria were
established to balance viability with breadth and
comprehensiveness [36]. We focused on research published
from 1998 to 2020 to cover the past two decades in order to
balance recency (particularly in light of the increasing role of
electronic PHIM tools) and comprehensiveness of empirical
findings. We began our work by examining research published
over two decades and continued to add literature as our work
emerged. Due to the nature of the phenomenon (ie, PHIM
encompasses multiple elements, such as actors, tools, and
technologies), we decided to review only literature that
examined PHIM among older adults without a focus on a
specific technology (personal health records [PHRs] or wearable
devices) or other actors (eg, caregivers).

Furthermore, to ensure the quality of the empirical evidence
found and to establish the status of the development of this
stream of research, we focused only on papers published in
peer-reviewed journals. However, in order to ensure we did not
miss any relevant recent findings, which could have been
presented at conferences but have not been published in journal
outlets, we also looked for conference papers in the 2019-2020
period.

Two researchers determined the articles to be included for the
review to warrant their meeting of the inclusion criteria and
their cohesiveness. Any ambiguities concerning inclusion were
discussed and resolved.

Analysis of the Literature
To review the literature identified during the search, we carried
out a qualitative analysis by adopting coding schema according
to the patient work system [20] and using Dedoose. We proposed
the patient work framework [20] as a lens from which to
organize and connect findings of isolated tasks and tools
(technology and others) used by older adults into a system of
“patient work.” Carrying out our analysis from the perspective
of this framework enabled us to provide a comprehensive and
consolidated view of the research on older adults’ PHIM. The
lead author did all the coding.

Upon completing the analysis, we summarized (1) the
descriptive information about the eligible studies and (2)
significant findings extracted from the papers relevant to our
research questions.

For the review, we included five papers that also examined the
perspectives of older adults’ caregivers. However, we only
incorporated findings from older adults’ responses. Discussions
of PHIM carried out by caregivers who were also older adults
were omitted if the participant’s age was not verifiable. Results
not clearly attributed to older adults in the papers were also not
included in the review.

We also included papers that examined PHIM by older adults
even if they examined younger adults, but only if they also
examined subgroups among older adults. We included only
findings relevant to older adults and the subgroups among them.
This search criterion was included owing to a small number of
papers specifically studying older adults aged 50 years or above
and carrying out a subgroup analysis.

Results

Literature Search Results
As a result of the search, 87 papers were eligible for in-depth
examination, and we concluded the search with 22 papers
eligible for qualitative analysis. The flowchart indicating the
results of the literature search process is presented in Multimedia
Appendix 2.

Study Characteristics
The majority (n=15) of papers were published since 2015.
Reviewed research has taken different directions and examined
the topic from various perspectives. The papers reviewed were
slightly dominated by studies adopting a qualitative approach
(13 papers), and eight papers undertook quantitative methods.
The studies primarily included interviews, focus groups, survey
questionnaires, and other methods such as review of existing
patient portals or clinic appointment observations.

Most papers (n=17) examined these topics exclusively from the
older adults’ perspective, although five studies also included
the point of view of older adults’ informal caregivers.

Most papers (n=16) focused on older adults as a single group
and did not distinguish across age subgroups. Details of the six
papers focusing on age subgroups are provided in the section
Older Adult Subgroup Study Findings.
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Overall, concerning the study’s purpose, the papers spanned
from PHIM behavior studies and older adults’ views of PHI
and use thereof to PHIM technology use (such as patient portals)
by older adults.

The summary of key information for the reviewed papers is
provided in Multimedia Appendix 3.

PHIM by Older Adults
Below, we delineate the findings revealed in the literature
concerning the elements of the patient work model [20] that
play a role in older adults’ PHIM.

Person-Related Factors That Drive or Challenge PHIM
Among Older Adults
The reviewed literature showed that the major personal factors
that drive or challenge older adults’ PHIM span across their

background and lifestyle. These factors include attitude toward
PHIM [37], demographics [38], health status and behavior [39],
literacy [40], lifestyle and quality of life [41], and perceptions
of other stakeholders [42]. Many of these elements can vary in
their effect on PHIM, as the literature has demonstrated
differences and particular complexity when various aspects are
studied (or from multiple perspectives). These disparities are
exemplified, for instance, in the effects of gender, as some
findings have shown that women are more likely to adopt online
tools [43], while other findings have indicated that men exhibit
more confidence in PHR use [44].

Figure 1 delineates these factors, while Multimedia Appendix
4 provides further details on them.

Figure 1. Person-related factors affecting personal health information management (PHIM) and PHIM tool use.

PHIM Tasks Carried Out by Older Adults and Their
Characteristics
Managing personal health information involves multiple tasks
and is performed over many (not linear) stages.

Older adults search for, collect, or create information
[1,37,42,43,45-51]. They also share their PHI with others
[1,39,42,43,45-49,51-53], make decisions concerning the storage

and management of the information [1,43,45-47,51], and
evaluate information [42,43,47,48], for instance, by reconciling
conflicting information [47]. Importantly, PHIM tasks also
include planning health behaviors with one’s PHI.

Planning health behaviors include medication planning, such
as filling pillboxes, purchasing medication, and planning how
to keep medication; disposing of old medication; and ordering
refills [41,48-50,52,54,55]. Another example is emergency

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.76https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


planning, which has been noted as preparing or maintaining
information for emergency situations [45,46,51]. These
examples of planning as PHIM tasks particularly stand out
owing to their predominance in the literature and the contextual
nature of PHIM.

Figure 2 delineates the main PHIM tasks carried out by older
adults. Further detailed findings on the tasks are provided in
Multimedia Appendix 5 and Multimedia Appendix 6.

Figure 2 also shows the collective nature of PHIM tasks. First,
PHIM tasks are highly individual, for instance, to what extent
older adults are willing to share their PHI with others [39], and
they vary across adults. For example, not everybody engages
in various planning health behaviors, such as preparing
emergency information [46].

Figure 2. Personal health information management (PHIM) tasks carried out by older adults.

PHIM tasks are also often synergistic with the environment in
which they are executed. That is, tasks are intertwined and
aligned with the location. For instance, older adults place
pillboxes in various visible locations around the house to serve
as reminders to take medication as a planned health behavior
or choose to store their PHI record where it was originally
generated (such as where blood pressure measurement is taken)
[48]. Some older adults may choose to keep their
nonprescription and prescription medication lists separate when
reconciling differences between the two medication types [47].

Lastly, tasks are also temporally arranged, that is, tasks are
entwined with one’s routine and other life activities. For
instance, older adults may create information by checking their
weight as part of their morning routine [48].

Personal Health Information Managed by Older Adults
and the Types of Solutions or Tools That They Use to
Support Their PHIM
Older adults manage various types of personal health
information spanning clinical data [1,37,42,43,46,47,49], such
as lab results [1,42,46,49]; patient-generated health data that
includes clinical information [1,42,43,46-48,50,51,56], such as
self-care logs [1,43,48,51], and information related to logistics
and administration [1,42,46,51], such as emergency contact
information [46,51]; and general health and wellness data, such

as online information on medication side effects [42,47] and
health educational materials [51]. Detailed findings on the
information that older adults manage are shown in Multimedia
Appendix 7.

Tools, solutions, and technologies that are currently offered or
which older adults use to manage their PHI include electronic
approaches [1,37,40,42,43,46-49,51,52], such as computers or
laptops [42,46,51] and the internet [37,40,42-44,47-49,51,52];
paper-based approaches [1,37,41,42,46-48,51,54], such as
printouts [37,42] and calendars [51,54]; and medical, every day,
and other objects that include tangible objects
[41,46-48,50,51,54,55], such as portable file cabinets [47] and
pill boxes [41,48,50,51,54,55], and intangible objects [1,41,51],
such as memory [1,41,51].

Detailed findings on the tools and methods older adults use for
PHIM are provided in Multimedia Appendix 8 and Multimedia
Appendix 9.

Physical Environments That Older Adults Occupy
During PHIM and Their Characteristics
PHIM activities that are carried out by older adults occur in
one’s house [1,46,55] and away from home [1,48]. Older adults
use multiple locations in their homes for PHIM purposes, such
as posting PHI on the back of their front door or fridge door
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[1,46]. PHIM also crosses boundaries, as older adults, for
instance, keep PHI at hand and carry it around (such as in their
wallets) [46].

Figure 3 presents the physical environment of older adults’
PHIM, and Multimedia Appendix 10 provides detailed findings
in the literature on this aspect.

Figure 3. Physical environment of personal health information management by older adults. PHI: personal health information.

Socio-Organizational Environment in PHIM Among
Older Adults: Stakeholders Involved
Many people are involved in older adults’PHIM and collaborate
with them in different capacities to manage their PHI. These
stakeholders include persons in the older adult’s immediate
circle (personal relationships), such as family, friends, and
neighbors [1,37,39,41-44,46,47,51,53-56], and health care
workers or retirement community staff, such as health care

providers and professionals [1,37,42,43,46-48,50,56].
Sometimes, older adults particularly seek the help of their
friends or relatives who have medical knowledge or expertise
[42].

Figure 4 demonstrates the stakeholders with whom older adults
interact during PHIM, and Multimedia Appendix 11 and
Multimedia Appendix 12 delineate detailed literature findings
on them.

Figure 4. Socio-organizational environment of older adult's personal health information management: stakeholders involved.
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Older Adult Subgroup Study Findings
Table 1 presents a summary describing the papers that carried
out an analysis based on age subgroups.

Six of the PHIM studies investigated older adult age subgroups
(person factor) (Table 1). One examined a single older adult
subgroup [41] and five compared two or more older adult
subgroups [37,40,44,51,52]. As distinguishing among age
subgroups was not their primary focus, two studies only reported
one finding each related to age subgroup differences [40,51].

The number of older adult subgroups (person factor) studied
and the age ranges of subgroups varied (5-year and 10-year
increments, generational, median split, and very old) across the
six studies (Table 1). Nevertheless, the findings were relatively
consistent for the youngest and eldest of older adults regarding
PHIM tasks, tools, and socio-organizational environmental
factors. Physical environmental factors were notably absent
from age subgroup findings.

A medication study [41] and one of the medical record studies
[37] found that the eldest of older adults perceived the effective

management of clinical PHI tasks to be necessary for (1)
remaining in their homes [41], (2) communicating with their
providers [37], and (3) taking better care of their health [37].
At the same time, all but one [40] of the four medical record
studies found that the eldest of older adults were the least likely
to use digital records and the least prepared to manage clinical
PHI using digital technologies [37,44,52].

The eldest of older adults were also more likely to perceive the
need for assistance from stakeholders and tools (digital and
nondigital). The eldest subgroups shared their medical records
to allow others to participate in their care [37] and relied on
personal and health community caregivers to help them plan
PHIM [51] and manage PHIM tools, that is, pill dispensers [41]
and digital health records [52].

In contrast, the youngest of older adults were more likely to use
and be prepared to use digital records [37,44,52], but less likely
to use medical records to involve the family in their care [37]
and more likely to use medical records to care for their children
[37]. The findings are mixed for the two studies that examined
middle older adult subgroups [37,52].

Table 1. Older adult personal health information management studies with age subgroup findings.

Age subgroupsNumber of
subgroups

Sample sizeData collectionPHIMa focusAuthors, year published

SourcePeriod

55-59, 60-64, 65-69, and ≥70 years4200Interview2014-16ePortalbArcury et al, 2017 [40]

65-69, 70-74, and 75-79 years3231,084;

3660c
Admin; Sur-
vey

2013-14ePortalGordon & Hornbrook, 2016
[52]

<52, 52-66, and ≥67 years3354Survey2012PHIM & paper medi-
cal record.

Huvila et al, 2018 [37]

65-77 and 78-93 years238Survey~2009eePHRdLogue & Effken, 2012 [44]

60-69, 70-79, 80-89, and 90-99 years488; 38hInterview;
survey

5-year pe-

riodg
PHIMTurner et al, 2021f [51]

85-97 years125Interview2005PHIM & medication
management

Westerbotn et al, 2008 [41]

aPHIM: personal health information management.
bePortal: electronic portal.
cAdministrative data from the patient ePortal used to determine portal use (n=231,084) and identify a sample for the survey (n=3660).
dePHR: electronic personal health record.
eData collection period unspecified. It was inferred from a sentence in the manuscript.
fTurner et al, 2021 was published online in 2020.
gExact timeframe unspecified.
hSubset of interview participants (n=88) willing to be contacted for the feedback survey (n=38).

Discussion

Implications of the Study
Research at large has recognized the peculiarities of midlife in
terms of physical health, cognitive function, and social role
[12]. Accordingly, scholars recognize the disparities between
older adults at midlife and elderly people in terms of information
behavior (eg, health information seeking [57]). However, the
literature that we reviewed has largely not considered these
differences. Only six papers carried out age subgroup analyses
and only one paper included in the review examined the

differences in the PHIM practices of midlife and elderly older
adult subgroups.

Furthermore, the studies that recognized differences across age
subgroups among older adults (eg, older adults and elderly
people) adopted various cutoff ages among the subgroups. The
ambiguity in the cutoff age used to distinguish older adults and
elderly people in the reviewed studies suggests that there is no
generally accepted cutoff age. Lack of a clear cutoff age for
these two subgroups challenges a systematic approach to
research on these two groups.
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While an absolute cutoff age for older population subgroups
creates some challenge, we need to look to the nature and
purpose of the study for a path forward and to connect the
literature. Underlying much of the PHIM literature that
recognizes different subgroups for an older population is
recognition that people typically have different generational
idiosyncrasies as well as health needs at different stages of life.
Belonging to a given generation can, conceivably, affect the
socio-cultural characteristics of health consumers, thus
potentially influencing their practices and approaches to PHIM
technology. For example, research has acknowledged the
uniqueness of age subgroups among older adults. Specifically,
the literature has recognized that older adults at midlife are at
a pivotal time in their life; hence, they have been referred to as
pivotal agers [58]. In our review, we sought an objective means
to consider subgroups among older adults; hence, we assumed
the cutoff as the retirement age. However, various factors
(generation, life experiences, etc) could be considered here.
Extant literature has shown various approaches, with some
research, for instance, driving the split by year of birth [37].

Our review corroborates the role that the various patient work
elements of the PHIM system play for health consumers, as has
been suggested in prior research [20]. The patient work model
[20] has been shown to be valuable in observing the factors
from different life and environment areas. It is particularly useful
here in drawing more attention to socio-organizational aspects
that affect older adults’ PHIM. PHIM is affected by and
intertwined with one’s personal life as well as physical and
socio-organizational environment. Thus, the factors involved
in or influencing PHIM should be considered together to create
a system, especially for those older adults who have
comorbidities, and should be customized to an adult’s unique
health status.

Our review also shows that older adults adopt a variety of tools
to support their PHIM, whereby not only electronic but also
paper-based solutions are still commonly used.

Extant research has shown the role of the various elements of
the patient work model [20]. However, the elements have
received differing levels of attention. Our findings indicate that
most empirical evidence in the literature thus far concerns
person-related factors and the least evidence pertains to the
physical environment of PHIM.

The complex and multidimensional nature of PHIM caused the
nature of the search process to be quite challenging. Studies
were found in multiple academic domains, and it was difficult
to obtain a holistic perspective of which papers should be
included and excluded. Our evaluations of whether studies
should be included in the review were somewhat ambiguous
and challenging, and necessitated establishing clear and detailed
inclusion and exclusion criteria. Similar difficulties have been
reported previously [28]. Moreover, the lack of existence of
PHIM as a Medical Subject Headings (MeSH) term and the
inconsistent use of keywords across papers complicated the
discovery process.

Our review adds to the extant PHIM research. Our investigation
extends prior work, which discussed the challenges of PHIM
[23]. Our review also adds to previous literature reviews on

PHIM tools [25,28], by examining the various types of PHIM
tools used by older adults and the information they manage. We
also extended the findings of earlier work [29] by corroborating
the role that caregivers and other stakeholders play in older
adults’ PHIM. We extended the results of prior work [4], which
also examined PHIM through the patient work model [20]. Our
review included findings through 2020 and took a distinct
perspective by focusing on older adults. Our findings are also
consistent with research on medication management by older
adults, which also used the patient work framework perspective
[59].

Our review showcases several potential avenues for future
empirical or design science research related to the various patient
work elements that play a role in older adults’ PHIM. Further
research is needed to examine the idiosyncratic characteristics
and challenges of older adults at midlife and elderly people.
Additionally, it would be valuable to extend this research by
investigating specific PHIM tools and tailoring their design
toward different age subgroups among older adults. Furthermore,
scant evidence regarding the characteristics of PHIM tasks and
PHIM location suggests the need to inspect the nature (ie,
attributes) of PHIM activities carried out by older adults and
the physical environment of such activities.

PHIM research can also be extended by examining, for instance,
the nature of involvement of the socio-organizational
environment in older adults’ PHIM practices. For example, this
may be accomplished by focusing on the viewpoint of other
stakeholders involved in older adults’PHIM, such as caregivers
and providers.

Limitations
The limitations of our review’s findings pertain primarily to the
possibility of omitting relevant papers and the limited scope of
the findings presented.

First, limiting our review to research published in peer-reviewed
journals over the last 22 years and conference proceedings
published in the last 2 years could have resulted in omission of
relevant findings.

During the search, we did not include keywords such as those
reflecting all the different types of PHIM technologies (eg,
activity monitoring), as our focus was on older adults’
characteristics and PHIM practices. It is conceivable, though,
that literature on specific PHIM tools, which were omitted this
way, could have also included empirical evidence on older
adults’ PHIM. It is thus possible that not every tool type was
discovered in our review.

Lastly, the challenges of paper identification (caused by, for
instance, the complexity of the topic and the occurrence of
publications in many areas, as delineated above) could have
resulted in erroneous omission of papers.

Conclusions
This paper contributes to research by consolidating and
systematizing fragmented evidence from the literature on PHIM
by older adults and establishing the status quo of research in
this area. Our review shows that older adults’ PHIM constitutes
a system of patient work. Extant literature on this topic has so
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far focused largely on the personal characteristics of older adults,
and the least attention has been paid to the physical environment
of their PHIM. Most of the reviewed research did not
differentiated between midlife and elderly people. Additionally,
our review suggests that this area of research is still fairly recent.

Our review may be valuable for practitioners. Policymakers,
for instance, may take into account the personal factors and
older adults’ socio-organizational environment affecting PHIM
identified in our review to potentially pinpoint areas that
necessitate or could be facilitated by practice interventions or

organizational support. Furthermore, policymakers may also
consider the use of paper-based and electronic tools by older
adults in the context of information blocking and patient portal
utilization.

The findings of our review may also encourage developers to
consider the individual elements of the PHIM system in design
and acknowledge the interdependencies among them. Such
recognition could make the design of PHIM tools, such as
patient portals, more holistic, resulting in tools that support
PHIM as a system.

 

Acknowledgments
We would like to thank the anonymous reviewers for their valuable suggestions with regard to the review format and practical
implications of our study. We would also like to thank the National Association of Productivity & Organizing Professionals for
inspiring this literature review through a discussion on the need for organized evidence and additional research around personal
health information management.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Parameters of the literature search process.
[DOCX File , 16 KB - jmir_v23i6e25236_app1.docx ]

Multimedia Appendix 2
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the literature search process.
[DOCX File , 38 KB - jmir_v23i6e25236_app2.docx ]

Multimedia Appendix 3
Personal health information management study summary.
[DOCX File , 20 KB - jmir_v23i6e25236_app3.docx ]

Multimedia Appendix 4
Person-related aspects that play a role in personal health information management by older adults.
[DOCX File , 26 KB - jmir_v23i6e25236_app4.docx ]

Multimedia Appendix 5
Personal health information management tasks carried out by older adults.
[DOCX File , 18 KB - jmir_v23i6e25236_app5.docx ]

Multimedia Appendix 6
Characteristics of personal health information management tasks carried out by older adults.
[DOCX File , 14 KB - jmir_v23i6e25236_app6.docx ]

Multimedia Appendix 7
Personal health information managed by older adults.
[DOCX File , 15 KB - jmir_v23i6e25236_app7.docx ]

Multimedia Appendix 8
Tools used by older adults for the purposes of personal health information management.
[DOCX File , 15 KB - jmir_v23i6e25236_app8.docx ]

Multimedia Appendix 9
Differences in personal health information management tools used across age subgroups among older adults.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.81https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app1.docx&filename=70cfcc33312627bed4959387e42d15bb.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app1.docx&filename=70cfcc33312627bed4959387e42d15bb.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app2.docx&filename=b5d92145b56f75fc178b025f7e75d424.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app2.docx&filename=b5d92145b56f75fc178b025f7e75d424.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app3.docx&filename=bd0f844636e600a7aafa47e903aaf3bf.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app3.docx&filename=bd0f844636e600a7aafa47e903aaf3bf.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app4.docx&filename=20e9e800a2b4e37364b8fe887a7d096a.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app4.docx&filename=20e9e800a2b4e37364b8fe887a7d096a.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app5.docx&filename=867d4a21bfb853a4126048192b90c687.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app5.docx&filename=867d4a21bfb853a4126048192b90c687.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app6.docx&filename=9778857a79a41b2fd49712b9880e5672.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app6.docx&filename=9778857a79a41b2fd49712b9880e5672.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app7.docx&filename=3abaa39d4d8e9f9ea19bc8131670a07f.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app7.docx&filename=3abaa39d4d8e9f9ea19bc8131670a07f.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app8.docx&filename=5b4143f82708d53f6f2e8755e08a27ce.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app8.docx&filename=5b4143f82708d53f6f2e8755e08a27ce.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


[DOCX File , 15 KB - jmir_v23i6e25236_app9.docx ]

Multimedia Appendix 10
Physical environment of personal health information management by older adults.
[DOCX File , 14 KB - jmir_v23i6e25236_app10.docx ]

Multimedia Appendix 11
Stakeholders involved or who play a role in older adults' personal health information management.
[DOCX File , 14 KB - jmir_v23i6e25236_app11.docx ]

Multimedia Appendix 12
Differences in the socio-organizational environment in personal health information management across age subgroups among
older adults.
[DOCX File , 13 KB - jmir_v23i6e25236_app12.docx ]

References
1. Hartzler AL, Osterhage K, Demiris G, Phelan EA, Thielke SM, Turner AM. Understanding views on everyday use of

personal health information: Insights from community dwelling older adults. Inform Health Soc Care 2018 Sep;43(3):320-333
[FREE Full text] [doi: 10.1080/17538157.2017.1297815] [Medline: 28399725]

2. Pratt W, Unruh K, Civan A, Skeels M. Personal health information management. Commun. ACM 2006 Jan;49(1):51-55
[FREE Full text] [doi: 10.1145/1107458.1107490]

3. Civan A, Skeels MM, Stolyar A, Pratt W. Personal health information management: consumers' perspectives. AMIA Annu
Symp Proc 2006:156-160 [FREE Full text] [Medline: 17238322]

4. Agarwal R, Khuntia J. Personal Health Information Management and the Design of Consumer Health Information Technology:
Background Report. Agency for Healthcare Research and Quality. 2009. URL: https://digital.ahrq.gov/sites/default/files/
docs/citation/09-0075-EF.pdf [accessed 2021-06-01]

5. Moen A, Brennan P. Health@Home: The Work of Health Information Management in the Household (HIMH): Implications
for Consumer Health Informatics (CHI) Innovations. J Am Med Inform Assoc 2005 Nov 01;12(6):648-656 [FREE Full
text] [doi: 10.1197/jamia.m1758]

6. Woods S, Schwartz E, Tuepker A, Press N, Nazi K, Turvey C, et al. Patient experiences with full electronic access to health
records and clinical notes through the My HealtheVet Personal Health Record Pilot: qualitative study. J Med Internet Res
2013 Mar 27;15(3):e65 [FREE Full text] [doi: 10.2196/jmir.2356] [Medline: 23535584]

7. Ross S, Lin CT. The effects of promoting patient access to medical records: a review. J Am Med Inform Assoc
2003;10(2):129-138 [FREE Full text] [doi: 10.1197/jamia.m1147] [Medline: 12595402]

8. 2019 Profile of Older Americans. Administration for Community Living. 2020. URL: https://acl.gov/sites/default/files/
Aging%20and%20Disability%20in%20America/2019ProfileOlderAmericans508.pdf [accessed 2020-08-20]

9. Ageing and health. World Health Organization. URL: https://www.who.int/news-room/fact-sheets/detail/ageing-and-health
[accessed 2020-09-10]

10. How do health expenditures vary across the population? Health System Tracker. URL: https://www.healthsystemtracker.org/
chart-collection/health-expenditures-vary-across-population/ [accessed 2020-09-10]

11. Steptoe A, Deaton A, Stone A. Subjective wellbeing, health, and ageing. The Lancet 2015 Feb;385(9968):640-648 [FREE
Full text] [doi: 10.1016/s0140-6736(13)61489-0]

12. Lachman ME, Teshale S, Agrigoroaei S. Midlife as a Pivotal Period in the Life Course: Balancing Growth and Decline at
the Crossroads of Youth and Old Age. Int J Behav Dev 2015 Jan 01;39(1):20-31 [FREE Full text] [doi:
10.1177/0165025414533223] [Medline: 25580043]

13. LeRouge C, Tao D, Ohs J, Lach H, Jupka K, Wray R. Challenges and Opportunities with Empowering Baby Boomers for
Personal Health Information Management Using Consumer Health Information Technologies: an Ecological Perspective.
AIMS Public Health 2014;1(3):160-181 [FREE Full text] [doi: 10.3934/publichealth.2014.3.160] [Medline: 29546084]

14. LeRouge C, Van Slyke C, Seale D, Wright K. Baby boomers' adoption of consumer health technologies: survey on readiness
and barriers. J Med Internet Res 2014 Sep 08;16(9):e200 [FREE Full text] [doi: 10.2196/jmir.3049] [Medline: 25199475]

15. Davis JW, Chung R, Juarez DT. Prevalence of comorbid conditions with aging among patients with diabetes and
cardiovascular disease. Hawaii Med J 2011 Oct;70(10):209-213 [FREE Full text] [Medline: 22162595]

16. Divo MJ, Martinez CH, Mannino DM. Ageing and the epidemiology of multimorbidity. Eur Respir J 2014
Oct;44(4):1055-1068 [FREE Full text] [doi: 10.1183/09031936.00059814] [Medline: 25142482]

17. Zayas CE, He Z, Yuan J, Maldonado-Molina M, Hogan W, Modave F, et al. Examining Healthcare Utilization Patterns of
Elderly Middle-Aged Adults in the United States. Proc Int Fla AI Res Soc Conf 2016 May;2016:361-366 [FREE Full text]
[Medline: 27430035]

18. Czaja S, Sharit J. Designing Training and Instructional Programs for Older Adults. Boca Raton, FL: CRC Press; 2012.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.82https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app9.docx&filename=38a1d94ae7c67ddd42665a95c0c4e1fc.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app9.docx&filename=38a1d94ae7c67ddd42665a95c0c4e1fc.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app10.docx&filename=33a0bfaed2f7715b89fdcfc39d468ed0.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app10.docx&filename=33a0bfaed2f7715b89fdcfc39d468ed0.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app11.docx&filename=02a6d87460b83b1fc3d39dbdd873d027.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app11.docx&filename=02a6d87460b83b1fc3d39dbdd873d027.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app12.docx&filename=14f00baad4a1cfb13b54e605db628a1d.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25236_app12.docx&filename=14f00baad4a1cfb13b54e605db628a1d.docx
http://europepmc.org/abstract/MED/28399725
http://dx.doi.org/10.1080/17538157.2017.1297815
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28399725&dopt=Abstract
https://doi.org/10.1145/1107458.1107490
http://dx.doi.org/10.1145/1107458.1107490
http://europepmc.org/abstract/MED/17238322
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17238322&dopt=Abstract
https://digital.ahrq.gov/sites/default/files/docs/citation/09-0075-EF.pdf
https://digital.ahrq.gov/sites/default/files/docs/citation/09-0075-EF.pdf
https://doi.org/10.1197/jamia.m1758
https://doi.org/10.1197/jamia.m1758
http://dx.doi.org/10.1197/jamia.m1758
https://www.jmir.org/2013/3/e65/
http://dx.doi.org/10.2196/jmir.2356
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23535584&dopt=Abstract
http://europepmc.org/abstract/MED/12595402
http://dx.doi.org/10.1197/jamia.m1147
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12595402&dopt=Abstract
https://acl.gov/sites/default/files/Aging%20and%20Disability%20in%20America/2019ProfileOlderAmericans508.pdf
https://acl.gov/sites/default/files/Aging%20and%20Disability%20in%20America/2019ProfileOlderAmericans508.pdf
https://www.who.int/news-room/fact-sheets/detail/ageing-and-health
https://www.healthsystemtracker.org/chart-collection/health-expenditures-vary-across-population/
https://www.healthsystemtracker.org/chart-collection/health-expenditures-vary-across-population/
https://doi.org/10.1016/S0140-6736(13)61489-0
https://doi.org/10.1016/S0140-6736(13)61489-0
http://dx.doi.org/10.1016/s0140-6736(13)61489-0
http://europepmc.org/abstract/MED/25580043
http://dx.doi.org/10.1177/0165025414533223
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25580043&dopt=Abstract
http://europepmc.org/abstract/MED/29546084
http://dx.doi.org/10.3934/publichealth.2014.3.160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29546084&dopt=Abstract
https://www.jmir.org/2014/9/e200/
http://dx.doi.org/10.2196/jmir.3049
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25199475&dopt=Abstract
http://europepmc.org/abstract/MED/22162595
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22162595&dopt=Abstract
http://erj.ersjournals.com/cgi/pmidlookup?view=long&pmid=25142482
http://dx.doi.org/10.1183/09031936.00059814
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25142482&dopt=Abstract
http://europepmc.org/abstract/MED/27430035
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27430035&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Strauss AL, Maines DR. Continual Permutations of Action. New York, NY: Routledge; 1993.
20. Valdez R, Holden R, Novak L, Veinot T. Transforming consumer health informatics through a patient work framework:

connecting patients to context. J Am Med Inform Assoc 2015 Jan;22(1):2-10 [FREE Full text] [doi:
10.1136/amiajnl-2014-002826] [Medline: 25125685]

21. National Research Council, Division of Behavioral and Social Sciences and Education, Board on Human-Systems Integration,
Committee on the Role of Human Factors in Home Health Care. Health Care Comes Home: The Human Factors. Washington,
DC: National Academies Press; 2011.

22. Holden R, Carayon P, Gurses A, Hoonakker P, Hundt A, Ozok A, et al. SEIPS 2.0: a human factors framework for studying
and improving the work of healthcare professionals and patients. Ergonomics 2013;56(11):1669-1686 [FREE Full text]
[doi: 10.1080/00140139.2013.838643] [Medline: 24088063]

23. Lahtiranta J. Current challenges of personal health information management. J of Systems and Info Tech 2009 Aug
14;11(3):230-243 [FREE Full text] [doi: 10.1108/13287260910983614]

24. Davis S, Roudsari A, Raworth R, Courtney K, MacKay L. Shared decision-making using personal health record technology:
a scoping review at the crossroads. J Am Med Inform Assoc 2017 Jul 01;24(4):857-866 [FREE Full text] [doi:
10.1093/jamia/ocw172] [Medline: 28158573]

25. Zhang Y, Fleischmann KR, Gao J, Xie B. A systematic review of the literature on consumers' use of patient portals:
Preliminary results. Proc. Assoc. Info. Sci. Tech 2016 Feb 24;52(1):1-4 [FREE Full text] [doi:
10.1002/pra2.2015.1450520100142]

26. Saparova D. Motivating, influencing, and persuading patients through personal health records: a scoping review. Perspect
Health Inf Manag 2012;9:1f [FREE Full text] [Medline: 22783154]

27. Smolij K, Dun K. Patient health information management: searching for the right model. Perspect Health Inf Manag 2006
Dec 12;3:10 [FREE Full text] [Medline: 18066368]

28. Sakaguchi-Tang D, Bosold A, Choi Y, Turner A. Patient Portal Use and Experience Among Older Adults: Systematic
Review. JMIR Med Inform 2017 Oct 16;5(4):e38 [FREE Full text] [doi: 10.2196/medinform.8092] [Medline: 29038093]

29. Gillespie R, Mullan J, Harrison L. Managing medications: the role of informal caregivers of older adults and people living
with dementia. A review of the literature. J Clin Nurs 2014 Dec;23(23-24):3296-3308 [FREE Full text] [doi:
10.1111/jocn.12519] [Medline: 24354583]

30. Schryen G, Benlian A, Rowe F, Gregor SD, Larsen KR. Literature Reviews in IS Research: What Can Be Learnt from the
Past and Other Fields? CAIS 2017;41:759-774 [FREE Full text] [doi: 10.17705/1cais.04130]

31. Arksey H, O'Malley L. Scoping studies: towards a methodological framework. International Journal of Social Research
Methodology 2005 Feb;8(1):19-32. [doi: 10.1080/1364557032000119616]

32. Munn Z, Peters MDJ, Stern C, Tufanaru C, McArthur A, Aromataris E. Systematic review or scoping review? Guidance
for authors when choosing between a systematic or scoping review approach. BMC Med Res Methodol 2018 Nov
19;18(1):143 [FREE Full text] [doi: 10.1186/s12874-018-0611-x] [Medline: 30453902]

33. Sucharew H, Macaluso M. Progress Notes: Methods for Research Evidence Synthesis: The Scoping Review Approach. J
Hosp Med 2019 Jul 01;14(7):416-418. [doi: 10.12788/jhm.3248] [Medline: 31251164]

34. Tricco AC, Lillie E, Zarin W, O'Brien KK, Colquhoun H, Levac D, et al. PRISMA Extension for Scoping Reviews
(PRISMA-ScR): Checklist and Explanation. Ann Intern Med 2018 Oct 02;169(7):467-473 [FREE Full text] [doi:
10.7326/M18-0850] [Medline: 30178033]

35. Peters M, Godfrey C, Khalil H, McInerney P, Parker D, Soares C. Guidance for conducting systematic scoping reviews.
Int J Evid Based Healthc 2015 Sep;13(3):141-146. [doi: 10.1097/XEB.0000000000000050] [Medline: 26134548]

36. Levac D, Colquhoun H, O'Brien KK. Scoping studies: advancing the methodology. Implement Sci 2010 Sep 20;5(1):69
[FREE Full text] [doi: 10.1186/1748-5908-5-69] [Medline: 20854677]

37. Huvila I, Enwald H, Eriksson-Backa K, Hirvonen N, Nguyen H, Scandurra I. Anticipating ageing: Older adults reading
their medical records. Information Processing & Management 2018 May;54(3):394-407 [FREE Full text] [doi:
10.1016/j.ipm.2018.01.007]

38. Kim T, Choi M. Older adults' willingness to share their personal and health information when adopting healthcare technology
and services. Int J Med Inform 2019 Jun;126:86-94 [FREE Full text] [doi: 10.1016/j.ijmedinf.2019.03.010] [Medline:
31029268]

39. Crotty B, Walker J, Dierks M, Lipsitz L, O'Brien J, Fischer S, et al. Information Sharing Preferences of Older Patients and
Their Families. JAMA Intern Med 2015 Sep;175(9):1492-1497 [FREE Full text] [doi: 10.1001/jamainternmed.2015.2903]
[Medline: 26147401]

40. Arcury T, Quandt S, Sandberg J, Miller JD, Latulipe C, Leng X, et al. Patient Portal Utilization Among Ethnically Diverse
Low Income Older Adults: Observational Study. JMIR Med Inform 2017 Nov 14;5(4):e47 [FREE Full text] [doi:
10.2196/medinform.8026] [Medline: 29138129]

41. Westerbotn M, Fahlström E, Fastbom J, Agüero-Torres H, Hillerås P. How do older people experience their management
of medicines? J Clin Nurs 2008 Mar;17(5A):106-115 [FREE Full text] [doi: 10.1111/j.1365-2702.2007.02151.x] [Medline:
18298761]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.83https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://europepmc.org/abstract/MED/25125685
http://dx.doi.org/10.1136/amiajnl-2014-002826
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25125685&dopt=Abstract
http://europepmc.org/abstract/MED/24088063
http://dx.doi.org/10.1080/00140139.2013.838643
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24088063&dopt=Abstract
https://doi.org/10.1108/13287260910983614
http://dx.doi.org/10.1108/13287260910983614
http://europepmc.org/abstract/MED/28158573
http://dx.doi.org/10.1093/jamia/ocw172
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28158573&dopt=Abstract
https://doi.org/10.1002/pra2.2015.1450520100142
http://dx.doi.org/10.1002/pra2.2015.1450520100142
http://europepmc.org/abstract/MED/22783154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22783154&dopt=Abstract
http://europepmc.org/abstract/MED/18066368
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18066368&dopt=Abstract
https://medinform.jmir.org/2017/4/e38/
http://dx.doi.org/10.2196/medinform.8092
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29038093&dopt=Abstract
https://doi.org/10.1111/jocn.12519
http://dx.doi.org/10.1111/jocn.12519
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24354583&dopt=Abstract
https://doi.org/10.17705/1cais.04130
http://dx.doi.org/10.17705/1cais.04130
http://dx.doi.org/10.1080/1364557032000119616
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-018-0611-x
http://dx.doi.org/10.1186/s12874-018-0611-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30453902&dopt=Abstract
http://dx.doi.org/10.12788/jhm.3248
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31251164&dopt=Abstract
https://www.acpjournals.org/doi/abs/10.7326/M18-0850?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.7326/M18-0850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30178033&dopt=Abstract
http://dx.doi.org/10.1097/XEB.0000000000000050
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26134548&dopt=Abstract
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-5-69
http://dx.doi.org/10.1186/1748-5908-5-69
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20854677&dopt=Abstract
https://doi.org/10.1016/j.ipm.2018.01.007
http://dx.doi.org/10.1016/j.ipm.2018.01.007
https://doi.org/10.1016/j.ijmedinf.2019.03.010
http://dx.doi.org/10.1016/j.ijmedinf.2019.03.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31029268&dopt=Abstract
https://doi.org/10.1001/jamainternmed.2015.2903
http://dx.doi.org/10.1001/jamainternmed.2015.2903
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26147401&dopt=Abstract
https://medinform.jmir.org/2017/4/e47/
http://dx.doi.org/10.2196/medinform.8026
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29138129&dopt=Abstract
https://doi.org/10.1111/j.1365-2702.2007.02151.x
http://dx.doi.org/10.1111/j.1365-2702.2007.02151.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18298761&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Kim S, Fadem S. Communication matters: Exploring older adults' current use of patient portals. Int J Med Inform 2018
Dec;120:126-136 [FREE Full text] [doi: 10.1016/j.ijmedinf.2018.10.004] [Medline: 30409337]

43. Zettel-Watson L, Tsukerman D. Adoption of online health management tools among healthy older adults: An exploratory
study. Health Informatics J 2016 Jun;22(2):171-183 [FREE Full text] [doi: 10.1177/1460458214544047] [Medline: 25149210]

44. Logue M, Effken J. An exploratory study of the personal health records adoption model in the older adult with chronic
illness. Inform Prim Care 2012;20(3):151-169 [FREE Full text] [doi: 10.14236/jhi.v20i3.21] [Medline: 23710840]

45. Turner AM, Osterhage K, Hartzler A, Taylor JO, Demiris G. Personal Health Information Management Practices of Older
Adults: One Size Does Not Fit All. Stud Health Technol Inform 2019 Aug 21;264:1995-1996. [doi: 10.3233/SHTI190752]
[Medline: 31438446]

46. Turner A, Osterhage K, Loughran J, Painter I, Demiris G, Hartzler A, et al. Emergency information management needs
and practices of older adults: A descriptive study. Int J Med Inform 2018 Mar;111:149-158 [FREE Full text] [doi:
10.1016/j.ijmedinf.2017.12.001] [Medline: 29425626]

47. Haverhals L, Lee C, Siek K, Darr C, Linnebur S, Ruscin J, et al. Older adults with multi-morbidity: medication management
processes and design implications for personal health applications. J Med Internet Res 2011 Jun 29;13(2):e44 [FREE Full
text] [doi: 10.2196/jmir.1813] [Medline: 21715286]

48. Mickelson RS, Willis M, Holden RJ. Medication-related cognitive artifacts used by older adults with heart failure. Health
Policy Technol 2015 Dec 01;4(4):387-398 [FREE Full text] [doi: 10.1016/j.hlpt.2015.08.009] [Medline: 26855882]

49. Portz J, Bayliss E, Bull S, Boxer R, Bekelman D, Gleason K, et al. Using the Technology Acceptance Model to Explore
User Experience, Intent to Use, and Use Behavior of a Patient Portal Among Older Adults With Multiple Chronic Conditions:
Descriptive Qualitative Study. J Med Internet Res 2019 Apr 08;21(4):e11604 [FREE Full text] [doi: 10.2196/11604]
[Medline: 30958272]

50. Swanlund S. Successful cardiovascular medication management processes as perceived by community-dwelling adults
over age 74. Appl Nurs Res 2010 Feb;23(1):22-29 [FREE Full text] [doi: 10.1016/j.apnr.2008.03.005] [Medline: 20122507]

51. Turner A, Taylor J, Hartzler A, Osterhage K, Bosold A, Painter I, et al. Personal health information management among
healthy older adults: Varying needs and approaches. J Am Med Inform Assoc 2021 Feb 15;28(2):322-333 [FREE Full text]
[doi: 10.1093/jamia/ocaa121] [Medline: 32827030]

52. Gordon N, Hornbrook M. Differences in Access to and Preferences for Using Patient Portals and Other eHealth Technologies
Based on Race, Ethnicity, and Age: A Database and Survey Study of Seniors in a Large Health Plan. J Med Internet Res
2016 Mar 04;18(3):e50 [FREE Full text] [doi: 10.2196/jmir.5105] [Medline: 26944212]

53. Francis S, Smith F, Gray N, Denham M. Partnerships between older people and their carers in the management of medication.
Int J Older People Nurs 2006 Dec;1(4):201-207 [FREE Full text] [doi: 10.1111/j.1748-3743.2006.00032.x] [Medline:
20925764]

54. Lakey S, Gray S, Borson S. Assessment of Older Adults' Knowledge of and Preferences for Medication Management Tools
and Support Systems. Ann Pharmacother 2009 May 26;43(6):1011-1019 [FREE Full text] [doi: 10.1345/aph.1l704]

55. Roux P, Verloo H, Santiago-Delefosse M, Pereira F. The spatial dimensions of medication management by home-dwelling
older adults after hospital discharge. Health Place 2019 Nov;60:102230 [FREE Full text] [doi:
10.1016/j.healthplace.2019.102230] [Medline: 31634701]

56. Tomlinson J, Silcock J, Smith H, Karban K, Fylan B. Post-discharge medicines management: the experiences, perceptions
and roles of older people and their family carers. Health Expect 2020 Dec;23(6):1603-1613 [FREE Full text] [doi:
10.1111/hex.13145] [Medline: 33063445]

57. Czaja S, Sharit J, Hernandez M, Nair S, Loewenstein D. Variability among older adults in Internet health information-seeking
performance. Gerontechnology 2010;9(1):46-55. [doi: 10.4017/gt.2010.09.01.004.00]

58. Jones W. "Information, knowledge and successful aging". UW Information School. URL: https://ischool.uw.edu/events/
2019/10/research-symposium-william-jones [accessed 2020-12-29]

59. Mickelson R, Holden R. Medication management strategies used by older adults with heart failure: A systems-based analysis.
Eur J Cardiovasc Nurs 2018 Jun;17(5):418-428 [FREE Full text] [doi: 10.1177/1474515117730704] [Medline: 28901787]

Abbreviations
PHI: personal health information
PHIM: personal health information management
PHR: personal health record

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.84https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://doi.org/10.1016/j.ijmedinf.2018.10.004
http://dx.doi.org/10.1016/j.ijmedinf.2018.10.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30409337&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/1460458214544047?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/1460458214544047
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25149210&dopt=Abstract
http://hijournal.bcs.org/index.php/jhi/article/view/21
http://dx.doi.org/10.14236/jhi.v20i3.21
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23710840&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190752
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438446&dopt=Abstract
https://doi.org/10.1016/j.ijmedinf.2017.12.001
http://dx.doi.org/10.1016/j.ijmedinf.2017.12.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29425626&dopt=Abstract
https://www.jmir.org/2011/2/e44/
https://www.jmir.org/2011/2/e44/
http://dx.doi.org/10.2196/jmir.1813
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21715286&dopt=Abstract
http://europepmc.org/abstract/MED/26855882
http://dx.doi.org/10.1016/j.hlpt.2015.08.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26855882&dopt=Abstract
https://www.jmir.org/2019/4/e11604/
http://dx.doi.org/10.2196/11604
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30958272&dopt=Abstract
https://doi.org/10.1016/j.apnr.2008.03.005
http://dx.doi.org/10.1016/j.apnr.2008.03.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20122507&dopt=Abstract
https://doi.org/10.1093/jamia/ocaa121
http://dx.doi.org/10.1093/jamia/ocaa121
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32827030&dopt=Abstract
https://www.jmir.org/2016/3/e50/
http://dx.doi.org/10.2196/jmir.5105
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26944212&dopt=Abstract
https://doi.org/10.1111/j.1748-3743.2006.00032.x
http://dx.doi.org/10.1111/j.1748-3743.2006.00032.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20925764&dopt=Abstract
https://doi.org/10.1345/aph.1l704
http://dx.doi.org/10.1345/aph.1l704
https://doi.org/10.1016/j.healthplace.2019.102230
http://dx.doi.org/10.1016/j.healthplace.2019.102230
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31634701&dopt=Abstract
http://europepmc.org/abstract/MED/33063445
http://dx.doi.org/10.1111/hex.13145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33063445&dopt=Abstract
http://dx.doi.org/10.4017/gt.2010.09.01.004.00
https://ischool.uw.edu/events/2019/10/research-symposium-william-jones
https://ischool.uw.edu/events/2019/10/research-symposium-william-jones
http://europepmc.org/abstract/MED/28901787
http://dx.doi.org/10.1177/1474515117730704
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28901787&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by R Kukafka; submitted 23.10.20; peer-reviewed by K Fadahunsi, K Peterson, M Zahmatkeshan, J van Delden; comments to
author 13.11.20; revised version received 08.01.21; accepted 13.05.21; published 07.06.21.

Please cite as:
Kolotylo-Kulkarni M, Seale DE, LeRouge CM
Personal Health Information Management Among Older Adults: Scoping Review
J Med Internet Res 2021;23(6):e25236
URL: https://www.jmir.org/2021/6/e25236 
doi:10.2196/25236
PMID:34096872

©Malgorzata Kolotylo-Kulkarni, Deborah E Seale, Cynthia M LeRouge. Originally published in the Journal of Medical Internet
Research (https://www.jmir.org), 07.06.2021. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The
complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and
license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25236 | p.85https://www.jmir.org/2021/6/e25236
(page number not for citation purposes)

Kolotylo-Kulkarni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2021/6/e25236
http://dx.doi.org/10.2196/25236
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34096872&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

Effectiveness and Acceptance of Technology-Based Psychological
Interventions for the Acute Treatment of Unipolar Depression:
Systematic Review and Meta-analysis

Moritz Köhnen1, MSc; Levente Kriston1, Dipl Psych, PhD; Martin Härter1, Dipl Psych, MD, PhD; Harald Baumeister2,

Dipl Psych, PhD; Sarah Liebherz1, Dipl Psych, PhD
1Department of Medical Psychology, University Medical Center Hamburg–Eppendorf, Hamburg, Germany
2Department for Clinical Psychology and Psychotherapy, University of Ulm, Ulm, Germany

Corresponding Author:
Moritz Köhnen, MSc
Department of Medical Psychology
University Medical Center Hamburg–Eppendorf
Martinistr 52, Building West 26
Hamburg,
Germany
Phone: 49 40 7410 57705
Email: m.koehnen@uke.de

Abstract

Background: Evidence on technology-based psychological interventions (TBIs) for the acute treatment of depression is rapidly
growing. Despite extensive research in this field, there is a lack of research determining effectiveness and acceptance of TBIs
considering different application formats in people with a formally diagnosed depressive disorder.

Objective: The goal of the review was to investigate the effectiveness and acceptance of TBIs in people with diagnosed depression
with particular focus on application formats (stand-alone interventions, blended treatments, collaborative and/or stepped care
interventions).

Methods: Studies investigating adults with diagnosed unipolar depressive disorders receiving any kind of psychotherapeutic
treatment delivered (at least partly) by a technical medium and conducted as randomized controlled trials (RCTs) were eligible
for inclusion. We searched CENTRAL (Cochrane Central Register of Controlled Trials; August 2020), MEDLINE, PsycINFO,
PSYNDEX, CINAHL (January 2018), clinical trial registers, and sources of grey literature (January 2019). Two independent
authors decided about study inclusion and extracted data. We performed random effects meta-analyses to synthesize the data.

Results: Database searches resulted in 15,546 records of which 78 completed studies were included. TBIs delivered as stand-alone
interventions showed positive effects on posttreatment depression severity when compared to treatment as usual (SMD –0.44,
95% CI –0.73 to –0.15, k=10; I²=86%), attention placebo (SMD –0.51, 95% CI –0.73 to –0.30; k=12; I²=66%), and waitlist
controls (SMD –1.01, 95% CI –1.23 to –0.79; k=19; I²=73%). Superior long-term effects on depression severity were shown
when TBIs were compared to treatment as usual (SMD –0.24, 95% CI –0.41 to –0.07; k=6; I²=48%) attention placebo (SMD
–0.23, 95% CI –0.40 to –0.07; k=7; I²=21%) and waitlist controls (SMD –0.74, 95% CI –1.31 to –0.18; k=3; I²=79%). TBIs
delivered as blended treatments (providing a TBI as an add-on to face-to-face treatment) yielded beneficial effects on posttreatment
depression severity (SMD –0.27, 95% CI –0.48 to –0.05; k=8; I²=53%) compared to face-to-face treatments only. Additionally,
TBIs delivered within collaborative care trials were more effective in reducing posttreatment (SMD –0.20, 95% CI –0.36 to –0.04;
k=2; I²=0%) and long-term (SMD –0.23, 95% CI –0.39 to –0.07; k=2; I²=0%) depression severity than usual care. Dropout rates
did not differ between the intervention and control groups in any comparison (all P≥.09).

Conclusions: We found that TBIs are effective not only when delivered as stand-alone interventions but also when they are
delivered as blended treatments or in collaborative care trials for people with diagnosed depression. Our results may be useful to
inform routine care, since we focused specifically on different application formats, formally diagnosed patients, and the long-term
effectiveness of TBIs.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42016050413;
https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42016050413
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Introduction

Depression is a common [1] and debilitating mental disorder
for affected individuals (eg, experiencing difficulties in everyday
life) [2] and society (eg, burden of disease caused by depression)
[3]. There are many effective treatment options, especially
psychotherapeutic and pharmacological treatments, for people
diagnosed with unipolar depression [1,4]. Despite the high
prevalence, burden, and presence of many effective treatment
options, depression is still undertreated [5].

Technology-based psychological interventions (TBIs) are seen
as promising tools to supplement mental health care [6]. TBIs
comprise a heterogeneous group of interventions [7] that can
be delivered in different clinical phases of depression
management (eg, acute treatment, relapse prevention); within
these phases, they can be distinguished concerning their
application format: stand-alone interventions, blended
treatments, collaborative and/or stepped care interventions. In
line with the German guideline for unipolar depression [1], we
defined acute treatment as the treatment of an acute/present
unipolar depressive episode aiming to reduce symptom burden
so that response or remission of patients may be achieved. This
clinical phase is differentiated from continuation and
maintenance treatment and relapse prevention, which aim to
further stabilize (responded or remitted patients of the acute
treatment) and prevent relapse (or recurrence of new episodes)
in the long term among people being at high risk. Additionally,
TBIs vary in technical aspects (eg, delivery via
videoconferencing tools), amount of human support, and
theoretical background of the intervention [7]. Due to
considerable diversity among TBIs and extensive research
efforts capturing effectiveness and acceptance of TBIs for the
acute treatment phase [8-10], there is need to address important
neglected issues concerning TBIs.

First, TBIs in depression have already been widely researched
resulting in high-quality evidence [11], and certain moderators
influencing the success of treatment have been identified (eg,
guided TBIs result in lower dropout rates than unguided TBIs)
[8]. However, guideline recommendations are still limited to
the general effectiveness of specific TBIs (eg, computerized
cognitive behavioral therapy [cCBT] [1,4]). Additionally, there
is no systematic review examining the effectiveness and
acceptance of TBIs in the acute treatment phase regarding
different application formats, even though the evidence base is
available [11]. TBIs can be delivered as stand-alone
interventions (TBIs replacing face-to-face [f2f] treatment), as
blended treatments (combining TBIs and f2f treatment), or as
part of stepped (eg, TBIs are used as a low-threshold initial
treatment option for people with mild-to-moderate depressive
disorder) and/or collaborative care models (TBIs may be

provided alongside different treatment components, such as a
TBI offered in addition to a care manager and general
practitioners’ care; see section Application Formats of TBIs for
details). Blended treatments are usually conducted within a
superiority (providing a full TBI alongside a full f2f treatment)
or noninferiority (replacing some elements of f2f treatment by
providing a TBI instead) trial design addressing different
research questions (dose-response research focus vs cost-utility
focus). A recent initiative considering both patients and
clinicians emphasized top 10 research priorities in digital mental
health [12]. One priority was to determine how treatment
outcomes can be maximized by combining treatment options
(eg, psychotherapy) with digital mental health interventions (ie,
blended treatments). Considering application formats is of
interest from the perspective of patients and clinicians, as it may
help to determine effectiveness and acceptance of TBIs in a
more differentiated manner, which may be relevant to inform
clinical practice.

Second, the vast majority of research syntheses in this field
included mixed populations based on symptom severity cutoff
scores or the presence of diagnoses, providing valuable
information on the effectiveness of interventions. To the best
of our knowledge, there is only one systematic review evaluating
internet- and mobile-based interventions in people with formally
diagnosed depression; however, it is limited to waitlist control
group comparisons [13]. In light of a comprehensive evidence
base for TBIs in acute treatment [11] and the necessity of
diagnoses to initiate treatment in mental health care, we focused
only on studies requiring diagnosis of depression with the aim
of determining the effectiveness and acceptance of TBIs.
Additionally, high-quality evidence (RCTs) in clinical samples
with diagnosed depression is the preferred source of evidence
for the development and updating of clinical treatment
guidelines such as the German [1] and United Kingdom [4]
guidelines for depression.

Finally, to date there is no clarity regarding whether treatment
effects achieved by TBIs are stable over time, since most
reviews have focused on posttreatment intervention effects and
have not considered long-term outcome data (for example,
Karyotaki et al [14]).

By focusing specifically on different application formats, on
people diagnosed with depression, and on long-term
effectiveness of TBIs, we hope to provide a comprehensive
evidence base that may be more useful to inform routine care
than already existing evidence syntheses.

In summary, our main aim is to investigate posttreatment and
long-term effectiveness and acceptance of TBIs delivered to
people with diagnosed depression in the acute treatment phase,
addressing the following research questions:
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1. How effective and acceptable are TBIs delivered as
stand-alone interventions compared to f2f treatment,
attention placebo, treatment as usual (TAU), waitlist and
no-treatment controls, and other TBIs?

2. How effective and acceptable are TBIs delivered as blended
treatments (TBI plus f2f treatment) compared to f2f
treatment (including psychotherapy, medication, TAU)?

3. How effective and acceptable are TBIs delivered as stepped
and/or collaborative care approaches compared to TAU?

Methods

The study was part of a larger research synthesis project
(comparative effectiveness of Technology-Based Interventions
in Different Steps of Depression Care [TIDECA]) that was
prospectively registered with International Prospective Register
of Systematic Reviews (PROSPERO) [CRD42016050413] and
described in the study protocol published elsewhere [15].

Search Strategy
The search was not limited by date, language, or publication
status. We contacted first authors of all included publications
for additional information on further (un)published trials and
specific study information (see Köhnen et al [15] for details on
the literature search/strategy).

Selection Criteria
See study protocol [15] for more details on eligibility criteria.
Our inclusion criteria were (1) at least 80% of sample having a
diagnosed unipolar depression (assessed by criteria of a formal
classification system or by conducting a diagnostic interview
[eg, F32.x, F33.x, or F34.1 according to the International
Statistical Classification of Diseases and Related Health
Problems, 10th Revision]) with any comorbidities in the acute

treatment phase for depression and consisted of adults aged 18
years and older, (2) intervention was at least partly delivered
through technical devices (eg, telephone, smartphone,
computer), (3) intervention was based on an explicit
psychotherapeutic theory, and (4) study was an individual or
cluster RCT.

Our exclusion criteria were (1) participants were solely
diagnosed by applying cutoff scores on symptom severity scales
or when they had a depressive episode in the course of a bipolar
disorder, (2) concurrent conditions (either somatic or mental)
were the focus of the intervention, or (3) intervention provided
solely psychoeducational content, patient decision aids, or
depression management tools or focused exclusively on
medication adherence.

Application Formats of TBIs
Since we placed a special focus on application formats in this
review, they are presented visually in Figure 1. We applied a
rather broad definition for blended treatments, since we included
all studies that provided any type of f2f treatment tailored to
depression (eg, psychotherapy, medication, depression specific
general practitioner care) in addition to TBIs irrespective of the
study’s definition/label. In contrast, trials concurrently providing
TAU in addition to TBIs were not considered blended treatments
(but considered for the comparison TBI vs TAU) if TAU
consisted of systematically offered generic treatments (eg,
general practitioner care for all participants) that were not
specifically tailored to depression. Since RCTs for blended
treatment may be delivered in different designs (eg, superiority,
noninferiority) resulting in content-related heterogeneity of
interventions (eg, fewer therapeutic contacts), we decided to
conduct meta-analyses separately.

Figure 1. Illustration of potential application formats of technology-based psychological interventions.
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Selection Procedure
The study flowchart is presented in Figure 2. Electronic searches
yielded 20,603 records. After deduplication, 15,546 records
were screened by title and abstract. Two reviewers (MK, SL)
independently screened the first 100 records for inclusion. Since
the interrater reliability for this sample was found to be high
(98%), only one reviewer (MK) screened the remaining records
in the course of the title/abstract screening. The second reviewer

(SL) assessed publications labeled unclear by the first reviewer.
Selected full-text articles (n=901) were subsequently assessed
for inclusion by 2 independent reviewers (MK, MD).
Discrepancies were resolved by discussion with a third reviewer
(SL). In total, 241 publications representing 143 trials (83
completed studies and 60 ongoing studies awaiting further
classification) fulfilled all inclusion criteria for the TIDECA
study [11]. Of those, 78 completed studies assessed the acute
treatment phase.

Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flowchart.

Data Extraction
See Köhnen et al [15] for detailed information on extracted data
and extraction procedure.

Quality Appraisal
Risk of bias was independently assessed by 2 reviewers (from
a group of 5 reviewers: MK, EW, MD, SL, TS) following
Cochrane guidance (including the following domains for RCTs:
random sequence generation, allocation concealment, blinding
of participants and personnel, blinding of outcome assessment,
incomplete outcome data, selective outcome reporting, and other
bias) [16]. In line with a previous operationalization [17], we
specified the domain other bias using the following 3 categories:

insufficient treatment adherence, allegiance bias, and attention
bias. Selective outcome reporting was categorized as unclear
risk (trial registration or study protocol were missing or there
was a deviation in one secondary outcome) or high risk (there
were deviations in one primary or ≥2 secondary outcomes that
could not be justified by the study authors). Disagreements were
resolved by discussion or by consulting another reviewer (SL).
Interrater reliability for risk of bias ratings was calculated to be
74%.

Data Analysis
Meta-analyses were computed applying random effects models
[18] since we assumed that heterogeneity regarding the sample,
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treatment, and methodological features of the included studies
would be best captured by assuming that moderately diverging
study-specific effect estimates are distributed around a grand
mean [19]. Results were visually displayed as forest plots.

Continuous data (posttreatment and long-term depression
severity) were analyzed as standardized mean differences
(SMDs). Dichotomous data ([any] dropouts) were analyzed
using the risk ratio (RR). We calculated 95% confidence
intervals for all estimates. In addition, we computed 95%
prediction intervals (PIs) for meta-analysis (when possible)
capturing the range in which the effect of a new study (in a
different setting) is expected; PIs can be very imprecise when
only a few studies are considered [20].

Studies with multiple treatment groups were considered by
combining data from interventional study arms (ie, pooling of
means and standard deviations for continuous data and summing
up sample sizes and people with events for binary data) when
possible to avoid a unit-of-analysis error [16].

In cases of missing or unclear data, we contacted the
corresponding authors. Intention-to-treat (ITT) analyses were
used when reported by the included studies. When ITT data
were not reported, we used the analysis defined as primary by
the authors of the trial. Data on dichotomous outcomes were
excluded from data analysis if there were no events in either
study arm, since the direction and magnitude of a potential effect
is not indicated [16].

We assessed statistical heterogeneity in the included studies by
using a Cochran Q test and quantified it using the I² statistic
[21]. As defined in the study protocol [15], we considered I²
values of 50% or more as indicators of relevant statistical
heterogeneity requiring further exploration. If indicated, we
explored heterogeneity either quantitatively by means of a priori
(see Köhnen et al [15]) and post hoc subgroup analyses (if the
number of studies was sufficient [≥10]) or narratively (if only
a few studies were available [<10]). We tested for possible
reporting biases and small-study effects using visual examination

of funnel plots (when useful). Possible control interventions
and comparisons of interests were prespecified in our protocol
[15] and used to structure our results section. All meta-analyses
were computed by using Review Manager 5.4 (Cochrane
Collaboration); descriptive data (eg, mean age of included
participants) and PIs were calculated using Excel 2013
(Microsoft Corp).

Results

A table summarizing all meta-analytic results can be found in
Multimedia Appendix 1.

Study Characteristics and Quality of Included Studies
Overall, the selected studies (n=78) included 13,180 participants
ranging from 14 to 1089 per study. The mean age of participants
was 45.15 (SD 12.01) years, and two-thirds (8029/11981,
67.01%) were female. TBIs in the included studies were
delivered as stand-alone interventions (61/78; 78%), blended
treatments (12/78; 15%), collaborative care (3/78; 4%), or
stepped care trials (2/78; 3%). Duration of TBIs ranged from 1
week to 52 weeks, with most interventions lasting between 6
weeks and 12 weeks (median treatment length of 8 weeks).
Interventions of 8 weeks’ duration were the most frequent
(26/89; 29%) in the included studies (see Multimedia Appendix
2 [22-99] for baseline diagnoses). TBIs were based on 13
therapeutic rationales with most (83/101, 82.2%) based on CBT
approaches (see Multimedia Appendix 3 for details). Concerning
the applied technical medium, most TBIs were delivered via
the internet (55/101, 54.5%), followed by telephone (12/101,
11.9%), offline computer programs (8/101, 7.9%), and
videoconferencing tools (3/101, 3.0%). Additionally, 22.8%
(23/101) of interventions applied more than one technical
medium (internet-based treatment plus telephone support was
most frequently [17/101, 16.8%] combined). The most common
source of risk of bias was nonblinding of participants and
personnel, selective reporting, and other bias (especially due to
insufficient treatment adherence; Figure 3; see Multimedia
Appendix 4 [22-99] for details).

Figure 3. Risk of bias assessment across included studies (n=78).
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Stand-Alone Interventions

TBI Versus Face-to-Face Treatment
There were 6 RCTs comparing TBIs with f2f treatments
[23,32,36,58,66,84]; 4 delivered therapist-administered treatment
via videoconferencing [32,36,58] or telephone [66], and 2
delivered guided internet-based [23] or computer-based
treatment [84]. There was no significant difference in

posttreatment (SMD –0.09, 95% CI –0.34 to 0.17; I²=16%; 95%
PI –0.80 to 0.62) or long-term depression severity (2 months to
12 months; SMD –0.23, 95% CI –0.47 to 0.01; I²=0%; 95% PI
–0.76 to 0.3) between TBI and f2f interventions. There was no
statistically significant difference in dropout rates between
interventions (RR 0.85, 95% CI 0.63 to 1.15; I²=17%; 95% PI
0.44 to 1.65; see Figure 4).

Figure 4. Forest plots on technology-based psychological intervention versus face-to-face-treatment.

TBI Versus Treatment as Usual
There were 12 RCTs testing TBIs against TAU
[34,35,39-41,51,57,63,64,72,74,92], 8 of which explicitly stated
that TAU was also administered in the TBI condition
[34,35,39-41,57,74,92]. TBIs were delivered either with
[39-41,51,63,72,74,92] or without [34,57] guidance or they
were therapist-administered [35,64]. TAU consisted of care by
a general practitioner [34,40,41,57,92], a heterogeneous mix of
treatment options depending on resources and routines
[51,63,72,74], care by community-based outpatient clinics and
any non-Veterans Affairs facilities [64], and antenatal [39] or
postpartum care [35]. Depression severity at posttreatment, with
considerable heterogeneity (SMD –0.44, 95% CI –0.73 to –0.15;

I²=86%; 95% PI –1.48 to 0.60, and in the long term (6 months
to 12 months; SMD –0.24, 95% CI –0.41 to –0.07; I²=48%;
95% PI –0.70 to 0.22) was statistically significantly lower in
the TBI condition (see Figure 5). Data on dropout rates were
either not usable or missing. Prespecified subgroup analyses
exploring heterogeneity for posttreatment depression severity
were not conducted, as too few studies were available. Further
exploration of heterogeneity did not reveal any specific source
of variation. However, heterogeneity may be explained by the
rather broad TAU condition, which consisted of various
treatment options depending on the specific health care context
where the intervention was delivered. Visual inspection of the
funnel plot was not suspicious (Multimedia Appendix 5).
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Figure 5. Forest plots on technology-based psychological intervention versus treatment as usual.

TBI Versus Attention Placebo
Twelve RCTs tested TBIs against attention placebo controls,
which consisted of online psychoeducation [24,37,48,76],
participation in an online discussion forum [49], unspecific
telephone support calls [32], neutral tasks [42], tasks without
training contingency [27,54], symptom monitoring plus short
check-in telephone calls [81], daily mood diary [44], and a
walking and wellness control condition [83]. Depression severity
was significantly lower at posttreatment in the TBI group than
in the attention placebo group, with substantial heterogeneity
(SMD –0.51, 95% CI –0.73 to –0.30; I²=66%; 95% PI –1.22 to
0.20). Follow-up depression severity was significantly lower
in the TBI group (1 month to 12 months; SMD –0.23, 95% CI
–0.40 to –0.07; I²=21%; 95% PI –0.56 to 0.10). Dropout rates
did not differ statistically significantly between groups, with

substantial heterogeneity (RR 1.39, 95% CI 0.73 to 2.63; I²=69;
95% PI 0.56 to 3.43; see Figure 6). Quantitatively exploring
heterogeneity for posttreatment depression severity by using
prespecified subgroups (technology of intervention delivery,
amount of therapist guidance) was not conducted, as the study
characteristics were strongly unevenly distributed. It may be
possible that heterogeneity was driven by applying broad criteria
for attention placebo controls resulting in a rather heterogeneous
collection of control conditions. Heterogeneity for dropout rates
may be explained by the largest study [24], which clearly favors
the attention placebo condition (online psychoeducation) over
the TBI condition resulting in low overlap with the other studies
in regard to dropout rates. Removing this study from the analysis
decreased heterogeneity (I²=23%) and did not alter the direction
of the effect (RR 1.09, 95% CI 0.69 to 1.72). Visual inspection
of the funnel plot (Multimedia Appendix 5) was not suspicious.
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Figure 6. Forest plots on technology-based psychological intervention versus attention placebo.

TBI Versus Waitlist Controls
Twenty RCTs tested TBIs against waitlist controls. TBI arms
o f  i n c l u d e d  s t u d i e s  a p p l i e d  g u i d e d
[25,29,31,38,46,47,55,65,70,73,84,85,88,89,91], unguided
[25,45,62,65,77,95], or therapist-administered [50,91]
interventions. All but one study, which examined an offline
computer program [84], used internet-based treatment.
Depression severity was significantly lower at posttreatment in
the TBI group compared to waitlist controls, with substantial
heterogeneity (SMD –1.01, 95% CI –1.23 to –0.79; I²=73%;
95% PI –1.91 to –0.11). Follow-up depression severity was
significantly lower in the TBI group, with considerable
heterogeneity (2 months to 8 months; SMD –0.74, 95% CI –1.31
to –0.18; I²=79%; 95% PI –7.24 to 5.76). Dropout rates did not
differ between groups (RR 1.13, 95% CI 0.66 to 1.92; I²=0%;

95% PI 0.04 to 35.12; see Figure 7). Heterogeneity for
posttreatment depression severity (I²=73) may be explained by
a potential outlying study [45], which was identified in the
course of the search update yielding the largest effect in favor
of TBIs (SMD –2.96, 95% CI –3.62 to –2.29) for this
comparison. Excluding this study resulted in decreased
heterogeneity (I²=41%) and did not alter the direction of the
effect (SMD –0.89, 95% CI –1.04 to –0.74). Heterogeneity for
long-term depression severity (I²=79) may be explained by an
older study from 1990 [84], which had a shorter long-term time
period (2 months) compared to the other studies (providing
6-month and 8-month long-term data [50,62]). Excluding this
study resulted in decreased heterogeneity (I²=0%) and did not
alter the direction of the effect (SMD –0.47, 95% CI –0.70 to
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–0.25). The funnel plot (Multimedia Appendix 5) was asymmetrical in the visual inspection.

Figure 7. Forest plots on technology-based psychological intervention versus waitlist.

TBI Versus No-Treatment Control
Three RCTs tested unguided TBIs against no-treatment controls
[22,82,90], defined as a comparator where study participants
did not receive any offer or encouragement for making use of
immediate (eg, TAU) or delayed (eg, waitlist) treatment
possibilities. There was no significant difference between TBIs
and no-treatment controls at posttreatment (SMD –0.84, 95%
CI –1.80 to 0.12; I²=86%; 95% PI –12.55 to 10.87; see Figure
8). Data on dropout rates were only available for one study [22],

indicating that dropout rates did not statistically differ between
conditions. Long-term data were not reported. Heterogeneity
(I²=86) may be explained by an outlying, small-sample study
with a large CI [82] favoring the TBI condition clearly, which
might have been due to the provision of a more intensive TBI,
as the TBI is either longer or needs a more active user
engagement when compared to the other trials’ interventions.
Excluding this study resulted in decreased heterogeneity (SMD
–0.34, 95% CI –0.72 to 0.04; I²=0%) and did not change the
direction of the effect.
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Figure 8. Forest plot for technology-based psychological intervention versus no-treatment control.

Comparing Different Types of TBIs
Overall, 21 studies compared different TBIs competitively, 12
of which [25,34,40,42,49,65,68,70,80,88,90,91] compared
multiple (2 or more) TBIs with a control group (eg, TAU). Thus,
certain arms of these studies were suitable for other prespecified
comparisons (eg, Gilbody et al [40] for TBI vs TAU). Nine of
them compared TBIs versus another TBI
[30,33,56,60,75,86,93,96,98] without having a further control
group. For these studies, meta-analysis was not computed, since
research foci of studies were too heterogeneous—they
investigated different types of guidance (eg, telephone support
vs email support) [56,75,98], treatment approaches
[30,33,60,86,96], or delivery modes [93].

Other Comparisons
Two studies were identified during the search update that could
not be matched to our comparisons [71,94]. One study compared
a guided web-based CBT tool (iFightDepression) against an
active control intervention receiving progressive muscle
relaxation provided via a download link [71]. Another study
investigated a TBI in combination with and without transcranial
direct current stimulation [94].

Blended Treatments
11 RCTs tested blended treatments against different f2f
treatments. Six RCTs were identified combining TBIs with f2f
psychotherapy versus f2f psychotherapy alone. In these trials,
TBIs were delivered in addition to outpatient psychotherapy
[26,52,97], inpatient psychotherapy [99], and psychotherapy
treatment sessions where the setting was not specified [59,87].
Two RCTs were identified comparing a TBI in addition to
medication versus medication alone [53,61], and 2 RCTs tested
a TBI with f2f TAU against TAU [28,68]. Additionally, we
identified one RCT [69] where blended treatment (f2f CBT and
internet-based CBT) was provided alongside TAU (psychiatric
treatment) compared to TAU. Overall, 8 superiority
[26,28,53,61,68,69,97,99] and 3 noninferiority trials [52,59,87]
applying blended treatments were identified.

Noninferiority Trials
There was no statistically significant difference between groups
concerning posttreatment depression severity (SMD 0.10, 95%
CI –0.21 to 0.42; I²=45%; 95% PI –2.91 to 3.12), long-term (6
months) depression severity (SMD 0.03, 95% CI –0.23 to 0.29;
I²=0%), or dropouts (RR 0.55, 95% CI 0.28 to 1.09; I²=54%;
95% PI 0 to 663.21; see Figure 9).
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Figure 9. Forest plots for blended treatments (noninferiority trials).

Superiority Trials
Depression severity was significantly lower at posttreatment in
blended treatment groups compared to f2f treatment controls,
with substantial heterogeneity (SMD –0.27, 95% CI –0.48 to
–0.05; I²=53%; 95% PI –0.88 to 0.34). Treatments did not differ
significantly concerning long-term (4 months to 15 months)
depression severity (SMD –0.28, 95% CI –0.56 to –0.01;
I²=42%; 95% PI –3.13 to 2.57). There were no data available
for dropouts concerning superiority trials (see Figure 10).

Heterogeneity (I²=53%) for posttreatment depression severity
may be explained by an outlying, small-sample study [69]
favoring the blended treatment condition more clearly, which
might have been due to the provision of a more intensive
treatment regimen, since patients received blended treatment
(internet-based TBI combined with f2f CBT) in addition to TAU
consisting of f2f psychiatric care. Excluding this study resulted
in decreased heterogeneity (SMD –0.22, 95% CI –0.40 to –0.03;
I²=37%) and did not change the direction of effect.
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Figure 10. Forest plots for blended treatments (superiority trials).

Collaborative Care Approach
Three RCTs were identified applying TBIs, which were tested
against usual care arms [43,79,80], in the context of a
collaborative care approach. TBIs delivered in the context of

collaborative care trials yielded lower posttreatment (SMD
–0.20, 95% CI –0.36 to –0.04; I²=0%) and long-term (12
months: SMD –0.23, 95% CI –0.39 to –0.07; I²=0%) depression
severity compared to usual care arms (see Figure 11).

Figure 11. Forest plots for collaborative care approaches.

Stepped Care Approach
Two RCTs using TBIs in the context of a stepped care approach
were identified in the course of the search update. The studies
were too heterogeneous for evidence syntheses, since one study
tested a stepped care approach (first step: internet-based
treatment, second step: telephone-based treatment) against
telephone-based treatment alone [67], and the other study tested
an internet-based intervention against a waitlist control group
as a first step within a stepped care approach [78].

Discussion

Principal Findings
Our study found that when compared to different control
conditions, TBIs were more effective not only when delivered
as stand-alone interventions but also when they were delivered
as blended treatments or in collaborative care trials for people
with diagnosed depression. Dropout rates did not differ between
TBI and control conditions; however, assessment of TBI
acceptance was limited due to underpowered comparisons. In
addition, relevant statistical heterogeneity was a common finding
for most meta-analytical comparisons. We included 78 RCTs
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comprising different application formats (stand-alone
interventions [61/78, 78%], blended treatments [12/78, 15%],
and stepped care [2/78, 3%] or collaborative care trials [3/78,
4%]), interventions, technologies for intervention delivery,
clinical populations, and control groups.

Stand-Alone Interventions
TBIs showed comparable effects to f2f treatments. Our findings
are in line with a previous meta-analyses that found equivalent
overall effects when comparing internet-based CBT to f2f
treatment for mental disorders and somatic conditions on
posttreatment symptom burden for studies on depressive
symptoms specifically and for dropouts rates [100]. However,
both results should be interpreted with caution, since both
evidence syntheses were based on a limited number of studies.

When TBIs were tested against TAU controls, we found
medium-to-small effects favoring TBIs concerning posttreatment
and long-term depression severity. TAU was heterogeneous
and consisted mostly of a mix of treatment options depending
on the resources and routines of health care providers, general
practitioner care, or care delivered in outpatient clinics. In
addition, two-thirds of the studies included for this comparison
also provided TAU in the TBI condition. Our results are in line
with 2 previous meta-analyses that found a small effect favoring
TBIs in comparison with TAU [101,102].

TBIs yielded beneficial medium-to-small effects on
posttreatment and long-term depression severity when compared
to attention placebo controls. To our knowledge, there is no
previous meta-analysis available on this issue. However, the
results are comparable to those comparing f2f psychotherapy
with placebo [103] and pill placebo control groups [104].

We found a large effect in favor of the TBI group compared to
waitlist controls for posttreatment and long-term depression
severity. Our findings are in line with the only existing
meta-analysis investigating TBIs in people with diagnosed
depression [13]. This is not surprising, as there was a high
overlap between the included studies. However, we were able
to include more RCTs (+10) for the comparison of TBIs versus
waitlist controls due to broader inclusion criteria and an updated
literature search. Thus, our analysis emphasizes the robustness
of the previous findings. However, the funnel plot on
posttreatment depression severity was asymmetrical, with an
emphasis on small studies depicting large differences in favor
of TBIs compared to waitlist controls. Nevertheless, this is not
a clear indicator of reporting bias because there are other sources
(eg, heterogeneity, poor methodological quality) causing funnel
plot asymmetry [16]. Between-study heterogeneity seems
plausible to partly explain asymmetry, since we applied broad
eligibility criteria and suspicious studies differed from the others
in terms of population (postpartum depression) or publication
year (1990), potentially resulting in more elevated differences.

Finally, TBIs did not result in lower posttreatment depression
severity scores than no-treatment controls. This was not
reasonable to expect, since no-treatment controls are comparable
weak control groups, such as waitlist controls, which yield large
effects when compared to TBIs [13]. Moreover, based on study
reports, it cannot be ruled out that people allocated to the

no-treatment control group made use of other health services
for depression complaints (eg, care by a general practitioner),
thus questioning whether true no-treatment controls were
applied.

Blended Treatments
We identified a small effect favoring blended treatments
delivered in a superiority trial design compared to f2f treatments
concerning posttreatment depression severity. Meta-analysis
on blended treatments delivered in a noninferiority trial design
(ie, substantial shortening of f2f contacts) did not reveal
differences in posttreatment or long-term depression severity
or on dropout rates compared to f2f treatments. To the best of
our knowledge, there is no previous meta-analysis investigating
the effectiveness and acceptance of blended treatments in people
with depression. Additionally, despite extensive discussions on
their potential usefulness for mental health care [105,106], there
is no uniform definition of blended care/treatment as they are
operationalized in different ways and rationales for blended
treatments are often missing [105]. This was also the case in
our study, since the concept of combining a TBI with an f2f
treatment was usually explained insufficiently or not at all. In
the included studies, it appears that blended treatments were
implemented based on the motto more is more (intensification
of the therapeutic dose by providing add-on treatment following
a superiority trial design). Nevertheless, future studies could
define and investigate more sophisticated variants of blended
treatments, since there are many useful possibilities to enrich
onsite therapy by, for example, fostering preprocessing and
postprocessing of sessions or for diagnostic purposes in
everyday life (eg, self-monitoring) [106].

Collaborative Care Approach
TBIs delivered in the context of collaborative care yielded small
effects on posttreatment and long-term depression severity when
compared to TAU controls. However, findings should be viewed
with caution, since only a few studies have been available until
now, and investigated collaborative care approaches are
heterogeneous. The identified posttreatment and long-term
effects on depression severity are comparable to reported effects
investigating collaborative care approaches without TBIs in
comparison to usual care [107,108]. However, we do not know
if and how much the technology-based component is involved
in the effectiveness of these interventions, since collaborative
care approaches are complex. Testing collaborative care
approaches with and without a TBI component may help to
determine the add-on benefit of this element and may be
concurrently useful for a comparative cost-benefit analysis.

Strengths and Limitations
Our review was conducted in line with Cochrane standards [16]
and reported following PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) guidelines [109].
Additionally, studies were selected according to prespecified
criteria [15]. We conducted a highly sensitive literature search
considering key databases, databases of grey literature, and
clinical trial registries without limiting the literature search to
language. However, because of the extensive literature search,
we deviated from the study protocol by omitting the forward
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and backward reference search. We structured and synthesized
evidence using prespecified comparisons defined in the study
protocol covering different application formats of TBIs in the
acute treatment phase.

We applied broad inclusion criteria [15] contributing to observed
heterogeneity regarding interventions, technologies for
intervention delivery, psychotherapeutic rationales, and clinical
populations in the included studies. Unfortunately, we were not
able to explain statistical heterogeneity quantitatively (eg, by
subgroup analyses) for most comparisons, since often only a
few studies were available. However, we tried to explore
heterogeneity narratively in these cases. In addition, when
heterogeneity of the included studies is present (ie, I²≠ 0), the
CI covers a narrower range than the PI of the respective
comparison. Thus, pooled effects (SMDs) should be interpreted
with caution: It may be that even if the pooled effect is
significant (ie, CI not crossing null), the corresponding PI covers
the null effect, meaning that in a new study conducted in a
different setting (eg, different population), null treatment effects
or effects in the other direction (harmful) may occur [20,110].

Although some information on dropouts [11] or treatment
adherence [111] is addressed by most RCTs in this field, a
comprehensive assessment of TBI acceptance was only partially
possible, since data on dropouts were either missing or not
usable (eg, data were only provided for one arm) or
meta-analytic calculations were not possible (when no dropouts
occurred in both study arms).

Considering the risk of bias ratings when interpreting the results,
we found that the most common source of risk of bias was
nonblinding of participants and personnel, followed by selective

reporting and other bias. However, blinding of study participants
is rarely possible in trials on TBIs.

Conclusions
TBIs delivered as stand-alone interventions, blended treatments,
or in collaborative care trials yield mostly beneficial effects in
people with diagnosed depression. By investigating different
application formats of TBIs, people being diagnosed with
depression, and the long-term effectiveness of interventions,
our results may be especially helpful to inform routine care.
Given the potential transferability of our findings to routine
care, we think that our findings may represent effectiveness
(effectiveness under routine care), rather than efficacy
(effectiveness under ideal conditions) of findings. Additionally,
our results show a very consistent image of TBIs (it works),
despite the clinical and methodological heterogeneity of the
included studies.

However, there are still open questions that need to be addressed
in future research. Even though dropouts are by far the most
reported indicator for treatment acceptance/patient safety in
studies with TBIs [11], data were often not usable for data
synthesis resulting in underpowered comparisons for
safety/acceptance assessment. Therefore, our findings with
regard to this outcome should be interpreted with caution.

Additionally, safety assessments of TBIs considering different
types of safety measures in people with diagnosed depression
have not yet been conducted. Thus, to obtain a more
comprehensive impression of the safety of TBIs, we suggest
including all indicators according to Rozenthal et al [112] to
evaluate negative events: (severe) adverse events, dropouts,
nonresponse, novel symptoms, and unwanted events.
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Abstract

Background: Given the high level of interest and increasing familiarity with virtual reality among adolescents, there is great
potential to use virtual reality to address adolescents’ unique health care delivery needs while in hospital. While there have been
reviews on the use of virtual reality for specific health conditions and procedures, none to date have reviewed the full scope of
virtual reality hospital interventions for adolescents who are often combined with children as a homogenous group, despite the
fact that adolescents experience virtual environments different from children.

Objective: The aim of this review was to systematically identify available evidence regarding the use of virtual reality interventions
for adolescent patients in hospital settings to evaluate effectiveness, suitability, and safety and identify opportunities for future
research.

Methods: PubMed, PsycINFO, Medline, and Scopus databases were searched using keywords and phrases. Retrieved abstracts
(n=1525) were double screened, yielding 276 articles for full-text screening. Of these, 8 articles met inclusion criteria. Data were
extracted to a standardized coding sheet, and a narrative synthesis was performed due to the heterogeneity of the studies.

Results: Four RCTs and 4 single-case reports were identified for inclusion, all of which aimed to reduce pain or anxiety. The
scenarios targeted were burn pain, venipuncture, chemotherapy, preoperative anxiety, and palliative care. Three out of 4 RCTs
found significant reductions in pain or anxiety outcomes measures when using virtual reality compared to standard care or other
distraction techniques; however, only 1 study combined self-reported experiences of pain or anxiety with any physiological
measures. Single-case reports relied primarily upon qualitative feedback, with patients reporting reduced pain or anxiety and a
preference for virtual reality to no virtual reality.

Conclusions: Virtual reality can provide a safe and engaging way to reduce pain and anxiety in adolescents while in hospital,
particularly when virtual reality software is highly immersive and specifically designed for therapeutic purposes. As VR becomes
more accessible and affordable for use in hospitals, larger and more diverse studies that capitalize on adolescents’ interest in and
aptitude for virtual reality, and on the full range of capabilities of this emerging technology, are needed to build on these promising
results.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42020198760;
https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42020198760

(J Med Internet Res 2021;23(6):e24967)   doi:10.2196/24967
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Introduction

Interest in the use of virtual reality (VR) in the health sector has
increased steadily over the past decade; recent advances have
made VR technology more immersive, flexible, portable, and
affordable. VR has been studied in the treatment of a wide range
of clinical conditions, including pain management [1-3],
rehabilitation [4], anxiety [5], phobias [6], and posttraumatic
stress disorder [7].

The term VR has been used in health research to refer to a variety
of simulated experiences between an individual and a 3D
computer-generated environment, including videogames using
a standard monitor [8]. However, VR is now mostly considered
to require immersion [9,10] in a 3D environment that provides
the user with the illusory experience of being in a place other
than where they physically are (known as presence) [11,12].
This is usually achieved with a stereoscopic head-mounted
display, often with motion tracking that allows the user to
actively determine their field of view (by moving their head)
to interact with the environment.

The ability of VR to modulate subjective experience lends itself
to use by patients in hospital settings, where it may be used to
offer respite from stressful or confining environments, such as
hospital wards or emergency departments, or as a distraction
from chronic or procedural pain or anxiety [13]. While there
have been reviews into particular applications of VR for specific
health conditions or in-hospital procedures (eg, burn
management [14], procedural pain [1]), to date there has only
been 1 systematic review, which included only RCTs, on the
full scope of immersive VR use in hospital settings [13].
Furthermore, reviews [1,13-15] have typically combined results
for patient groups ranging from young children to older adults
and have not taken into consideration differences in levels of
enthusiasm, aptitude, nor predisposition toward VR between
these populations [16]. Brain-imaging research has suggested
that young children’s brains process virtual environments
different from the manner in which adolescent and adult brains
process virtual environments [17-19].

VR is particularly appealing to adolescents; a recent US survey
found that 73% of adolescents aged 11 to 15 years are fairly to
extremely interested in VR [20]. Adolescents, defined by the
World Health Organization as aged between 10 and 19 years
[21], are developmentally distinct from young children and
adults in terms of neurocognitive and physical maturation [22],
yet studies of the use of VR for pediatric patients to date have
primarily used samples that combined adolescents with young
children [23-26], which makes it difficult to determine
adolescent-specific outcomes.

Hospitals may be particularly stressful environments for
adolescents, who are at a vulnerable stage in their development
[27]. Their health issues require different responses from the
hospital system than those young children [28,29] or adults [30]
require, because they are affected by the physical, emotional,
psychological, and sociocultural stages of adolescence as they
develop their identity and autonomy [31]. For example,
adolescents with chronic health conditions have preferences
and concepts of care that differ from those of adults [32,33].

Adolescents also have more awareness and knowledge of their
health than younger children yet may not have the emotional
or cognitive resources to deal with their situation as well as
older populations [34]. Furthermore, adolescents present
hospitals with unique medical and psychological challenges,
such as those related to the onset of mental health disorders
[35], and difficulties in ensuring compliance [36], especially
when adolescents perceive their dignity to be violated [37]. It
is for these reasons that a growing body of research has
advocated for specialist physician training and accreditation in
adolescent medicine [38,39] and for adolescents to be studied
as a developmentally distinct group separate from children and
adults [30].

Given the high level of interest and familiarity with VR among
adolescents and VR’s increasing affordability and accessibility,
there is great potential to use VR to address the unique health
care delivery needs of adolescents while in hospital, both as
inpatients and outpatients. It is, therefore, important to
understand how VR has been used in the treatment of
adolescents in hospital settings to date and whether their interest
in this technology translates to its enthusiastic use for therapeutic
purposes, so that researchers and physicians can leverage the
potential health benefits of VR for this population.

To date, no systematic review has been conducted on the overall
use of VR in hospital settings among adolescents. This
systematic review is therefore needed to determine how VR is
currently being used to improve the well-being and experiences
of adolescents in hospital; evaluate the effectiveness, suitability,
and safety of such interventions; and identify opportunities for
future research.

Methods

Search Strategy
This systematic review was performed using PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
[40]) (Multimedia Appendix 1). PubMed, PsycINFO, Medline,
and Scopus databases were searched using the following search
phrase: (virtual reality OR VR) AND (adolescen* OR child*
OR pediatric* OR youth OR teen*) AND (hospital* OR
inpatient OR treat* OR surg*). Searches were conducted in May
2020 and restricted to English-language articles published in
peer-reviewed journals between January 2005 and May 2020.
This review (and protocol) was registered (PROSPERO;
CRD42020198760).

The database searches yielded 2214 records (549 from PubMed,
216 from PsycINFO, 592 from Medline, and 857 from Scopus),
from which 689 duplicates were removed. Manual searches of
previous reviews, key journals, and reference lists of key articles
were conducted; however, no additional records were identified.

Eligibility Criteria

Record Type
As VR research in health is still in its infancy and recent reviews
of restricted populations have identified mostly exploratory and
feasibility studies [41,42], empirical studies of all research
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designs (including single-case reports) were included, to ensure
the review was comprehensive.

Participants
Studies with a target population of adolescents, defined as aged
between 10 to 19 years [21], were included.

Intervention Hardware
This review was restricted to studies that used immersive forms
of VR delivered through a head-mounted display. Because it is
not always possible for patients using VR in health settings to
move their head, this review included VR studies that were
immersive but not necessarily interactive (ie, passive forms of
VR such as prerecorded immersive VR videos were included).
Although Cave Automatic Virtual Environment systems, which
use projections to display the VR environment on walls of a
special-purpose room, are considered immersive, they are far
less affordable and widely used than head-mounted displays
[10,43] and are seldom available in hospital settings. Studies
using Cave Automatic Virtual Environment systems were,
therefore, excluded, along with studies that used nonimmersive
hardware such as computer monitors.

Intervention Settings
Studies on interventions that took place in hospital settings were
included. Participants could be either inpatients or outpatients.

Screening Process
The screening process involved 2 stages: (1) title and abstract
exclusion and (2) full-text exclusion. All records were
independently screened by 2 reviewers (BR and JK) in both
stages to establish relevance for inclusion. Any discrepancies
between reviewers’ decisions were resolved by discussion with
the authors who were not involved in selection (AC and KS)
until mutual agreement was reached.

Data Extraction
Data from studies included in the review were extracted by 1
reviewer (BR) to a standardized coding sheet, which was then
checked by a second reviewer (JK). Data extracted for synthesis
were reference source (first author surname; year of publication),
methodology (health problem or procedure under investigation;
study design; risk of bias assessment), participants (country;
attrition rate; sample size, age, and gender characteristics),
intervention details (treatment conditions; VR equipment and

software), and findings (primary outcomes, ie, impact on
physical or psychological measures; usability outcomes, ie,
measures of engagement, acceptability).

Risk of Bias Assessment
Risk of bias was assessed independently by 2 reviewers (BR
and JK) for RCTs, using the Cochrane Collaboration tool [44],
and for single-case reports, using the Methodological Quality
and Synthesis of Case Series and Case Reports Protocol [45].
Any discrepancies between reviewers were resolved by
discussion. Given that it is not possible to blind participants or
personnel to a VR intervention condition, the questions about
performance bias and detection bias were not assessed for RCTs.
An additional domain—whether any confounder variables at
baseline were accounted for—was included under other risks.
For case reports, causality questions (“were other alternative
causes that may explain the observation ruled out?”; “was there
a challenge/rechallenge phenomenon?”; “was there a
dose–response effect?”) were not applicable to this study and
were not assessed.

Data Analysis
Given the small number of studies included in this review and
the heterogeneity of their aims, research design, and outcome
measures, quantitative meta-analysis was not possible. A
narrative synthesis approach was used to describe the findings
of this systematic review.

Results

Study Selection
The literature search yielded 2214 records. Of the 1525 records
that remained after duplicate removal, 1249 were excluded
because their titles and abstracts indicated that they were not
about virtual reality interventions for adolescent patients in
hospital settings, leaving 276 articles to be assessed for
eligibility based on inclusion criteria.

During the second stage of screening, 68 articles were excluded
based on record type; 126 were excluded because the target
population was not limited to adolescents; 68 articles were
excluded because the intervention did not take place in hospital
settings; and 6 were excluded because they did not use
immersive VR. A total of 8 studies were included (Figure 1).
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Figure 1. Selection flowchart.

Health Problems/Procedures and Study Designs
Detailed characteristics of the included articles (n=8) are
provided in Multimedia Appendix 2. Four studies [46-49] were
RCTs and 4 studies [50-53] were single-case reports. Of the
RCTs, 2 studies [46,49] compared VR to standard care, 1 study
[47] compared VR to standard distraction (TV, music, books),
and 1 study [48] compared VR to 2 control groups—standard
care and passive distraction (watching a movie). The study
design of 1 RCT [46] was incorrectly described as
quasi-experimental and the control group was described as
waitlist; however, private communication with the authors
confirmed that while on the waitlist, the control group received
the same standard care as the intervention group but without
the VR component (G Manshaee, PhD, email communication,
August 9, 2020). Given this information and the fact that group
assignment was randomized, we classified the study as an RCT.

Three studies used VR for distraction from burn pain (2 RCTs
[47,48], 1 case report [50]), 2 studies used VR for distraction
from pain and anxiety during chemotherapy sessions (1 RCT
[46], 1 case report [51]), 1 study [49] used VR for distraction
from pain and anxiety during venipuncture, 1 case report used
VR to reduce preoperative anxiety [52], and 1 case report used
VR to improve well-being in palliative care [53].

Three of the RCTs [46,48,49] compared pretest and posttest
measures of outcome variables (1 study also included 7-day
and 1-month follow-ups [46]), while 1 RCT [47] measured burn
pain intensity, observed pain behaviors, and objective
physiological indicators (heart rate and oxygen saturation) at 3

time points: baseline, during dressing removal, and during
dressing application. Two case reports [50,51] compared
outcome variables measured with and without VR, while the
other 2 case reports [52,53] only recorded qualitative
assessments of the patients’ VR experiences.

Risk of Bias Assessment
The risk of bias for the RCT studies (Multimedia Appendix 3)
was low for most studies in most domains. Baseline confounding
variables were adequately accounted for in 2 RCTs [47,49], but
there was a high risk of bias for this domain in 1 RCT [46] and
an unclear risk in the other RCT [48]. All of the case reports
were assessed as having some risk of methodological bias
(Multimedia Appendix 4). None of the case reports described
clear selection methods, and 2 case reports [52,53] did not
adequately ascertain outcomes (ie, results were qualitative or
broadly descriptive only).

Participant Characteristics
Studies were conducted in the United States (n=5), Australia
(n=1), Iran (n=1), and Canada (n=1). The RCTs investigating
VR for burn pain had similar sample sizes (28 participants [48]
and 41 participants [47]) and gender distributions (approximately
one-third of participants were female). In the RCT investigating
VR and chemotherapy [46], all the participants were female
(sample size of 30). The RCT investigating VR and venipuncture
had a large sample size (143 participants) and an even gender
distribution [49]. The overall attrition rate in RCTs was
negligible, with 2 studies [46,47] reporting no attrition. In the
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other 2 studies, attrition occurred primarily due to participants
withdrawing or rescheduling prior to their procedures.

The age range for all included studies fell within the World
Health Organization definition of 10 to 19 years [21], with the
exception of 1 RCT [49], which also included 16 participants
(16/143, 11.2%) aged 20 or 21 years who were defined as
adolescents in the study because they were being treated at a
Children’s Hospital. The age distributions of 2 RCTs were
similar (range 11-17 years, mean 13.1 years [47]; range 10-17
years, mean 13.5 years [48]), while 1 RCT [46] had an age range
of 14 to 18 years (mean 14.9 years). In the case reports, 3
patients were aged between 10 and 12 years (2 males [50,52]
and 1 female [53]), and 1 patient was a 17-year-old male who
was morbidly obese [51].

VR Software
Most studies tested VR programs that were specifically designed
for therapeutic purposes: SnowWorld (University of Washington
Harborview Burn Center and Firsthand Technology Inc), the
first VR software created specifically for pain distraction during
burn wound redressing [50]; Bear Blast (AppliedVR Inc), a
fast-paced interactive game designed for pain distraction, for
venipuncture [49]; and Ocean Journey, a passive (ie,
noninteractive) VR therapy film, for chemotherapy [46]. In 1
case report [53], the patient, who was in palliative care, was
provided with a range of 360° videos (Wishplay), designed to
allow patients to have experiences beyond the limitations of
their illness or disability, which included a figure-skating
experience custom-made for the patient.

Three studies used off-the-shelf software not designed for
therapeutic purposes: 1 case report on a patient undergoing
chemotherapy used Ocean Descent (Sony Interactive
Entertainment); 1 RCT on burn pain used age-appropriate
interactive VR games (Chicken Little for 11- to 13-year-olds;
Need for Speed for 14- to 17-year-olds) [47]; and 1 case report
used Oculus Rooms to connect the patient suffering preoperative
anxiety to their parent (who was located in the preoperative
area) and allowed them to play a virtual board game together
while the patient was transported to the operating table and until
they lost consciousness from the anesthesia [52]. This case
report was the only study included that used software that
allowed virtual interaction with other users.

The VR session length in half of the studies [46,50-52] was
between 20 and 30 minutes, in line with recommendations for
VR session length [54]. The exceptions were the study with
venipuncture [49], in which the session length was less than 5
minutes due to the short procedure; the palliative care study
(5-10 minutes per video) [53], and the 2 studies with burn wound
care [47,48], in which session length varied greatly depending
on the length of time required to remove and apply dressings
(2-100 minutes). A facilitator was present in all sessions to help
guide the adolescent participants, with the exception of the
palliative care study [53], in which the patient was first guided
to ensure tolerability, and then left to use the VR device at their
own leisure for approximately 4 weeks.

VR Equipment
Studies used a variety of immersive VR devices (Multimedia
Appendix 2). The studies with patients with burn wounds, which
were the oldest studies included, each used different VR
headsets connected to desktop computers with user control via
joystick or trackball (ie, no head tracking): Kipping et al [47]
excluded patients with burn wound locations that would impact
their ability to wear a head-mounted display, while Jeffs et al
[48] and Hoffman et al [50] used head-mounted displays on
custom-built adjustable arm devices to allow patients with burn
wounds on the head to be included. The other studies used
widely available consumer head-mounted displays with head
tracking capabilities (Oculus Go, Oculus Rift, Sony PlayStation
VR), including 3 studies [46,49,53] that utilized smartphones
as the display and processor (Samsung VR Gear, Merge VR
Goggles, Google Daydream).

Primary Measures and Outcomes
There was almost no commonality in the measures used to assess
primary outcomes (Multimedia Appendix 2), with the exception
of the use of a visual analog scale to assess pain in RCTs for
venipuncture [49] and burn pain [47].

Gold and Mahrer [49] found that using VR for distraction during
venipuncture resulted in significantly less procedural pain and
procedural anxiety (each measured with visual analog scales),
and significantly better affect (measured with the Facial Affect
scale) for VR than that for standard care, when controlling for
baseline pain. Secondary analyses revealed that patients with
high anxiety sensitivity benefited the most from VR [49].

Kipping et al [47] measured burn pain intensity (with a visual
analog scale) and observed pain behaviors, heart rate, and
oxygen saturation, but the only significant difference between
VR (using off-the-shelf interactive games) and standard
distraction was fewer pain behaviors observed by nurses during
dressing removal for the VR condition. Jeffs et al [48] found
that procedural pain while using SnowWorld was significantly
lower for VR (and was the only condition in which procedural
pain was reduced compared to preprocedure pain) than that for
passive distraction or standard care (adjusted for age, sex,
preprocedure pain, state anxiety, opiate use, and treatment
length). A patient with burns undergoing occupational therapy
also reported lower pain when using SnowWorld than that
experienced in standard occupational therapy sessions the days
before and after the VR session [50].

Sharifpour et al [46] found that, after 8 weekly 30-minute
chemotherapy sessions while watching the noninteractive VR
film Ocean Journey, patients reported lower pain intensity, pain
anxiety, pain catastrophizing, and pain self-efficacy compared
to the standard care control group. These effects were
maintained for subsequent weekly chemotherapy sessions
without VR, at 7-day and 1-month follow-ups. One case report
with chemotherapy [51] did not measure pain or anxiety directly;
the use of VR during a monthly lumbar puncture procedure
(injection of intrathecal chemotherapy) reduced the amount of
analgesics and anxiolytics required by the patient by
approximately half compared to the amount required in the
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previous 4 monthly procedures without VR, and procedure and
recovery were significantly faster (42% and 30%, respectively).

Two case reports [51,52] did not use quantitative measures. In
1 study [52], staff reported that the patient remained calm and
showed no signs of distress or anxiety while using VR during
transportation to the operating therapy and while being
administered anesthesia. In the other study [51], the patient in
palliative care reported that using VR distracted them from their
pain and loneliness and had a positive impact on their mood.

Usability Measures and Outcomes
Three of the RCTs [47-49] used quantitative usability or
engagement measures, but there was no commonality among
them. Kipping et al [47] found self-reported presence (with a
visual analog scale) while using VR to be positive but with
room for improvement (mean 6.1 out of 10). Jeffs et al [48]
found that engagement, using a nonstandard question about
perceived ability to pay attention to the distraction (either VR
or passive distraction) rated on a 5-point scale, demonstrated a
significant negative correlation with both anxiety and procedural
pain reduction in both groups, though a direct comparison
between VR and passive distraction groups was not performed.
The venipuncture RCT [49] measured usability using 2
investigator-developed Likert-type scale measures and a
qualitative questionnaire: results indicated a high level of
immersion and satisfaction with the VR game, and 92% of
participants reported no feelings of sickness during the VR
session. Jeffs et al [48] was the only other RCT to mention
side-effects, with none reported. The chemotherapy RCT [46]
did not report any usability or engagement data.

All case reports found the VR experiences to be both immersive
and fun, with no feelings of sickness or discomfort reported;
however, only 1 study (the patient in palliative care [53])
confirmed an absence of side-effects. The only usability issues
that were reported were from the patient suffering preoperative
anxiety (orientation disturbance) within Oculus Rooms: while
the patient was being moved during transportation to the
operating room (although the patient was able to quickly correct
the orientation without assistance); and poor Wi-Fi connectivity
[52].

Discussion

Principal Findings
The aim of this systematic review was to identify studies that
investigated the use of immersive VR using head-mounted
displays to improve the well-being and experiences of
adolescents in hospital settings. We chose this age group and
setting for the following reasons: First, it is often assumed that
adolescents will be enthusiastic users of therapeutic digital
technology because they are engaged users of similar technology
for social and leisure purposes; however, there is little research
evidence to date to support that this is a reasonable assumption.
Second, adolescents are often viewed as challenging or
hyperemotional in binary (pediatric or adult) health care settings
[35,36,55]. Part of this hyperemotionality is related to
neurocognitive development [56] and may be better managed

with distraction or immersion using VR than by traditional
models of care used for younger and older populations.

We identified 8 eligible articles (4 RCTs and 4 case reports),
all of which aimed to reduce pain or anxiety. The number of
articles was low, but not unremarkably so, given that research
with adolescents in hospital settings is often stalled around
consent and risk issues [57], and in studies, adolescents are
often combined with young children or adults [57]. The health
problems and procedures targeted were burn pain, venipuncture,
chemotherapy, preoperative anxiety, and palliative care. While
the lack of large RCTs precluded any meta-analysis, most
[46,48,49] found significant reductions in pain or anxiety
outcomes measures when using VR compared to those when
using standard care or other distraction techniques. There was
little commonality in the measures used to evaluate primary
and usability outcomes, with only 1 study [47] combining
self-reported pain or anxiety with physiological measures. Risk
of bias was generally low for the RCTs but was relatively high
for the single-case reports due to their study design and unclear
selection method. Caution needs to be exercised when
interpreting these findings, particularly for the case reports.

VR was well received by adolescents, who generally found it
to be safe, fun, immersive, and engaging. The attrition rates in
the RCT studies were very low compared to those of other VR
studies [54], which supports the view that adolescents find VR
more engaging than other populations, which is highly relevant.

A wide range of head-mounted displays were used, including
headsets that utilized smartphones as the display and processor.
Studies [48,50] also demonstrated the efficacy of using
custom-mounted head-mounted displays combined with hand
controllers for patients who are undergoing treatments that
prevent them from moving their head. Consistent with the
findings of previous studies with pediatric patients [58-61],
there were very few reports of side-effects associated with VR
use; however, only 1 study [49] in this review quantitatively
measured feelings of nausea.

Therapeutic Mechanisms of VR Use by Adolescents
The synthesis of findings from this review present an up-to-date
account of the evidence base for VR use by adolescents in
hospitals. There are sound reasons why VR might be generally
an effective therapeutic intervention for pain, anxiety, and other
distress associated with necessary health care situations, as well
as some reasons why VR in these health care situations might
be particularly advantageous for adolescents.

The mechanism by which VR reduces the experience of pain
and anxiety has mostly been attributed to active distraction.
That is, it directs the patient’s attention away from their
treatment or condition by requiring them to interact with the
VR environment. The neuromatrix theory of pain [62] suggests
that the perception and experience of pain can be altered by
cognitive, sensory, and affective experiences. VR interventions
that actively distract by engaging cognitive resources (by being
engaging and interactive), offer high sensory stimulation (by
being immersive), and lead to positive affect (by being
enjoyable) can therefore reduce the neurological resources
available for processing pain [63,64]. Studies have shown that
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adolescents are more sensitive to pain and likely to become
more emotionally dysregulated when faced with situations that
are unfamiliar [65], so active distraction using VR may be
particularly beneficial for adolescents, especially in hospital
settings.

It has previously been demonstrated that active distraction using
VR is particularly effective in reducing burn pain [14,66],
especially when using SnowWorld, a game specifically designed
for burns patients. Consistent with these findings, 2 studies
[48,50] in this review that used SnowWorld reported a reduction
in adolescents’ experiences of pain. In contrast, a study [47]
that used off-the-shelf VR games for burn pain found that they
were not significantly better than using standard distraction
methods and induced only a moderate level of presence.
Previous studies [67-69] have shown that the level of presence
or immersion experienced by patients in VR interventions is
directly correlated with the level of pain reduction. Kipping and
colleagues [47] noted that any savings realized from using
off-the-shelf VR software are likely to be at the expense of
effectiveness.

While passive or less immersive scenarios have been shown to
provide little relief from severe pain, for example, in patients
with burns [70], these scenarios have been effective in
chemotherapy. Sharifpour and colleagues [46] demonstrated
that watching a passive VR film during weekly 30-minute
chemotherapy sessions was not only effective in reducing
adolescents’ scores on a range of pain and anxiety measures,
but also that this effect was maintained for subsequent weekly
sessions without VR. These findings suggest a mechanism other
than active distraction in this study. It has been shown that VR
can lead to increased cognitive control over pain, by facilitating
relaxation and changing the way people think about pain [71,72],
specifically by reducing pain catastrophizing, and increasing
pain self-efficacy (ie, the ability to tolerate and control pain).
This would fit with the concept that situations facilitating
mastery and self-control are positive learning experiences for
adolescents [73]. This suggests that the use of VR in the
management of pain during chemotherapy, chronic pain
associated with cancer, or other medical conditions may provide
lasting benefits, even afterward when one is not using a VR
device [74].

The patient in the palliative care case report was also
experiencing chronic pain, but reported another therapeutic
mechanism—immersive VR helped as a distraction from the
loneliness and boredom associated with long-term
hospitalization and waiting for health care attention [53]. With
emerging research showing that VR use in palliative care
settings is acceptable and well tolerated [75,76], more studies
are needed to investigate expanding the use of VR to settings
beyond distraction and relieving boredom, such as connecting
adolescents with their peers and family to share a VR experience
or play VR games together. Isolation from friends and peers is
one of the most frequently reported negative aspects of
hospitalization for adolescents [27,30]. Using VR to play games
with friends or communicate with family via home-to-hospital
live streaming [77] would therefore be particularly suitable for
improving the mood and well-being of hospitalized adolescents,
especially given their high level of enthusiasm and

predisposition toward VR [16,20] and VR’s emerging
acceptability for use in these settings [26].

Implications for Future Research
The studies included in this systematic review suggest that there
is tremendous potential for immersive VR to improve the
well-being of adolescents in hospital settings. While the
evidence base for this specific population is not yet established,
the inclusion of case studies in this review demonstrates
feasibility for several new applications of VR for adolescents
in hospital settings and provides researchers with directions for
potential interventions for the future.

This review also highlighted a number of methodological
concerns that researchers in this field should seek to address in
future studies. These include inconsistency across studies in the
selection of primary outcome and usability measures, a lack
physiological measures to complement subjective measures,
and the difficulty in replicating studies due to the wide use of
customized software and hardware.

Another contribution of this adolescent-specific review is the
identification of several gaps in the literature for this population.
The studies included in this review focused on pain and
pain-related anxiety, however, recent studies in nonhospital
settings have shown great potential for VR to be used to reduce
other kinds of psychological distress in adolescents in a range
of circumstances [78-82]. Emergency departments are a hospital
environment that adolescents are more likely to use than other
age groups [83], but also one that adolescents find particularly
distressing due to long waits, loud sounds, bright lights, privacy
intrusions, and exposure to the distress of others [84]. VR could
therefore be effective in not only dealing with acute procedural
pain while in emergency [15], but also in blocking out
distressing stimuli for a calming experience that could assist
them in regulating their emotions [79]. A recent study has
demonstrated that VR use in the emergency department can
significantly reduce levels of anxiety and anger in adults [85];
therefore, future studies should test whether these findings are
also true in adolescents.

There is also opportunity for greater use of VR to connect
adolescents in hospital with others in real time. Gupta and
colleagues [52] demonstrated the feasibility of using Oculus
Rooms to connect with a parent to relieve preoperative anxiety,
but there are many other situations in which hospitalized
adolescents are separated from their family and peers (eg,
isolation rooms, palliative care, because of visiting hours
limitations or having travelled from rural and remote areas).
While the use of VR headsets that use smartphones as the
display and processor (eg, Samsung VR Gear) is declining due
to the increase in development and affordability of all-inclusive
head-mounted displays (eg, Oculus Quest 2) [86-88], the use
of either type of head-mounted display may be well-suited for
hospitalized adolescents, who could potentially use their own
smartphones to connect with others in VR, if given access to
reliable Wi-Fi and the right software apps.

Future studies should seek to expand on the findings of the case
reports included in this review, by empirically investigating the
feasibility of using VR to connect adolescents with others to
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not only distract from pain and anxiety, but also improve
well-being by relieving distress and boredom when hospitalized
or waiting in emergency departments for extended periods. The
potential for VR to improve pain self-efficacy and to better cope
with chronic pain should also be explored.

Limitations
This systematic review was limited to studies on the use of
immersive VR to improve the well-being and experiences of
adolescents in hospital settings. As such, studies that combined
adolescents with other populations such as younger children or
adults were excluded. Searches were also limited to English
language publications and excluded grey literature and
conference papers, as we were concerned with identifying the
state of peer-reviewed research. Given the small number of
studies identified, and the heterogeneity of aims, research
designs, and outcome measures, it was not possible to conduct
a meta-analysis.

While 8 studies may seem to be a low number for a systematic
review, this is not uncommon when reviewing novel uses of
emerging technology in specific settings and populations
[89-92]. Given that VR devices have only recently become more
affordable and portable (indicated by half of the included studies
being published from 2018 onward), and hence more suitable
for wide implementation in hospital settings, it is likely that
more research in this area is currently in progress and has yet
to be published. Alternatively, the challenges of undertaking
novel research in busy hospital settings cannot be discounted
as a reason for the low number of studies that were found.

The strengths of this review include a clear research question,
prospectively registered protocol, thorough search strategy with
more than 1 assessor, and the inclusion of all research designs
to capture applications of VR at various stages of development.
No prior reviews have specifically investigated the full range
of immersive VR use to improve the in-hospital experiences of
adolescents.

Conclusion
This was the first systematic review of published studies on the
use of immersive VR to improve the well-being and experiences
of adolescents in hospital settings without confounds from
younger children and adults. This is an important contribution
to the field of VR health research, given that adolescents are
developmentally distinct from other age groups, and present
hospitals with unique challenges and health care delivery needs
for which VR may be a useful and appealing tool. Studies varied
in terms of quality and design, from RCTs to single-case reports
that support the feasibility of potential interventions for the
future. Overall, there was support for the effectiveness of VR
in hospitals to reduce pain and anxiety in adolescents,
particularly when VR software was highly immersive and
specifically designed for therapeutic purposes.

There were examples of both active and passive distraction
mechanisms being effectively used by VR interventions,
although the latter is currently underutilized for adolescents in
hospital settings. There was also a lack of RCTs investigating
the effect of VR on adolescents in hospital without combining
results with younger children, who process virtual environments
differently. Future studies should use larger sample sizes and
RCT designs, evaluate physiological and psychological outcome
measures in addition to self-report measures, and address current
gaps in the literature by empirically investigating the use of VR
to relieve psychological distress in adolescents while in hospital,
connect adolescents with friends and family to improve their
well-being, and help adolescents develop skills to better tolerate
and control chronic pain.

The use of VR in the health sector has enormous potential,
especially for use with adolescents, who have a keen interest
and aptitude toward this emerging treatment modality. As VR
technology continues to improve and become more affordable,
the evidence base for its effectiveness in relieving adolescent
pain and distress in hospital settings should continue to grow.
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Abstract

Background: Health recommender systems (HRSs) offer the potential to motivate and engage users to change their behavior
by sharing better choices and actionable knowledge based on observed user behavior.

Objective: We aim to review HRSs targeting nonmedical professionals (laypersons) to better understand the current state of
the art and identify both the main trends and the gaps with respect to current implementations.

Methods: We conducted a systematic literature review according to the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines and synthesized the results. A total of 73 published studies that reported both an
implementation and evaluation of an HRS targeted to laypersons were included and analyzed in this review.

Results: Recommended items were classified into four major categories: lifestyle, nutrition, general health care information,
and specific health conditions. The majority of HRSs use hybrid recommendation algorithms. Evaluations of HRSs vary greatly;
half of the studies only evaluated the algorithm with various metrics, whereas others performed full-scale randomized controlled
trials or conducted in-the-wild studies to evaluate the impact of HRSs, thereby showing that the field is slowly maturing. On the
basis of our review, we derived five reporting guidelines that can serve as a reference frame for future HRS studies. HRS studies
should clarify who the target user is and to whom the recommendations apply, what is recommended and how the recommendations
are presented to the user, where the data set can be found, what algorithms were used to calculate the recommendations, and what
evaluation protocol was used.

Conclusions: There is significant opportunity for an HRS to inform and guide health actions. Through this review, we promote
the discussion of ways to augment HRS research by recommending a reference frame with five design guidelines.

(J Med Internet Res 2021;23(6):e18035)   doi:10.2196/18035

KEYWORDS

health recommender systems; recommender; recommendation system; health; health care; patient; layperson; systematic review;
eHealth; evaluation; recommender technique; user interface; guidelines; mobile phone

Introduction

Research Goals
Current health challenges are often related to our modern way
of living. High blood pressure, high glucose levels, and physical
inactivity are all linked to a modern lifestyle characterized by
sedentary living, chronic stress, or a high intake of energy-dense
foods and recreational drugs [1]. Moreover, people usually make

poor decisions related to their health for distinct reasons, for
example, busy lifestyles, abundant options, and a lack of
knowledge [2]. Practically, all modern lifestyle health risks are
directly affected by people’s health decisions [3], such as an
unhealthy diet or physical inactivity, which can contribute up
to three-fourth of all health care costs in the United States [4].
Most risks can be minimized, prevented, or sometimes even
reversed with small lifestyle changes. Eating healthily,
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increasing daily activities, and knowing where to find validated
health information could lead to improved health status [5].

Health recommender systems (HRSs) offer the potential to
motivate and engage users to change their behavior [6] and
provide people with better choices and actionable knowledge
based on observed behavior [7-9]. The overall objective of the
HRS is to empower people to monitor and improve their health
through technology-assisted, personalized recommendations.
As one approach of modern health care is to involve patients
in the cocreation of their own health, rather than just leaving it
in the hands of medical experts [10], we limit the scope of this
paper to HRSs that focus on laypersons, for example, nonhealth
care professionals. These HRSs are different from clinical
decision support systems that provide recommendations for
health care professionals. However, laypersons also need to
understand the rationale of recommendations, as echoed by
many researchers and practitioners [11]. This paper also studies
the role of a graphical user interface. To guide this study, we
define our research questions (RQs) as follows:

RQ1: What are the main applications of the recent HRS, and
what do these HRSs recommend?

RQ2: Which recommender techniques are being used across
different HRSs?

RQ3: How are the HRSs evaluated, and are end users involved
in their evaluation?

RQ4: Is a graphical user interface designed, and how is it used
to communicate the recommended items to the user?

Recommender Systems and Techniques
Recommender techniques are traditionally divided into different
categories [12,13] and are discussed in several state-of-the-art
surveys [14]. Collaborative filtering is the most used and mature
technique that compares the actions of multiple users to generate
personalized suggestions. An example of this technique can
typically be found on e-commerce sites, such as “Customers
who bought this item also bought...” Content-based filtering is
another technique that recommends items that are similar to
other items preferred by the specific user. They rely on the
characteristics of the objects themselves and are likely to be
highly relevant to a user’s interests. This makes content-based
filtering especially valuable for application domains with large
libraries of a single type of content, such as MedlinePlus’
curated consumer health information [15]. Knowledge-based

filtering is another technique that incorporates knowledge by
logic inferences. This type of filtering uses explicit knowledge
about an item, user preferences, and other recommendation
criteria. However, knowledge acquisition can also be dynamic
and relies on user feedback. For example, a camera
recommender system might inquire users about their
preferences, fixed or changeable lenses, and budget and then
suggest a relevant camera. Hybrid recommender systems
combine multiple filtering techniques to increase the accuracy
of recommendation systems. For example, the companies you
may want to follow feature in LinkedIn uses both content and
collaborative filtering information [16]: collaborative filtering
information is included to determine whether a company is
similar to the ones a user already followed, whereas content
information ensures whether the industry or location matches
the interests of the user. Finally, recommender techniques are
often augmented with additional methods to incorporate
contextual information in the recommendation process [17],
including recommendations via contextual prefiltering,
contextual postfiltering, and contextual modeling [18].

HRSs for Laypersons
Ricci et al [12] define recommender systems as:

Recommender Systems (RSs) are software tools and
techniques providing suggestions for items to be of
use to a user [13,19,20]. The suggestions relate to
various decision-making processes, such as what
items to buy, what music to listen to, or what online
news to read.

In this paper, we analyze how recommender systems have been
used in health applications, with a focus on laypersons. Wiesner
and Pfeifer [21] broadly define an HRS as:

a specialization of an RS [recommender system] as
defined by Ricci et al [12]. In the context of an HRS,
a recommendable item of interest is a piece of
nonconfidential, scientifically proven or at least
generally accepted medical information.

Researchers have sought to consolidate the vast body of
literature on HRSs by publishing several surveys, literature
reviews, and state-of-the-art overviews. Table 1 provides an
overview of existing summative studies on HRSs that identify
existing research and shows the number of studies included, the
method used to analyze the studies, the scope of the paper, and
their contribution.
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Table 1. An overview of the existing health recommender system overview papers.

ContributionScopeMethodPapers, nReview

Identifying challenges (eg, cyber-attacks, difficult
integration, and data mining can cause ethical is-
sues) and opportunities (eg, integration with per-
sonal health data, gathering user preferences, and
increased consistency)

Provides an overview of the litera-
ture in 2013

Systematic review8Sezgin and Özkan
(2013) [22]

Providing a framework to incorporate domain
understanding, evaluation, and specific methodol-
ogy into the development process

Stresses the importance of the inter-

face and HCIa of an HRSb
Survey17Calero Valdez et al

(2016) [23]

Proposing a hybrid HRSProvides an overview of existing
recommender systems with more
focus on health care systems

Systematic review7Kamran and Javed
(2015) [24]

Presenting a novel proposal for the integration of
a recommender system into smart home care

Research empirical results and
practical implementations of HRSs

Systematic review22Afolabi et al
(2015) [25]

Identifying HRSs that do not have many mobile
health care apps

Identifies and analyzes HRSs avail-
able in mobile apps

Systematic review8Ferretto et al
(2017) [26]

Proposing a multidisciplinary taxonomy, including
integration with electronic health records and the
incorporation of health promotion theoretical
factors and behavior change theories

Identifies, categorizes, and analyzes
existing knowledge on the use of
HRSs for patient interventions

Systematic review19Hors-Fraile et al
2018 [27]

Identifying challenges subdivided into patient and
user challenges, recommender challenges, and
evaluation challenges

Discusses HRSs to find personal-
ized, complex medical interventions
or support users with preventive
health care measures

Survey24Schäfer et al
(2017) [28]

Identifying challenges of incorporating recom-
mender systems into CTHC. Proposing a future
research agenda for CTHC systems

Research limitations of current

CTHCc systems

Systematic review15Sadasivam et al
(2016) [29]

Outlining an evaluation approach and discussing
challenges and open issues

Introduces HRSs and explains their
usefulness to personal health record
systems

SurveyNot reportedWiesner and
Pfeifer (2014) [21]

Reflecting on theory development and applicationsExplores approaches to the develop-
ment of a recommendation system
for archives of public health mes-
sages

SurveyNot reportedCappella et al
(2015) [30]

aHCI: human-computer interaction.
bHRS: health recommender system.
cCTHC: computer-tailored health communication.

As can be seen in Table 1, the scope of the existing literature
varies greatly. For example, Ferretto et al [26] focused solely
on HRSs in mobile apps. A total of 3 review studies focused
specifically on the patient side of the HRS: (1) Calero Valdez
et al [23] analyzed the existing literature from a human-computer
interaction perspective and stressed the importance of a good
HRS graphical user interface; (2) Schäfer et al [28] focused on
tailoring recommendations to end users based on health context,
history, and goals; and (3) Hors-Fraile et al [27] focused on the
individual user by analyzing how HRSs can target behavior
change strategies. The most extensive study was conducted by
Sadasivam et al [29]. In their study, most HRSs used
knowledge-based recommender techniques, which might limit
individual relevance and the ability to adapt in real time.
However, they also reported that the HRS has the opportunity
to use a near-infinite number of variables, which enables
tailoring beyond designer-written rules based on data. The most
important challenges reported were the cold start [31] where
limited data are available at the start of the intervention, limited

sample size, adherence, and potential unintended consequences
[29]. Finally, we observed that these existing summative studies
were often restrictive in their final set of papers.

Our contributions to the community are four-fold. First, we
analyze a broader set of research studies to gain insights into
the current state of the art. We do not limit the included studies
to specific devices or patients in a clinical setting but focus on
laypersons in general. Second, through a comprehensive
analysis, we aim to identify the applications of recent HRS apps
and gain insights into actionable knowledge that HRSs can
provide to users (RQ1), to identify which recommender
techniques have been used successfully in the domain (RQ2),
how HRSs have been evaluated (RQ3), and the role of the user
interface in communicating recommendations to users (RQ4).
Third, based on our extensive literature review, we derive a
reference frame with five reporting guidelines for future
layperson HRS research. Finally, we collected and coded a
unique data set of 73 papers, which is publicly available in
Multimedia Appendix 1 [7-9,15,32-100] for other researchers.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e18035 | p.122https://www.jmir.org/2021/6/e18035
(page number not for citation purposes)

De Croon et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods

Search Strategy
This study was conducted according to the key steps required
for systematic reviews according to PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines [101]. A literature search was conducted using the
ACM Digital Library (n=2023), IEEExplore (n=277), and
PubMed (n=93) databases. As mentioned earlier, in this
systematic review we focused solely on HRSs with a focus on
laypersons. However, many types of systems, algorithms, and
devices can be considered as a HRS. For example, push
notifications in a mobile health app or health tips prompted by
web services can also be considered as health-related
recommendations. To outline the scope, we limited the search
terms to include a recommender or recommendation, as reported
by the authors. The search keywords were as follows, using an
inclusive OR: (recommender OR recommendation systems OR
recommendation system) AND (health OR healthcare OR
patient OR patients).

In addition, a backward search was performed by examining
the bibliographies of the survey and review papers discussed
in the Introduction section and the reference list of included
studies to identify any additional studies. A forward search was
performed to search for articles that cited the work summarized
in Table 1.

Study Inclusion and Exclusion Criteria
As existing work did not include many studies (Table 1) and
focused on a specific medical domain or device, such as mobile
phones, this literature review used nonrestrictive inclusion
criteria. Studies that met all the following criteria were included
in the review: described an HRS whose primary focus was to
improve health (eg, food recommenders solely based on user
preferences [102] were not included); targeted laypersons (eg,
activity recommendations targeted on a proxy user such as a
coach [103] were not included); implemented the HRS (eg,
papers describing an HRS concept are not included); reported
an evaluation, either web-based or offline evaluation;
peer-reviewed and published papers; published in English.

Papers were excluded when one of the following was true: the
recommendations of HRSs were unclear; the full text was
unavailable; or a newer version was already included.

Finally, when multiple papers described the same HRS, only
the latest, relevant full paper was included.

Classification
To address our RQs, all included studies were coded for five
distinct coding categories.

Study Details
To contextualize new insights, the publication year and
publication venue were analyzed.

Recommended Items
HRSs are used across different health domains. To provide
details on what is recommended, all papers were coded

according to their respective health domains. To not limit the
scope of potential items, no predefined coding table was used.
Instead, all papers were initially coded by the first author. These
resulting recommendations were then clustered together in
collaboration with the coauthors into four categories, as shown
in Multimedia Appendix 2.

Recommender Techniques
This category encodes the recommender techniques that were
used: collaborative filtering [104], content-based filtering [105],
knowledge-based filtering [106], and their hybridizations [107].
Some studies did not specify any algorithmic details or
compared multiple techniques. Finally, when an HRS used
contextual information, it was coded whether they used pre- or
postfiltering or contextual modeling.

Evaluation Approach
This category encodes which evaluation protocols were used
to measure the effect of HRSs. We coded whether the HRSs
were evaluated through offline evaluations (no users involved),
surveys, heuristic feedback from expert users, controlled user
studies, deployments in the wild, and randomized controlled
trials (RCTs). We also coded sample size and study duration
and whether ethical approval was gathered and needed.

Interface and Transparency
Recommender systems are often perceived as a black box, as
the rationale for recommendations is often not explained to end
users. Recent research increasingly focuses on providing
transparency to the inner logic of the system [11]. We encoded
whether explanations are provided and, in this case, how such
transparency is supported in the user interface. Furthermore,
we also classified whether the user interface was designed for
a specific platform, categorized as mobile, web, or other.

Data Extraction, Intercoder Reliability, and Quality
Assessment
The required information for all included technologies and
studies was coded by the first author using a data extraction
form. Owing to the large variety of study designs, the included
studies were assessed for quality (detailed scores given in
Multimedia Appendix 1) using the tool by Hawker et al [108].
Using this tool, the abstract and title, introduction and aims,
method and data, sample size (if applicable), data analysis,
ethics and bias, results, transferability or generalizability, and
implications and usefulness were allocated a score between 1
and 4, with higher scoring studies indicating higher quality. A
random selection with 14% (10/73) of the papers was listed in
a spreadsheet and coded by a second researcher following the
defined coding categories and subcategories. The decisions
made by the second researcher were compared with the first.
With the recommended items (Multimedia Appendix 2), there
was only one small disagreement between physical activity and
leisure activity [32], but all other recommended items were
rated exactly the same; the recommender techniques had a
Cohen κ value of 0.71 (P<.001) and the evaluation approach
scored a Cohen κ value of 0.81 (P<.001). There was moderate
agreement (Cohen κ=0.568; P<.001) between the researchers
concerning the quality of the papers. The interfaces used were
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in perfect agreement. Finally, the coding data are available in
Multimedia Appendix 1.

Results

Study Details
The literature in three databases yielded 2340 studies, of which
only 23 were duplicates and 53 were full proceedings, leaving

2324 studies to be screened for eligibility. A total of 2161
studies were excluded upon title or abstract screening because
they were unrelated to health or targeted at medical professionals
or because the papers did not report an evaluation. Thus, the
remaining 163 full-text studies were assessed for eligibility.
After the removal of 90 studies that failed the inclusion criteria
or met the exclusion criteria, 73 published studies remained.
The search process is illustrated in Figure 1.

Figure 1. Flow diagram according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. EC: exclusion
criteria; IC: inclusion criteria.

All included papers were published in 2009 or later, following
an upward trend of increased popularity. The publication venues
of HRSs are diverse. Only the PervasiveHealth [33-35], RecSys
[36,37,109], and WI-IAT [38-40] conferences published 3
papers each that were included in this study. The Journal of
Medical Internet Research was the only journal that occurred
more frequently in our data set; 5 papers were published by
Journal of Medical Internet Research [41-45]. The papers were
first rated using Hawker tool [108]. Owing to a large number
of offline evaluations, we did not include the sample score to
enable a comparison between all included studies. The papers
received an average score of 24.32 (SD 4.55, max 32; data set

presented in Multimedia Appendix 1). Most studies scored very
poor on reporting ethics and potential biases, as illustrated in
Figure 2. However, there is an upward trend over the years in
more adequate reporting of ethical issues and potential biases.
The authors also limited themselves to their specific case studies
and did not make any recommendations for policy (last box plot
is presented in Figure 2). All 73 studies reported the use of
different data sets. Although all recommended items were health
related, only Asthana et al [46] explicitly mentioned using
electronic health record data. Only 14% (10/73) [7,47-55]
explicitly reported that they addressed the cold-start problem.
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Figure 2. Distribution of the quality assessment using Hawker tool.

Recommended Items

Overview
Most HRSs operated in different domains and thus
recommended different items. In this study, four nonmutually
exclusive categories of recommended items were identified:
lifestyle 33% (24/73), nutrition 36% (26/73), general health
information 32% (23/73), and specific health condition–related
recommendations 12% (9/73). The only significant trend we
found is the increasing popularity of nutrition advice.
Multimedia Appendix 2 shows the distribution of these
recommended items.

Lifestyle
Many HRSs, 33% (24/73) of the included studies, suggest
lifestyle-related items, but they differ greatly in their exact
recommendations. Physical activity is often recommended.
Physical activities are often personalized according to personal
interests [56] or the context of the user [35]. In addition to
physical activities, Kumar et al [32] recommend eating,
shopping, and socializing activities. One study analyzes the data
and measurements to be tracked for an individual and then
recommends the appropriate wearable technologies to stimulate
proactive health [46]. A total of 7 studies [7,9,42,53,57-59]
more directly try to convince users to alter their behavior by
recommending them to change, or alter their behavior: for
example, Rabbi et al [7] learn “a user’s physical activity and
dietary behavior and strategically suggests changes to those
behaviors for a healthier lifestyle.” In another example, both
Marlin et al [59] and Sadasivam et al [42] motivate users to stop
smoking by providing them with tailored messages, such as
“Keep in mind that cravings are temporary and will pass.”
Messages could reflect the theoretical determinants of quitting,
such as positive outcome expectations and self-efficacy
enhancing small goals [42].

Nutrition
The influence of food on health is also clear from the large
subset of HRSs dealing with nutrition recommendations. A
mere 36% (26/73) of the studies recommend nutrition-related
information, such as recipes [50], meal plans [36], restaurants
[60], or even help with choosing healthy items from a restaurant

menu [61]. Wayman and Madhvanath [37] provide automated,
personalized, and goal-driven dietary guidance to users based
on grocery receipt data. Trattner and Elsweiler [62] use
postfiltering to focus on healthy recipes only and extended them
with nutrition advice, whereas Ge et al [48] require users to first
enter their preferences for better recommendations. Moreover,
Gutiérrez et al [63] propose healthier alternatives through
augmented reality when the users are shopping. A total of 7
studies specifically recommend healthy recipes
[47,48,50,62,64-66]. Most HRSs consider the health condition
of the user, such as the DIETOS system [67]. Other systems
recommend recipes that are synthesized based on existing
recipes and recommend new recipes [64], assist parents in
making appropriate food for their toddlers [47], or help users
to choose allergy-safe recipes [65].

General Health Information
According to 32% (23/73) of the included studies, providing
access to trustworthy health care information is another common
objective. A total of 5 studies focused on personalized,
trustworthy information per se [15,55,68-70], whereas 5 others
focused on guiding users through health care forums [52,71-74].
In total, 3 studies [55,68,69] provided personalized access to
general health information. For example, Sanchez Bocanegra
et al [15] targeted health-related videos and augmented them
with trustworthy information from the United States National
Library of Medicine (MedlinePlus) [110]. A total of 3 studies
[52,72,74] related to health care forums focused on finding
relevant threads. Cho et al [72] built “an autonomous agent that
automatically responds to an unresolved user query by posting
an automated response containing links to threads discussing
similar medical problems.” However, 2 studies [71,73] helped
patients to find similar patients. Jiang and Yang [71] investigated
approaches for measuring user similarity in web-based health
social websites, and Lima-Medina et al [73] built a virtual
environment that facilitates contact among patients with
cardiovascular problems. Both studies aim to help users seek
informational and emotional support in a more efficient way.
A total of 4 studies [41,75-77] helped patients to find appropriate
doctors for a specific health problem, and 4 other studies
[51,78-80] focused on finding nearby hospitals. A total of 2
studies [78,79] simply focused on the clinical preferences of
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the patients, whereas Krishnan et al [111] “provide health care
recommendations that include Blood Donor recommendations
and Hospital Specialization.” Finally, Tabrizi et al [80]
considered patient satisfaction as the primary feature of
recommending hospitals to the user.

Specific Health Conditions
The last group of studies (9/73, 12%) focused on specific health
conditions. However, the recommended items vary significantly.
Torrent-Fontbona and Lopez Ibanez [81] have built a
knowledge-based recommender system to assist diabetes patients
in numerous cases, such as the estimated carbohydrate intake
and past and future physical activity. Pustozerov et al [43] try
to “reduce the carbohydrate content of the desired meal by
reducing the amount of carbohydrate-rich products or by

suggesting variants of products for replacement.” Li and Kong
[82] provided diabetes-related information, such as the need for
a low-sodium lunch, targeted on American Indians through a
mobile app. Other health conditions supported by recommender
systems include depression and anxiety [83], mental disorders
[45], and stress [34,54,84,85]. Both the mental disorder [45]
and the depression and anxiety [83] HRSs recommend mobile
apps. For example, the app MoveMe suggests exercises tailored
to the user’s mood. The HRS to alleviate stress includes
recommending books to read [54] and meditative audios [85].

Recommender Techniques

Overview
The recommender techniques used varied greatly. Table 2 shows
the distributions of these recommender techniques.

Table 2. Overview of the different recommender techniques used in the studies.

Total studies, n (%)StudyMain techniquea

3 (4)[59,69,76]Collaborative filtering

7 (10)[15,32,54,63,72,86,87]Content-based filtering

16 (22)[9,38,44,50,57,64,66,68,79,81,82,84,88-91]Knowledge-based filtering

32 (44)[7,29,34,36,37,39-41,43,46-48,53,55,56,61,65,67,69,70,73,74,77,78,80,85,92-96,111]Hybrid

4 (5)[33,35,58,97]Context-based techniques

3 (4)[45,83,98]Not specified

8 (11)[8,49,52,60,62,71,75,99]Comparison between tech-
niques

aThe papers are classified based on how the authors reported their techniques.

Recommender Techniques in Practice
The majority of HRSs (49/73, 67%) rely on knowledge-based
techniques, either directly (17/49, 35%) or in a hybrid approach
(32/49, 65%). Knowledge-based techniques are often used to
incorporate additional information of patients into the
recommendation process [112] and have been shown to improve
the quality of recommendations while alleviating other
drawbacks such as cold-start and sparsity issues [14]. Some
studies use straightforward approaches, such as if-else reasoning
based on domain knowledge [9,79,81,82,88,90,100]. Other
studies use more complex algorithms such as particle swarm
optimization [57], fuzzy logic [68], or reinforcement algorithms
[44,84].

In total, 32 studies reported using a combination of
recommender techniques and are classified as hybrid
recommender systems. Different knowledge-based techniques
are often combined. For example, Ali et al [56] used a
combination of rule-based reasoning, case-based reasoning, and
preference-based reasoning to recommend personalized physical
activities according to the user’s specific needs and personal
interests. Asthana et al [46] combined the knowledge of a
decision tree and demographic information to identify the health
conditions. When health conditions are known, the system
knows which measurements need to be monitored. A total of 7
studies used a content-based technique to recommend
educational content [15,72,87], activities [32,86], reading
materials [54], or nutritional advice [63].

Although collaborative filtering is a popular technique [113],
it is not used frequently in the HRS domain. Marlin et al [59]
used collaborative filtering to personalize future smoking
cessation messages based on explicit feedback on past messages.
This approach is used more often in combination with other
techniques. A total of 2 studies [38,92] combined content-based
techniques with collaborative filtering. Esteban et al [92], for
instance, switched between content-based and collaborative
approaches. The former approach is used for new physiotherapy
exercises and the latter, when a new patient is registered or when
previous recommendations to a patient are updated.

Context-Based Recommender Techniques
From an HRS perspective, context is described as an aggregate
of various information that describes the setting in which an
HRS is deployed, such as the location, the current activity, and
the available time of the user. A total of 5 studies use contextual
information to improve their recommendations but use a
different technique; a prefilter uses contextual information to
select or construct the most relevant data for generating
recommendations. For example, in Narducci et al [75], the set
of potentially similar patients was restricted to consultation
requests in a specific medical area. Rist et al [33] applied a
rule-based contextual prefiltering approach [114] to filter out
inadequate recommendations, for example, “if it is dark outside,
all outdoor activities, such as ‘take a walk,’ are filtered out”
[33] before they are fed to the recommendation algorithm.
However, a postfilter removes the recommended items after
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they are generated, such as filtering outdoor activities while it
is raining. Casino et al [97] used a postfiltering technique by
running the recommended items through a real-time constraint
checker. Finally, contextual modeling, which was used by 2
studies [35,58], uses contextual information directly in the
recommendation function as an explicit predictor of a user’s
rating for an item [114].

Location, agenda, and weather are examples of contextual
information used by Lin et al [35] to promote the adoption of
a healthy and active lifestyle. Cerón-Rios et al [58] used a
decision tree to analyze user needs, health information, interests,
time, location, and lifestyle to promote healthy habits. Casino
et al [97] gathered contextual information through smart city
sensor data to recommend healthier routes. Similarly, contextual
information was acquired by Rist et al [33] using sensors
embedded in the user’s environment.

Comparisons
A total of 8 papers compared different recommender techniques
to find the most optimal algorithm for a specific data set, end
users, domain, and goal. Halder et al [52] used two well-known
health forum data sets (PatientsLikeMe [115] and HealthBoards
[116]) to compare 7 recommender techniques (among
collaborative filtering and content-based filtering) and found
that a hybrid approach scored best [52]. Another example is the
study by Narducci et al [75], who compared four
recommendation algorithms: cosine similarity as a baseline,
collaborative filtering, their own HealthNet algorithm, and a
hybrid of HealthNet and cosine similarity. They concluded that
a prefiltering technique for similar patients in a specific medical
area can drastically improve the recommendation accuracy [75].
The average and SD of the resulting ratings of the two
collaborative techniques are compared with random
recommendations by Li et al [60]. They show that a hybrid
approach of a collaborative filter augmented with the calculated
health level of the user performs better. In their nutrition-based
meal recommender system, Yang et al [49] used item-wise and
pairwise image comparisons in a two-step process. In
conclusion, the 8 studies showed that recommendations can be
improved when the benefits of multiple recommender techniques
are combined in a hybrid solution [60] or contextual filters are
applied [75].

Evaluation Approach

Overview
HRSs can be evaluated in multiple ways. In this study, we found
two categories of HRS evaluations: (1) offline evaluations that
use computational approaches to evaluate the HRS and (2)
evaluations in which an end user is involved. Some studies used
both, as shown in Multimedia Appendix 3.

Offline Evaluations
Of the total studies, 47% (34/73) do not involve users directly
in their method of evaluation. The evaluation metrics also vary
greatly, as many distinct metrics are reported in the included
papers (Multimedia Appendix 3). Precision 53% (18/34),
accuracy 38% (13/34), performance 35% (12/34), and recall
32% (11/34) were the most commonly used offline evaluation

metrics. Recall has been used significantly more in recent
papers, whereas accuracy also follows an upward trend.
Moreover, performance was defined differently across studies.
Torrent-Fontbona and Lopez Ibanez [81] compared the “amount
of time in the glycaemic target range by reducing the time below
the target” as performance. Cho et al [72] compared the
precision and recall to report the performance. Clarke et al [84]
calculated their own reward function to compare different
approaches, and Lin et al [35] measured system performance
as the number of messages sent in their in the wild study.
Finally, Marlin et al [59] tested the predictive performance using
a triple cross-validation procedure.

Other popular offline evaluation metrics are accuracy-related
measurements, such as mean absolute (percentage) error, 18%
(6/34); normalized discounted cumulative gain (nDCG), 18%
(6/34); F1 score, 15% (5/34); and root mean square error, 15%
(5/34). The other metrics were measured inconsistently. For
example, Casino et al [97] reported that they measure robustness
but do not outline what they measure as robustness. However,
they measured the mean absolute error. Torrent-Fontbona and
Lopez Ibanez [81] defined robustness as the capability of the
system to handle missing values. Effectiveness is also measured
with different parameters, such as its ability to take the right
classification decisions [75] or in terms of key opinion leaders’
identification [41]. Finally, Li and Zaman [68] measured trust
with a proxy: “evaluate the trustworthiness of a particular user
in a health care social network based on factors such as role and
reputation of the user in the social community” [68].

User Evaluations

Overview

Of the total papers, 53% (39/73) included participants in their
HRS evaluation, with an average sample size of 59 (SD 84)
participants (excluding the outlier of 8057 participants, as
recruited in the study by Cheung et al [83]). On average, studies
ran for more than 2 months (68, SD 56 days) and included all
age ranges. There is a trend of increasing sample size and study
duration over the years. However, only 17 studies reported the
study duration; therefore, these trends were not significant.
Surveys (12/39, 31%), user studies (10/39, 26%), and
deployments in the wild (10/39, 26%) were the most used user
evaluations. Only 6 studies used an RCT to evaluate their HRS.
Finally, although all the included studies focused on HRSs and
were dealing with sensitive data, only 12% (9/73)
[9,34,42-45,73,83,95] reported ethical approval by a review
board.

Surveys

No universal survey was found, as all the studies deployed a
distinct survey. Ge et al [48] used the system usability scale and
the framework of Knijnenburg et al [117] to explain the user
experience of recommender systems. Esteban et al [95] designed
their own survey with 10 questions to inquire about user
experience. Cerón-Rios [58] relied on the ISO/IEC (International
Organization of Standardization/International Electrotechnical
Commission) 25000 standard to select 7 usability metrics to
evaluate usability. Although most studies did not explicitly
report the surveys used, user experience was a popular
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evaluation metric, as in the study by Wang et al [69]. Other
metrics range from measuring user satisfaction [69,99] and
perceived prediction accuracy [59] (with 4 self-composed
questions). Nurbakova et al [98] combined data analytics with
surveys to map their participants’ psychological background,
including orientations to happiness measured using the Peterson
scale [118], personality traits using the Mini-International
Personality Item Pool [119], and Fear of Missing Out based on
the Przybylski scale [120].

Single-Session Evaluations (User Studies)

A total of 10 studies recruited users and asked them to perform
certain tasks in a single session. Yang et al [49] performed a
60-person user study to assess its feasibility and effectiveness.
Each participant was asked to rate meal recommendations
relative to those made using a traditional survey-based approach.
In a study by Gutiérrez et al [63], 15 users were asked to use
the health augmented reality assistant and measure the qualities
of the recommender system, users’ behavioral intentions,
perceived usefulness, and perceived ease of use. Jiang and Xu
[77] performed 30 consultations and invited 10 evaluators
majoring in medicine and information systems to obtain an
average rating score and nDCG. Radha et al [8] used
comparative questions to evaluate the feasibility. Moreover,
Cheng et al [89] used 2 user studies to rank two degrees of
compromise (DOC). A low DOC assigns more weight to the
algorithm, and a high DOC assigns more weight to the user’s
health perspective. Recommendations with a lower DOC are
more efficient for the user’s health, but recommendations with
a high DOC could convince users to believe that the
recommended action is worth doing. Other approaches used are
structured interviews [58], ranking [86,89], asking for
unstructured feedback [40,88], and focus group discussions
[87]. Finally, 3 studies [15,75,90] evaluated their system through
a heuristic evaluation with expert users.

In the Wild

Only 2 studies tested their HRS into the wild recruited patients
(people with a diagnosed health condition) in their evaluation.
Yom-Tov et al [44] provided 27 sedentary patients with type 2
diabetes with a smartphone-based pedometer and a personal
plan for physical activity. They assessed the effectiveness by
calculating the amount of activity that the patient performed
after the last message was sent. Lima-Medina et al [73]
interviewed 45 patients with cardiovascular problems after a
6-month study period to measure (1) social management results,
(2) health care plan results, and (3) recommendation results.
Rist et al [33] performed an in-situ evaluation in an apartment
of an older couple and used the data logs to describe the usage
but augmented the data with a structured interview.

Yang et al [49] conducted a field study of 227 anonymous users
that consisted of a training phase and a testing phase to assess
the prediction accuracy. Buhl et al [99] created three user groups
according to the recommender technique used and analyzed log
data to compare the response rate, open email rate, and
consecutive log-in rate. Similarly, Huang et al [76] compared
the ratio of recommended doctors chosen and reserved by
patients with the recommended doctors. Lin et al [35] asked 6
participants to use their HRSs for 5 weeks, measured system

performance, studied user feedback to the recommendations,
and concluded with an open-user interview. Finally, Ali et al
[56] asked 10 volunteers to use their weight management
systems for a couple of weeks. However, they do not focus on
user-centric evaluation, as “only a prototype of the [...] platform
is implemented.”

Rabbi et al [7] followed a single case with multiple baseline
designs [121]. Single-case experiments achieve sufficient
statistical power with a large number of repeated samples from
a single individual. Moreover, Rabbi et al [7] argued that HRSs
suit this requirement “since enough repeated samples can be
collected with automated sensing or daily manual logging
[121].” Participants were exposed to 2, 3, or 4 weeks of the
control condition. The study ran for 7-9 weeks to compensate
for the novelty effects. Food and exercise log data were used
to measure changes in food calorie intake and calorie loss during
exercise.

Randomized Controlled Trials

Only 6 studies followed an RCT approach. In the RCT by
Bidargaddi et al [45], a large group of patients (n=192) and
control group (n=195) were asked to use a web-based
recommendation service for 4 weeks that recommended mental
health and well-being mobile apps. Changes in well-being were
measured using the Mental Health Continuum-Short Form [122].
The RCT by Sadasivam et al [42] enrolled 120 current smokers
(n=74) and control group (n=46) as a follow-up to a previous
RCT [123] that evaluated their portal to specifically evaluate
the HRS algorithm. Message ratings were compared between
the intervention and control groups.

Cheung et al [83] measured app loyalty through the number of
weekly app sessions over a period of 16 weeks with 8057 users.
In the study by Paredes et al [34], 120 participants had to use
the HRS for at least 26 days. Self-reported stress assessment
was performed before and after the intervention. Agapito et al
[67] used an RCT with 40 participants to validate the sensitivity
(true positive rate/[true positive rate+false negative rate]) and
specificity (true negative rate/[true negative rate+false positive
rate]) of the DIETOS HRS. Finally, Luo et al [93] performed
a small clinical trial for more than 3 months (but did not report
the number of participants). Their primary outcome measures
included two standard clinical blood tests: fasting blood glucose
and laboratory-measured glycated hemoglobin, before and after
the intervention.

Interface

Overview

Only 47% (34/73) of the studies reported implementing a
graphical user interface to communicate the recommended health
items to the user. As illustrated in Table 3, 53% (18/34) use a
mobile interface, usually through a mobile (web) app, whereas
36% (14/34) use a web interface to show the recommended
items. Rist et al [33] built a kiosk into older adults’ homes, as
illustrated in Figure 3. Gutiérrez et al [63] used Microsoft
HoloLens to project healthy food alternatives in augmented
reality surrounding a physical object that the user holds, as
shown in Figure 4.
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Table 3. Distribution of the interfaces used among the different health recommender systems (n=34).

Total studies, n (%)StudyInterface

18 (53)[7,34,35,40,44,48,56,58,66,69,77,78,82-84,86,88,97]Mobile

14 (41)[9,15,37,41,45,49,61,70,73,75,79,85,90,95]Web

1 (3)[33]Kiosk

1 (3)[63]HoloLens

Figure 3. Rist et al installed a kiosk in the home of older adults as a direct interface to their health recommender system.

Figure 4. An example of the recommended healthy alternatives by Gutiérrez et al.

Visualization

A total of 7 studies [33,34,37,63,79,88,97] or approximately
one-fourth of the studies with an interface included
visualizations. However, the approach used was different for

all studies, as shown in Table 4. Showing stars to show the
relevance of a recommended item are only used by Casino et
al [97] and Gutiérrez et al [63]. Wayman and Madhvanath [37]
also used bar charts to visualize the progress toward a health
goal. They visualize the healthy proportions, that is, what the
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user should eat. Somewhat more complex visualizations are
used by Ho and Chen [88] who visualized the user’s ECG zones.
Paredes et al [34] presented an emotion graph as an input screen.

Rist et al [33] visualized an example of how to perform the
recommended activity.

Table 4. Distribution of the visualizations used among the different health recommender systems (n=7).

Total studies, n (%)StudyVisualization technique

2 (29)Wayman and Madhvanath [37] and Gutiérrez et al [63]Bar charts

1 (14)Ho and Chen [88]Heatmap

1 (14)Paredes et al [34]Emotion graph

1 (14)Rist et al [33]Visual example of action

1 (14)Avila-Vazquez et al [79]Map

1 (14)Casino et al [97]Star rating

Transparency

In the study by Lage et al [87], participants expressed that:

they would like to have more control over
recommendations received. In that sense, they
suggested more information regarding the reasons
why the recommendations are generated and more
options to assess them.

A total of 7 studies [7,37,41,45,63,66,82] explained the
reasoning behind recommendations to end users at the user
interface. Gutiérrez et al [63] provided recommendations for
healthier food products and mentioned that the items (Figure
4) are based on the users’ profile. Ueta et al [66] explained the
relationship between the recommended dishes and a person’s
health conditions. For example, a person with acne can see the
following text: “15 dishes that contained Pantothenic acid
thought to be effective in acne a lot became a hit” [66]. Li and
Kong [82] showed personalized recommended health actions
in a message center. Color codes are used to differentiate
between reminders, missed warnings, and recommendations.

Rabbi et al [7] showed tailored motivational messages to explain
why activities are recommended. For example, when the activity
walk near East Ave is recommended, the app shows the
additional message:

1082 walks in 240 days, 20 mins of walk everyday.
Each walk nearly 4 min. Let us get 20 mins or more
walk here today [ 7 ]

Wayman and Madhvanath [37] first visualized the user’s
personal nutrition profile and used the lower part of the interface
to explain why the item was recommended. They provided an
illustrative example of spaghetti squash. The explanation shows
that:

This product is high in Dietary_fiber, which you could
consume more of. Try to get 3 servings a week [ 37 ]

Guo et al [41] recommended doctors and showed a horizontal
bar chart to visualize the user’s values compared with the
average values. Finally, Bidargaddi et al [45] visualized how
the recommended app overlaps with the goal set by the users,
as illustrated in Figure 5.
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Figure 5. A screenshot from the health recommender system of Bidargaddi et al. Note the blue tags illustrating how each recommended app matches
the users’ goals.

Discussion

Principal Findings
HRSs cover a multitude of subdomains, recommended items,
implementation techniques, evaluation designs, and means of
communicating the recommended items to the target user. In
this systematic review, we clustered the recommended items
into four groups: lifestyle, nutrition, general health care
information, and specific health conditions. There is a clear
trend toward HRSs that provide well-being recommendations
but do not directly intervene in the user’s medical status. For
example, almost 70% (50/73; lifestyle and nutrition) focused
on no strict medical recommendations. In the lifestyle group,
physical activities (10/24, 42%) and advice on how to potentially
change behavior (7/24, 29%) were recommended most often.
In the nutrition group, these recommendations focused on
nutritional advice (8/26, 31%), diets (7/26, 27%), and recipes
(7/26, 27%). A similar trend was observed in the health care
information group, where HRSs focused on guiding users to
the appropriate environments such as hospitals (5/23, 22%) and
medical professionals (4/23, 17%) or on helping users find
qualitative information (5/23, 22%) on validated sources or
from experiences by similar users and patients on health care
forums (3/23, 13%). Thus, they only provide general information
and do not intervene by recommending, for example, changing
medication. Finally, when HRSs targeted specific health
conditions, they recommended nonintervening actions, such as
meditation sessions [84] or books to read [54].

Although collaborative filtering is commonly the most used
technique in other domains [124], here only 3 included studies
reported the use of a collaborative filtering approach. Moreover,
43% (32/73) of the studies applied a hybrid approach, showing
that HRS data sets might need special attention, which might
also be the reason why all 73 studies used distinct data sets. In
addition, the HRS evaluations varied greatly and were divided
over evaluations where the end user was involved and
evaluations that did not evolve users (offline evaluations). Only
47% (34/73) of the studies reported implementing a user
interface to communicate recommendations to the user, despite
the need to show the rationale of recommendations, as echoed
by many researchers and practitioners [11]. Moreover, only
15% (7/47) included a (basic) visualization.

Unfortunately, this general lack of agreement on how to report
HRSs might introduce researcher bias, as a researcher is
currently completely unconstrained in defining what and how
to measure the added value of an HRS. Therefore, further debate
in the health recommender community is needed on how to
define and measure the impact of HRSs. On the basis of our
review and contribution to this discussion, we put forward a set
of essential information that researchers should report in their
studies.

Considerations for Practice
The previously discussed results have direct implications in
practice and provide suggestions for future research. Figure 6
shows a reference frame of these requirements that can be used
in future studies as a quality assessment tool.
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Figure 6. A reference frame to report health recommender system studies. On the basis of the results of this study, we suggest that it should be clear
what and how items are recommended (A), who the target user is (B), which data are used (C), and which recommender techniques are applied (D).
Finally, the evaluation design should be reported in detail (E).

Define the Target User
As shown in this review, HRSs are used in a plethora of
subdomains and each domain has its own experts. For example,
in nutrition, the expert is most likely a dietician. However, the
user of an HRS is usually a layperson without the knowledge
of these domain experts, who often have different viewing
preferences [125]. Furthermore, each user is unique. All
individuals have idiosyncratic reasons for why they act, think,
behave, and feel in a certain way at a specific stage of their life
[126]. Not everybody is motivated by the same elements.
Therefore, it is important to know the target user of the HRS.
What is their previous knowledge, what are their goals, and
what motivates them to act on a recommended item?

Show What Is Recommended (and How)
Researchers have become aware that accuracy is not sufficient
to increase the effectiveness of a recommender system [127].
In recent years, research on human factors has gained attention.
For example, He et al [11] surveyed 24 existing interactive
recommender systems and compared their transparency,
justification, controllability, and diversity. However, none of
these 24 papers discussed HRSs. This indicates the gap between
HRSs and recommender systems in other fields. Human factors
have gained interest in the recommender community by
“combining interactive visualization techniques with
recommendation techniques to support transparency and
controllability of the recommendation process” [11]. However,
in this study, only 10% (7/73) explained the rationale of
recommendations and only 10% (7/73) included a visualization
to communicate the recommendations to the user. We do not
argue that all HRSs should include a visualization or an
explanation. However, researchers should pay attention to the
delivery of these recommendations. Users need to understand,
believe, and trust the recommended items before they can act
on it.

To compare and assess HRSs, researchers should unambiguously
report what the HRS is recommending. After all, typical
recommender systems act like a black box, that is, they show

suggestions without explaining the provenance of these
recommendations [11]. Although this approach is suitable for
typical e-commerce applications that involve little risk,
transparency is a core requirement in higher risk application
domains such as health [128]. Users need to understand why a
recommendation is made, to assess its value and importance
[12]. Moreover, health information can be cumbersome and not
always easy to understand or situate within a specific health
condition [129]. Users need to know whether the recommended
item or action is based on a trusted source, tailored to their
needs, and actionable [130].

Report the Data Set Used
All 73 studies used a distinct data set. Furthermore, some studies
combine data from multiple databases, making it even more
difficult to judge the quality of the data [35]. Nonetheless, most
studies use self-generated data sets. This makes it difficult to
compare and externally validate HRSs. Therefore, we argued
that researchers should clarify the data used and potentially
share whether these data are publicly available. However, in
health data are often highly privacy sensitive and cannot be
shared among researchers.

Outline the Recommender Techniques
The results show that there is no panacea for which
recommender technique to use. The included studies differ from
logic filters to traditional recommender techniques, such as
collaborative filtering and content-based filtering to hybrid
solutions and self-developed algorithms. However, with 44%
(32/73), there is a strong trend toward the use of hybrid
recommender techniques. The low number of collaborative filter
techniques might be related to the fact that the evaluation sample
sizes were also relatively low. Unfortunately, some studies have
not fully disclosed the techniques used and only reported on the
main algorithm used. It is remarkable that studies published in
high-impact journals, such as studies by Bidargaddi et al [45]
and Cheung et al [83], did not provide information on the
recommender technique used. Nonetheless, disclosing the
recommender technique allows other researchers not only to
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build on empirically tested technologies but also to verify
whether key variables are included [29]. User data and behavior
data can be identified to augment theory-based studies [29].
Researchers should prove that the algorithm is capable of
recommending valid and trustworthy recommendations to the
user based on their available data set.

Elaborate on the Evaluation Protocols
HRSs can be evaluated using different evaluation protocols.
However, the protocol should be outlined mainly by the research
goals of the authors. On the basis of the papers included in this
study, we differentiate between the two approaches. In the first
approach, the authors aim to influence their users’ health, for
example, by providing personalized diabetes guidelines [81] or
prevention exercises for users with low back pain [95].
Therefore, the end user should always be involved in both the
design and evaluation processes. However, only 8% (6/73)
performed an RCT and 14% (10/73) deployed their HRS in the
wild. This lack of user involvement has been noted previously
by researchers and has been identified as a major challenge in
the field [27,28]. Nonetheless, in other domains, such as job
recommenders [131] or agriculture [132], user-centered design
has been proposed as an important methodology in the design
and development of tools used by end users, with the purpose
of gaining trust and promoting technology acceptance, thereby
increasing adoption with end users. Therefore, we recommend
that researchers evaluate their HRSs with actual users. A
potential model for a user-centric approach to recommender
system evaluation is the user-centric framework proposed by
Knijnenburg et al [117].

Research protocols need to be elaborated and approved by an
ethical review board to prevent any impact on users. Authors
should report how they informed their users and how they
safeguarded the privacy of the users. This is in line with the
modern journal and conference guidelines. For example,
editorial policies of the Journal of Medical Internet Research
state that “when reporting experiments on human subjects,
authors should indicate IRB (Institutional Rese[a]rch Board,
also known as REB) approval/exemption and whether the
procedures followed were in accordance with the ethical
standards of the responsible committee on human
experimentation” [133]. However, only 12% (9/73) reported
their approval by an ethical review board. Acquiring review
board approval will help the field mature and transition from
small incremental studies to larger studies with representative
users to make more reliable and valid findings.

In the second approach, the authors aim to design a better
algorithm, where better is again defined by the authors. For
example, the algorithm might perform faster, be more accurate,
and be more efficient in computing power. Although the F1

score, the mean absolute error, and nDCG are well defined and
known within the recommender domain, other parameters are
more ambiguous. For example, the performance or effectiveness
can be assessed using different measurements. However, a health
parameter can be monitored, such as the duration that a user

remains within healthy ranges [81]. Furthermore, it could be a
predictive parameter, such as an improved precision and recall
as a proxy for performance [72]. Unfortunately, this difference
makes it difficult to compare health recommendation algorithms.
Furthermore, this inconsistency in measurement variables makes
it infeasible to report in this systematic review which
recommender techniques to use. Therefore, we argue that HRS
algorithms should always be evaluated for other researchers to
validate the results, if needed.

Limitations
This study has some limitations that affect its contribution.
Although an extensive scope search was conducted in scientific
databases and most relevant health care informatic journals,
some relevant literature in other domains might have been
excluded. The keywords used in the search string could have
impacted the results. First, we did not include domain-specific
constructs of health, such as asthma, pregnancy, and iron
deficiency. Many studies may implicitly report healthy
computer-generated recommendations when they research the
impact of a new intervention. In these studies, however, building
an HRS is often not their goal and, therefore, was excluded from
this study. Second, we searched for papers that reported studying
an HRS; nonincluded studies might have built an HRS but did
not report it as such. Considering our RQs, we deemed it
important that authors explicitly reported their work as a
recommender system. To conclude, in this study, we provide a
large cross-domain overview of health recommender techniques
targeted to laypersons and deliver a set of recommendations
that could help the field of HRS mature.

Conclusions
This study presents a comprehensive report on the use of HRS
across domains. We have discussed the different subdomains
HRS applied in, the different recommender techniques used,
the different manners in which they are evaluated, and finally,
how they present the recommendations to the user. On the basis
of this analysis, we have provided research guidelines toward
a consistent reporting of HRSs. We found that although most
applications are intended to improve users’ well-being, there is
a significant opportunity for HRSs to inform and guide users’
health actions. Although many of the studies present a lack of
a user-centered evaluation approach, some studies performed
full-scale RCT evaluations or elaborated in the wild studies to
validate their HRS, showing the field of HRS is slowly maturing.
On the basis of this study, we argue that it should always be
clear what the HRS is recommending and to whom these
recommendations are for. Graphical assets should be added to
show how recommendations are presented to users. Authors
should also report which data sets and algorithms were used to
calculate the recommendations. Finally, detailed evaluation
protocols should be reported.

We conclude that the results motivate the creation of richer
applications in future design and development of HRSs. The
field is maturing, and interesting opportunities are being created
to inform and guide health actions.
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Abstract

Background: Digital self-management support tools (DSMSTs)—electronic devices or monitoring systems to monitor or
improve health status—have become increasingly important in cancer care.

Objective: The aim of this review is to analyze published randomized clinical trials to assess the effectiveness of DSMSTs on
physical and psychosocial symptoms or other supportive care needs in adult patients with cancer.

Methods: Five databases were searched from January 2013 to January 2020. English or Dutch language randomized controlled
trials comparing DSMSTs with no intervention, usual care, alternative interventions, or a combination and including patients
aged ≥18 years with pathologically proven cancer in the active treatment or survivorship phases were included. The results were
summarized qualitatively.

Results: A total of 19 publications describing 3 types of DSMSTs were included. Although the content, duration, and frequency
of interventions varied considerably across studies, the commonly used elements included an assessment component, tailored
symptom self-management support, an information section, a communication section, and a diary. Significant positive effects
were observed on quality of life in 6 (out of 10) studies, on anxiety in 1 (out of 5) study and depression in 2 (out of 8) studies,
on symptom distress in 5 (out of 7) studies, on physical activity in 4 (out of 6) studies, on dietary behavior in 1 (out of 4) study,
and on fatigue in 2 (out of 5) studies. Moreover, significant negative effects were observed on anxiety in 1 (out of 5) study and
depression in 1 (out of 8) study. Most interventions were web-based interventions; 2 studies used mobile apps, and 1 study used
a game as a DSMST. The overall quality of the studies was found to be good, with 13 out of 19 studies classified as high quality.

Conclusions: This review suggests that DSMSTs have a beneficial effect on the quality of life. For effects on other patient
outcomes (eg, anxiety and depression, symptom distress, physical activity, dietary behavior, and fatigue), the evidence is inconsistent
and limited or no effect is suggested. Future research should focus on specific tumor types, study different types of interventions
separately, and assess the effects of specific interventions at different stages of disease progression.

(J Med Internet Res 2021;23(6):e20861)   doi:10.2196/20861

KEYWORDS

web-based intervention; digital self-management support tool; chronic patient groups; review; digital health; ehealth; mhealth;
cancer patients; mobile phone
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Introduction

Care for patients with cancer extends over a prolonged period,
starting with the diagnostic phase, followed by a phase of active
treatment and, subsequently, the follow-up phase (in the curative
setting), or the supportive care phase (in the palliative setting).
Considering the definition of chronic patients by the World
Health Organization (patients who require “ongoing
management for years or decades covering a wide range of
health problems”), in some cases, patients with cancer may be
considered as chronic patients [1].

Currently, people with a chronic condition are expected to play
a more active role in their health care, which involves symptom
management, adherence to treatment regimens, commitment to
appropriate lifestyle changes, and the ability to deal with the
psychological and physical consequences of their condition
[2,3]. Studies related to chronic patients have demonstrated that
self-management programs may be associated with reductions
in anxiety and unscheduled physician visits and increases in
self-efficacy [4-6].

Self-management of chronic disease is challenging for patients,
and support from health care professionals is needed.
Self-management support is defined as the systematic provision
of education and supportive interventions by health care
professionals to increase patients’ skills and confidence in
managing their health problems, including regular assessment
of progress and problems, goal setting, and problem-solving
support [6]. Nowadays, it is offered through face-to-face contact
and via digital tools.

Digital self-management support tools (DSMSTs) can be any
type of electronic device (eg, website and app) or monitoring
system (eg, smartwatch) that is applied by physicians in their
health care practice or by individuals to monitor or improve
their health status. Such tools can be used to stimulate a positive
health behavior change, assist individuals to lead a healthier
lifestyle, or support the diagnosis and treatment of diseases [7].
DSMSTs provide the means to facilitate communication between
health care providers and patients, to transfer information, to
improve some clinical outcomes (ie, physical outcome and
functional status) among users, and to facilitate patient
self-management, thus improving patient empowerment [6,8,9].

Although the population of patients with cancer is growing
owing to the aging population and improved cancer care,
complaints, needs, and preferences of patients with cancer can
vary individually over different subjects and time [10], placing
health care budgets under increasing strain. As a result, health
authorities are seeking to lessen the burden by using technology
to support a move toward self-care and outpatient long-term
monitoring. With the rapid development of medical technology
in health care, the use of DSMSTs to support patients with
cancer will likely become increasingly important and could
represent a helpful intervention to enhance psychological
well-being (eg, less symptom distress and anxiety) and physical
well-being (eg, increasing physical activity [PA]). Despite the
projected proliferation of interventions with DSMSTs to manage
treatment-related symptoms in patients with cancer, the evidence
is lacking and the effectiveness of these tools is still unclear.

Previously, researchers reviewed DSMSTs for patients with
cancer and found promising results [11-15]. However, these
reviews included studies that were primarily focused on cancer
survivors [11-13,15] or focused only on a single outcome, that
is, patient empowerment or fatigue [12,13,15], or a single digital
medium, that is, mobile health [14]. The effects of DSMSTs
from a broader perspective, including effects on physical and
psychosocial symptoms or other supportive care needs, have
not been reviewed before. Therefore, the overall objective of
this review is to analyze published randomized clinical trials to
assess the effectiveness of DSMSTs on physical and
psychosocial symptoms or other supportive care needs in adult
patients with cancer.

Methods

Eligibility Criteria for Article Selection

Study Design
Eligible studies were randomized controlled trials (RCTs) in
English, performed in adult patients with cancer (≥18 years),
published between January 2013 and January 2020, and
comparing quantitative physical and/or psychosocial outcomes
of DSMSTs with another intervention or usual care. Patients
with cancer were defined as individuals diagnosed with any
type of cancer, irrespective of disease stage, treatment phase,
type of treatment, and time since diagnosis. When studies
reported on mixed populations, only studies that reported data
for patients with cancer separately were included.

Digital Self-Management Support Interventions
Digital self-management support was defined as
self-management provided by DSMSTs. To be classified as a
self-management support intervention, the intervention should
meet criteria 1 and 2:

1. Self-management support targeted at physical or
psychosocial symptoms or other supportive care needs of
patients: Self-management support is defined as the
systematic provision of education and supportive
interventions by health care professionals to increase
patients’ skills and confidence in managing their health
problems, including regular assessment of progress and
problems, goal setting, and problem-solving support.

2. A digital tool is used [5].

Programs that were not primarily designed to support or
rehabilitate (eg, treatment decision aids and health behavior
change interventions) were beyond the scope of this review and
were excluded. Programs focusing exclusively on education
were only included if the education aimed to support or
rehabilitate patients with cancer (eg, group-based,
individual-based, structured, and unstructured). Cancer
self-management education was defined as an ongoing process
of facilitating the knowledge, skills, and confidence necessary
to enable effective self-management of the biological, physical,
and psychosocial effects of cancer and its treatment [16]. Studies
describing interventions without access to the internet or a
website were excluded.
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Outcomes
Physical parameters related to activity level, dietary behavior,
and fatigue and psychosocial parameters (eg, anxiety and
depression, quality of life [QOL], and symptom distress) were
the outcomes of interest.

Selection Method
To identify potentially relevant studies, CINAHL, Embase,
PsycINFO, Cochrane Network, and PubMed databases were
searched for eligible RCTs from January 2013 to January 2020.
The review began in 2018. Due to the rapid development of

medical technology in health care, only studies from the last 5
years were included. During the time of writing this paper, the
search was continually updated until January 2020, while
maintaining the years 2013 and 2014, given the relevance of
the included studies. The search strategy consisted of Medical
Subject Headings combined with text words for cancer (Textbox
1) in a Boolean search. A medical information specialist checked
the final search syntaxes. DJMA and MJHMVB screened the
titles, abstracts, and full texts. Interresearcher reliability was
checked using a 20% random sample of abstracts and full texts.
Consensus was reached through discussion.

Textbox 1. Medical subject headings and keywords used.

Medical Subject Headings

• self-management, self-management support, self-care, support, supportive care, health services needs and demand, patient education as topic,
patient-centered care, health education, action plan, management plan, decision support techniques, continuity of patient care, patient decision
making, computer assisted patient decision making, computer assisted decision support system, decision aid*, patient education, patient participation,
physician-patient relations, patient information, medical information, decision support, decision tree, decision, decid*, consumer health information,
interactive health communication, app, digital health, mobile technology, web based, computer, telemedicine, eHealth, health technology,
educational technology, mHealth, mobile phone, smartphone, mobile apps, internet, telecare

Keywords

• cancer, neoplasm*, malignancy, malignancies, tumor

Data Extraction
The following information was extracted from each publication:
study characteristics (country of origin, year of publication,
aim, and sample size), patient characteristics (age, gender, and
type of disease), intervention characteristics (content, duration,
and frequency), and outcome measures (instruments used and
effects on physical and psychosocial outcomes). The first author
independently extracted the data, and another author checked
the data extraction for 20% of the studies to determine interrater
reliability. Consensus was reached through discussion.

Quality Assessment
The methodological quality of the studies was evaluated, but it
did not serve as an eligibility criterion. We used the CONSORT
(Consolidated Standards of Reporting Trials) list developed by
the CONSORT group to identify the problems arising from
inadequate reporting of RCTs [17]. Items were scored using a

tick mark. The tick marks indicate “yes” as an answer to the
question, resulting in a maximum quality score of 37. For the
qualitative synthesis, we counted the overall scores and
classified them into 3 quality categories: high quality
(CONSORT score >25), moderate quality (CONSORT score
13-25), and low quality. (CONSORT score <13)

Two reviewers (DJMA and MJHMVB) independently reviewed
the papers and independently assessed the methodological
quality. In case of disagreement, consensus was reached through
discussion.

Results

Selection of Publications
Figure 1 outlines the search process. A total of 6047 references
were identified through the search. Screening titles, abstracts,
and full texts yielded 19 eligible studies.
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Figure 1. Flowchart of included studies. RCT: randomized controlled trial.

Study Characteristics
A total of 19 publications were included (Figure 1); 3
publications were based on the same study, assessing different
outcome measures [18-20]. The sample sizes ranged from 39
to 752 patients. All studies had a pre- and posttest design to
measure the outcome differences in the groups. One study used
2 experimental groups [21], examining an internet-based
patient-provider communication service with or without the
additional use of a web-based illness management system, and
another study used 2 experimental groups [22]: an unsupervised
group that used a mobile app to record data or a supervised
group that used the app and reviewed data with a physician. All
other studies used a single experimental and control group (eg,

control group assigned to a waiting list and received the
intervention after the active treatment group, control group
receiving written formats, and control group receiving usual
care).

Quality of Included Studies
Table 1 presents the methodological quality of the studies.
Allocation concealment was described in 9 studies [18-26].
Blinding of participants, personnel, and outcome assessors was
adequately described in 8 studies [18,19,22,24,26-29]. Two
studies explicitly described a nonblinded approach [21,30]. Out
of 37 points, one study achieved 33 (89%) points and had the
highest score [29]. A total of 13 studies were of high quality
and 6 were of moderate quality [31].
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Table 1. Quality of randomized controlled trials. To make them comparative, overall scores are counted (n, %; maximum score 33; n=37).

[28]s[37]r[36]q[35]p[26]o[34]n[22]m[19]l[18]k[20]j[33]i[23]h[27]g[25]f[32]e[29]d[21]c[30]b[24]aChecklist item

X✓✓✓✓Xu✓✓✓✓✓✓✓✓✓✓✓✓✓t1a. Identification as a randomized
trial in the title

XXXXXXXXXXXXXXXXXXX1b. Structured summary of trial
design, methods, results, and con-
clusions

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓2a. Scientific background and ex-
planation of rationale

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓2b. Specific objective or hypothe-
ses

X✓✓✓✓X✓✓✓X✓✓X✓X✓✓✓X3a. Description of trial design, in-
cluding allocation ratio

XX✓XXXXXXX✓XXXX✓✓X✓3b. Important changes to methods
after trial commencement

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓4a. Eligibility criteria for partici-
pants

✓✓✓X✓X✓✓✓✓✓✓✓✓✓✓✓X✓4b. Settings and locations where
the data were collected

✓✓✓X✓XXXXX✓✓✓✓✓✓✓✓✓5. Interventions for each group
with sufficient details to allow
replication

✓X✓✓✓X✓✓✓✓XXX✓✓✓✓✓X6a. Completely defined prespeci-
fied primary and secondary out-
come measures

XX✓XXXXXXX✓XXXX✓XXX6b. Any changes to trial outcomes
after the trial commenced

XXXXXXXXXXX✓XXXXX✓✓7a. How sample size was deter-
mined

✓✓X✓✓X✓✓✓✓✓✓X✓✓✓✓✓X7b. Explanation of any interim
analyses and stopping guidelines

✓X✓X✓✓✓✓✓✓✓✓X✓✓✓✓✓✓8a. Method used to generate the
random allocation sequence

XX✓✓✓X✓✓✓✓✓✓✓✓✓✓X✓✓8b. Type of randomization

XXXX✓X✓✓✓✓X✓X✓XX✓X✓9. Mechanism used to implement
the random allocation sequence

XXXX✓XXXXXXXXX✓✓✓✓X10. Who generated the random al-
location sequence, who enrolled
participants, and who assigned
participants to interventions

✓XXX✓X✓✓✓XXX✓XX✓XX✓11a. Who was blinded after assign-
ment and how

✓✓✓XXX✓✓✓✓✓✓✓✓X✓X✓✓11b. Description of similarity of
interventions

✓✓✓✓✓X✓✓✓✓✓✓✓✓✓✓✓✓✓12a. Statistical methods used to
compare groups for primary and
secondary outcomes

X✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓X12b. Methods for additional analy-
ses

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓13a. For each group, the numbers
of participants who were randomly
assigned, who received intended
treatment, and who were analyzed
for the primary outcome
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[28]s[37]r[36]q[35]p[26]o[34]n[22]m[19]l[18]k[20]j[33]i[23]h[27]g[25]f[32]e[29]d[21]c[30]b[24]aChecklist item

X✓✓✓✓✓✓✓✓✓✓✓✓X✓✓✓✓✓13b. For each group, losses and
exclusions after randomization,
together with reasons

X✓✓✓✓X✓✓✓✓✓✓XX✓✓✓✓X14a. Dates defining the periods of
recruitment and follow-up

XXXXXXXXXXX✓XXX✓XXX14b. Why the trial ended or was
stopped

✓✓✓✓✓X✓✓✓✓✓✓✓✓✓✓✓✓✓15. A table showing baseline demo-
graphic and clinical characteristics
for each group

✓✓✓✓✓X✓✓✓✓✓X✓✓X✓✓✓✓16. For each group, number of
participants included in each anal-
ysis and whether the analysis was
by original assigned groups

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓17a. For each primary and sec-
ondary outcome, results for each
group and the estimated effect size
and its precision were noted

XXXXXXXXXXXXXXXXXXX17b. For binary outcomes, presen-
tation of both absolute and relative
effect sizes is recommended

XX✓XX✓✓✓✓✓✓✓✓✓✓✓✓✓✓18. Results of any other analyses
performed

✓✓✓XX✓✓✓✓✓✓✓✓✓X✓XXX19. All important harms or unin-
tended effects in each group

✓✓✓✓✓✓✓✓✓✓✓X✓✓✓✓✓✓✓20. Trial limitations

X✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓21. Generalizability of the trial
findings

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓22. Interpretation consistent with
results, balancing benefits and
harms, and considering other rele-
vant evidence

XX✓✓✓XX✓✓✓✓✓X✓✓✓✓✓✓23. Registration number and name
of trial registry

XX✓✓✓✓✓✓✓✓✓X✓✓✓✓✓✓✓24. Where the full trial protocol
can be accessed
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[28]s[37]r[36]q[35]p[26]o[34]n[22]m[19]l[18]k[20]j[33]i[23]h[27]g[25]f[32]e[29]d[21]c[30]b[24]aChecklist item

✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓25. Sources of funding and other
support and role of funders

a27 (37).
b30 (81).
c28 (76).
d33 (89).
e25 (68).
f27 (73).
g23 (62).
h28 (76).
i28 (76).
j27 (73).
k29 (78).
l29 (78).
m28 (76).
n15 (41).
o28 (76).
p22 (59).
q29 (78).
r22 (59).
s19 (51).
tReported item.
uUnreported item.

Description of Participants
The 19 studies included 5186 patients. Eleven studies included
patients in the active treatment phase [21-25,27,28,33-36]. Eight
studies included patients who had finished active treatment and
were in the curative setting, in the follow-up phase, or in the
palliative setting, in the supportive care phase
[18-20,26,29,30,32,37]. Nine studies were related to DSMSTs
for patients with breast cancer [21,22,24-27,29,32,34]. Six
studies were related to patients with cancer in general
[18-20,23,33,37]. Two studies included 129 newly diagnosed

patients with cancer, of whom 92 were treated for breast cancer
[35], and 625 cancer survivors, of which 138 were treated for
breast cancer [30]. Two breast cancer studies focused on patients
undergoing chemotherapy [22,24]. Of the remaining studies, 1
study focused on 261 patients with primary cancers that had
metastasized to the liver and 1 study on 285 patients with
nonsmall cell lung cancer [28,36]. The mean number of
participants was 273 (range 39-752), of which 70.99%
(3682/5186) were female. Some studies included only female
participants. The mean age of the subjects was 54.2 years (range
42.35-61.7; Table 2).
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Table 2. Characteristics of included studies: population, intervention and comparison descriptions, and study design (N=19).

Follow-upLength of

intervention

ComparisonTechnological componentsInterventionStage of care
process

PopulationReference and
country

Baseline, 2
months, 4

Minimally 6
months

Care as usualAssessment component to
monitor and report symp-
toms, problems, and priori-

Web-based self-
management
support system
and e-messages

Active can-
cer treatment

167 patients re-
cently diag-
nosed with
breast cancer

Børøsund et al
[21], Norway

months, and 6
monthsties for support along physi-

cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; information

sectionc; communication

sectiond; and diarye

Baseline, 3
months, 6

1 yearInformation
sheet with rele-

Assessment component to
monitor and report symp-

Web-based self-
management
support system

Active can-
cer treatment

325 patients
with breast can-
cer (surgery
plus additional

Ruland et al
[25], Norway

months, 9
months, and 2
months

vant internet
sites that could
be useful to
them

toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-

treatment) or
prostate cancer

lored symptom self-manage-

ment supportb; information

sectionc; communication

sectiond; and diarye

Just before
surgery, 1 day

Average 9
months

Usual care: oral
and written pa-
tient education
material

Information sectioncWeb-based pa-
tient education
tool

Active can-
cer treatment

300 newly diag-
nosed patients
with breast can-
cer

Ryhänen et al
[27], Finland

after surgery,
when meeting
the oncologist
for the first
time, before and
after
chemotherapy,
before and after
radiotherapy,
and 1 year after
breast cancer
diagnosis

Baseline, imme-
diately postinter-

6 weeksInformation-on-
ly version of

Tailored symptom self-

management supportb
Self-guided,
web-based cog-
nitive behav-
ioral therapy

Active can-
cer treatment

60 patients with
cancer

Beatty et al
[23], Australia

vention, 3
months postin-
tervention, and

CCOf; con-
tained the same
6 information

6 months
postintervention

topics as the in-
tervention but
no worksheets,
activities, relax-
ation or medita-
tion exercises,
or journal

Before a new
therapeutic regi-

From the
start of a

Screening for
symptom or

QOLg

Assessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-

Web-based,
self-report as-
sessment and
educational in-
tervention

Active can-
cer treatment

752 ambulatory
adult partici-
pants with vari-
ous cancer diag-
noses

Berry et al [33],
United States

men, 3-6 weeks
after starting
treatment, 2
weeks later, and

new thera-
peutic regi-
men till 2-4
weeks after

cal, functional, and psy-

chosocial dimensionsa; infor-
2-4 weeks after
treatment ended

treatment
endedmation sectionc; communica-

tion sectiond; and diarye

Baseline,
postinterven-

At least 8
weeks

Wait-list con-
trol

Tailored symptom self-

management supportb
Web-based in-
tervention on
stress manage-
ment

Active can-
cer treatment

129 newly diag-
nosed patients
with cancer (92
treated for
breast cancer)

Urech et al [35],
Switzerland

tion, and 2-
month follow-
up
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Follow-upLength of

intervention

ComparisonTechnological componentsInterventionStage of care
process

PopulationReference and
country

Baseline and 6
months

6 monthsUsual careAssessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; information

sectionc; communication

sectiond; and diarye

Web-based self-
management
support system

Active can-
cer treatment

261 patients di-
agnosed with
hepatocellular,
cholangiocarci-
noma, gallblad-
der, neuroen-
docrine, and
pancreatic carci-
noma or other
primary cancers
that have metas-
tasized to the
liver

Steel et al [28],
United States

Baseline, 2
months, 4
months, 6
months, and 8
months after the
intervention

25 months or
13 months
after patient
death,
whichever
was less

Training on us-
ing the internet
and a list of in-
ternet sites
about lung can-
cer

Information sectionc and

communication sectiond

Web-based in-
tervention

Active can-
cer treatment

285 dyads con-

sisting NSCLCh

at stage IIIA, II-
IB, or IV—pa-
tients and a pa-
tient-identified
primary caregiv-
er

Gustafson et al
[36], United
States

Day 1, day 21,
and day 42 dur-
ing their
chemo-therapeu-
tic intervention

6 weeksUsual careAssessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa

Mobile app, su-
pervised, and
unsupervised

Active can-
cer treatment

139 patients
with breast can-
cer undergoing
chemotherapy

Egbring et al
[22], Switzer-
land

At enrolment, 1
day before
surgery, 1 day
postsurgery,
and 7 days post-
surgery

2 weeksNot specifiedInformation sectioncMobile appActive can-
cer treatment

39 patients with
breast cancer
undergoing
surgery

Foley et al [34],
Ireland

Baseline and af-
ter 3 weeks

3 weeksUsual care+a
brochure with
side effects of
chemotherapy

Information sectioncMobile gameActive can-
cer treatment

76 patients with
metastatic
breast cancer
planned to re-
ceive
chemotherapy

Kim et al [24],
Republic of Ko-
rea

Baseline, 8
weeks, and 6
months

8 weeksBasic recom-
mendations
(written format)
for exercise

Tailored symptom self-

management supportb and

communication sectiond

Web-based tai-
lored exercise
program

Finished ac-
tive cancer
treatment

81 patients with
breast cancer
after complet-
ing adjuvant
therapy

Galiano-Castil-
lo et al [26],
Spain

Baseline, 4
months, 6
months, and 10
months

4 monthsCare as usualAssessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; and informa-

tion sectionc

Web-based self-
management
support system

Finished ac-
tive cancer
treatment

150 female
breast cancer
survivors 2-4
months before
baseline assess-
ment

van den Berg et
al [29], the
Netherlands
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Follow-upLength of

intervention

ComparisonTechnological componentsInterventionStage of care
process

PopulationReference and
country

Baseline and 12
weeks

12 weeksIntervention: a
50-page educa-
tional booklet
on exercise and
diet

Assessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; information

sectionc; communication

sectiond; and diarye

Web-based self-
management
exercise and di-
et intervention
support system

Finished ac-
tive cancer
treatment

59 patients with
breast cancer
who had re-
ceived curative
surgery and
completed pri-
mary cancer
treatment with-
in 12 months
before the
study: diagnose
stage 0-III can-
cers within 2
years before the
study

Lee et al [32],
South Korea

Baseline, 1
week postinter-
vention, 3
months, and 6
months

6 monthsWait-list con-
trol group (ac-
cess to app after
6 months)

Assessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; information

sectionc; and communica-

tion sectiond

Web-based
eHealth app

Finished ac-
tive cancer
treatment

625 survivors
diagnosed with
head and neck
cancer, colorec-
tal cancer,
breast cancer,
Hodgkin lym-
phoma, or non-
Hodgkin lym-
phoma

Van der Hout et
al [30], the
Netherlands

Baseline, 3
months, 6
months, and 12
months

12 monthsAccess to the
intervention
was postponed
until after the
12-month mea-
surement

Tailored symptom self-

management supportb and

information sectionc

Web-based self-
management
support system

Finished ac-
tive cancer
treatment

462 patients
with cancer
from 21 differ-
ent Dutch hospi-
tals

Willems et al
[20], the
Netherlands

Baseline, 3
months, 6
months

6 monthsAccess to the
intervention
was postponed
until after the
12-month mea-
surement

Tailored symptom self-

management supportb and

information sectionc

Web-based self-
management
support system

Finished ac-
tive cancer
treatment

Same interven-
tion as that used
by Willems et
al [20]

Kanera et al
[18], the
Netherlands

Baseline, 3
months, 6
months, and 12
months

12 monthsAccess to the
intervention
was postponed
until after the
12-month mea-
surement

Tailored symptom self-

management supportb and

information sectionc

Web-based self-
management
support system

Finished ac-
tive cancer
treatment

Same interven-
tion as that used
by Willems et
al [20]

Kanera et al
[19], the
Netherlands
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Follow-upLength of

intervention

ComparisonTechnological componentsInterventionStage of care
process

PopulationReference and
country

Baseline and 6
months

6 monthsDelayed-treat-
ment control
condition

Assessment component to
monitor and report symp-
toms, problems, and priori-
ties for support along physi-
cal, functional, and psy-

chosocial dimensionsa; tai-
lored symptom self-manage-

ment supportb; information

sectionc; communication

sectiond; and diarye

Web-based self-
management
support system

Finished ac-
tive cancer
treatment

352 cancer sur-
vivors

Bantum et al
[37], United
States

aAn assessment component to monitor and report symptoms, problems, and priorities for support along physical, functional, and psychosocial dimensions,
currently and over time.
bTailored symptom self-management support to self-manage symptoms and problems the patient experiences.
cAn information section, which included information about various aspects of cancer such as exercise, nutrition, coping, and symptom management
and also provided access to other reliable and relevant web sources.
dCommunication section, with fellow patients or with health care providers, using discussion centers, an SMS text messaging function, or email as a
communication tool.
eDiary, where patients could keep personal notes.
fCCO: Cancer Coping Online.
gQOL: quality of life.
hNSCLC: nonsmall cell lung carcinoma.

Intervention Characteristics
The intervention characteristics for both the intervention and
control groups are described in Table 2. The degree of detail
provided about the interventions varied greatly across studies.
There was a large variation in the duration, frequency, and
content of the interventions. The mean duration of the
intervention was 39.5 weeks (range 2 weeks to 25 months). A
total of 37% (7/19) interventions focused only on the
psychological well-being of patients [27,29,30,33-36], 1 focused
only on physical health [32], and 11 focused on both
[18-26,28,37].

The technological component was mainly a web-based approach
(16/19, 84%) [18-21,23,25-30,32,33,35-37]; in 2 studies, a
mobile app was used [22,34], and 1 study used a mobile game
as a DSMST [24]. Of the 16 studies that used a web-based
approach, 1 study sent email reminders in an attempt to maintain
or improve adherence [29].

Although the content of the interventions differed, 5 key
components of DSMSTs were identified (Table 2). A total of
5 of the 16 web-based approach studies used all 5 key
components in their DSMSTs [21,25,28,29,32,37] to increase
self-management (support): (1) An assessment component to
monitor and report symptoms, problems, and priorities for
support along physical, functional, and psychosocial dimensions,
currently and over time (eg, improving diet, increasing exercise,
and stress management via relaxation therapy); (2) Tailored
symptom self-management support to self-manage symptoms
and problems the patient experiences (eg, in the study by
Børøsund et al [21], patients could choose symptoms and

problems they were experiencing from a predefined list, rate
the burden of these symptoms and problems, and indicate where
they needed help); (3) The information section, which included
information about various aspects of cancer such as exercise,
nutrition, coping, and symptom management and also provided
access to other reliable and relevant web sources; (4)
Communication section, with fellow patients or with health care
providers, using discussion centers, an SMS text messaging
function, or email as a communication tool. Communication
with fellow patients was often used for social networking,
providing feedback, and encouraging each other, whereas
communication with health care providers was often used for
difficult questions and support; (5) Diary, where patients could
keep personal notes. The 2 studies that provided a mobile app
only offered 1 of the 5 key components. One offered tailored
information and the other offered an assessment component
(Table 2) [22,34]. One study, using a mobile game, offered
patient education as a key component to increase the
self-management of patients with breast cancer [24].

Outcomes of Included Studies
The measurement instruments used and the corresponding
outcomes of the studies are presented in Table 3. Psychosocial
outcome measures, such as QOL, anxiety and depression, and
symptom distress, were the most commonly used outcome
measures, mostly using validated (eg, The European
Organisation for Research and Treatment of Cancer QOL
Questionnaire Core 30, Functional Assessment of Cancer
Therapy-Fatigue, Hospital Anxiety and Depression Scale
[HADS]) questionnaires.
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Table 3. Intervention outcomes.

ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

————eAnxiety, depres-

sion, (HADSc),

Børøsund et al
[21], Norway

•• Interven-
tion+com-
munication

Anxiety:
interven-
tion+com-and symptom

service<con-munica-distress

(MSASd)
trol
(P=.001)

tion ser-
vice<con-
trol • Interven-

tion+com-(P=.03)
munication• Interven-

tion+com- service ver-
sus commu-munica-
nication ser-tion ser-
vice: NSvice versus

communi-
cation ser-

vice: NSf

• Depres-
sion: inter-
ven-
tion+com-
munica-
tion ser-
vice<con-
trol group
(P=.03)

• Interven-
tion+com-
munica-
tion ser-
vice versus
communi-
cation ser-
vice: NS

• Depres-
sion: com-
munica-
tion ser-
vice<con-
trol
(P=.03)

———Symptom dis-
tress (MSAS),

Ruland et al
[25], Norway

••• Interven-
tion<control
(P=.04; only

Depres-
sion: inter-
ven-

Interven-
tion=con-
troldepression

on globaltion=con-(P=.18)(Center for Epi-
symptomtroldemiological

Studies-Depres- distress in-(P=.16)
sion Scale), dex)
self-efficacy,
and social sup-
port

————QOL (QOL-

CSg), anxiety

Ryhänen et al
[27], Finland

•• Anxiety:
interven-
tion=con-

Interven-
tion=con-
trol

(STAIh), and
side effects

trol
(P=.64)

(P=.82)
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ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

—• Interven-
tion>control

• At 3-month
follow-up
(d=−0.52;
P=.02)

—• Interven-
tion=control
at 3-month
follow-up

—• Interven-
tion>con-
trol at 3-
month fol-
low-up

• Interven-
tion>con-
trol at 6-
month fol-
low-up for
global
QOL
(d=−0.43)

• Trend to-
ward a sig-
nificant
group×time
interaction
for global
QOL

Distress (PSS-

SRi; DASSj),

HRQOLk

(EORTC-QLQ-

C30l), and cop-
ing (mini-

MACm)

Beatty et al
[23], Australia

———• The SDS-15
score was
reduced by
an estimated
1.53 points
(P=.01) in
the interven-
tion group
users com-
pared with
the matched
control
group.

——Symptom dis-

tress (SDS-15n

score)

Berry et al [33],
United States

———• Interven-
tion<control
(P=.03)

• Immediately
after the in-
tervention

• After 2
months, in-
terven-
tion=control

• Interven-
tion=con-
trol
(P=.15)

• Interven-
tion>con-
trol
(P=.007)

QOL (FACIT-

Fo), anxiety or
depression
(HADS), and
distress (dis-
tress thermome-
ter)

Urech et al [35],
Switzerland

——• Interven-
tion: NS

—• Interven-
tion: de-
pression
decreased
(d=0.71)

• Interven-
tion: QOL
increased
(Cohen
d=0.99)

Steel et al [28],
United States
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ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

Depression
(Center for Epi-
demiological
Studies-Depres-
sion), pain

(BPIp), fatigue

(FACTq instru-
ment), HRQOL

(FACT-Gr), and
caregiver stress
and depression

(CQOLCs and
Center for Epi-
demiological
Studies-Depres-
sion scale)

———• Interven-
tion<control

• Significant
differences
at 4 months
(P=.03;
d=0.42) and
6 months
(P=.004;
d=0.61)

• Similar but
marginally
significant
effects were
observed at
2 months
(P=.05;
d=0.39) and
8 months
(P=.06;
P=.43)

——Symptom dis-

tress (ESASt)

Gustafson et al
[36], United
States

—————Daily functional
activity

(ECOGu)

Egbring et al
[22], Switzer-
land
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ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

• Decreased;
All groups
from first to
second visit

• Increased;
Interven-
tion: super-
vised from
second to
third visit

• Decreased;
Interven-
tion: unsu-
pervised and
control

• Interven-
tion: super-
vised from
first (medi-
an 90.85,
IQR 30.67)
to third visit
(median
84.76, IQR
18.29;
P=.72)

————• Control<in-
tervention
7 days
postopera-
tive
(P=.03,
anxiety;
P=.02; de-
pression)

—Anxiety and de-
pression
(HADS)

Foley et al [34],
Ireland

————• Anxiety:
interven-
tion=con-
trol
(P=.21)

• Depres-
sion: inter-
ven-
tion=con-
trol
(P=.99)

• Interven-
tion>con-
trol
(P=.01)

QOL (WHO

QOL-BREFv

Scale), anxiety
(Spielberger
State-Trait anxi-
ety scale), and
depression

(BDIw)

Kim et al [24],
Republic of Ko-
rea

——• Fatigue
• Interven-

tion<control
(P<.001)

——QOL (EORTC-
QLQ-C30) and
fatigue (R-

PFSx)

Galiano-Castil-
lo et al [26],
Spain
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ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

Interven-
tion>control for
global health
status (P=.001),
physical func-
tioning
(P=.001), role
functioning
(P=.003), and
cognitive func-
tioning
(P=.007), and
arm symptoms
(P=.003),

———• Interven-
tion<control
(P=.02)

——Distress (SCL-

90y)

Berg et al [29],
the Netherlands

• Overall diet
quality: in-
terven-
tion>control
(P=.001)

• Appetite
loss: inter-
vention>con-
trol (P=.03)

• Fruit and
vegetables
consump-
tion: inter-
vention>con-
trol (P=.03)

• Moderate-
intensity
aerobic exer-
cise: inter-
vention>con-
trol
(P<.001)

• Physical
functioning:
interven-
tion>control
(P=.02)

• Stage of
change for
exercise: in-
terven-
tion>control
(P<.001)

• Interven-
tion<control
(P=.03)

——• Interven-
tion>con-
trol
(P=.02)

HRQOL
(EORTC-QLQ-
C30), exercise
and intake of
Fruit and vegeta-
bles, diet quali-

ty (DQIz), stage
of change for
exercise, and fa-

tigue (BFIaa)

Lee et al [32],
South Korea

—————• Interven-
tion>con-
trol over
time
(P=.05)

HRQOL
(EORTC-QLQ
including tu-
mor-specific
symptoms with-
in the tumor
groups)

Van der Hout et
al [30], the
Netherlands

——• 6 months:
interven-
tion: a de-
crease for
participants
≤56 years
(d=0.44)

• 12 months:
interven-
tion=control

—• 6 months:
interven-
tion ↓ for
partici-
pants who
received
chemother-
apy
(d=0.36)

• 12 months:
interven-
tion=con-
trol

• Emotional
and social
function-
ing

• 6 months:
interven-
tion ↑ so-
cial func-
tioning in
men
(d=0.34)

• 12 months:
interven-
tion=con-
trol

Emotional and
social function-
ing (EORTC-
QLQ-C30), de-
pression
(HADS), and

fatigue (CISab)

Willems et al
[20], the
Netherlands

————

J Med Internet Res 2021 | vol. 23 | iss. 6 |e20861 | p.156https://www.jmir.org/2021/6/e20861
(page number not for citation purposes)

Adriaans et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


ResultsOutcomes and
measurement
instruments

Reference and
country

Dietary behaviorPAbFatigue

Distress

(symptom)

Anxiety and

depressionQOLa

PA

(SQUASHac)
and dietary be-
havior (Dutch
Standard Ques-
tionnaire on
Food Consump-
tion)

Kanera et al
[18], the
Netherlands

• Interven-
tion>control
(P=.02)

• After multi-
ple testing,
significance
expired

• Moderate
PA interven-
tion>control
(P<.001)

• After multi-
ple testing,
significance
expired

• Vegetable
consump-
tion: inter-
vention=con-
trol (P=.12)

• Interven-
tion>control
(P=.01)

• Age only
significant
moderator
(P=.01)

————Moderate PA
(SQUASH) and
vegetable con-
sumption
(Dutch Stan-
dard Question-
naire on Food
Consumption)

Kanera et al
[19], the
Netherlands

• Fruit and
vegetable in-
take: inter-
vention=con-
trol (P=.24)

• Interven-
tion>control
(P=.01), in-
crease of
strenuous
exercise
(32-51 min
per week
compared
with a
steady 29
min per
week)

• Interven-
tion>control
(P=.01), in-
crease of
stretching
(31 min at
baseline to
46 min per
week in the
intervention
group com-
pared with
26 min at
baseline to
25 min after
6 months in
the control
group)

• Interven-
tion=control
(P=.56)

—• Depres-
sion: inter-
ven-
tion=con-
trol
(P=.69)

—Fatigue (BFI),
exercise (Godin
Exercise Ques-
tionnaire), fruit
and vegetable
intake (Block
Food Frequency
Questionnaire),
and depression

(PHQad-8)

Bantum et al
[37], United
States

aQOL: quality of life.
bPA: physical activity.
cHADS: Hospital Anxiety and Depression Scale.
dMSAS: Memorial Symptom Assessment Scale.
eNot available.
fNS: nonsignificant.
gQOL-CS: Quality of Life Cancer Survivor.
hSTAI: State-Trait Anxiety Inventory.
iPSS-SR: Posttraumatic Stress Scale-Self-Report.
jDASS: Depression Anxiety Stress Scale.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e20861 | p.157https://www.jmir.org/2021/6/e20861
(page number not for citation purposes)

Adriaans et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


kHRQOL: health-related quality of life.
lEORTC-QLQ-C30: The European Organisation for Research and Treatment of Cancer Quality of Life Questionnaire Core 30.
mmini-MAC: mini Mental Adjustment to Cancer Scale.
nSDS-15: 15-item Symptom Distress Scale.
oFACIT-F: Functional Assessment of Cancer Therapy-Fatigue.
pBPI: Brief Pain Inventory.
qFACT: Functional Assessment of Cancer Therapy.
rFACT-G: Functional Assessment of Cancer Therapy-General.
sCQOLC: Caregiver Quality of Life Index-Cancer Scale.
tESAS: Edmonton Symptom Assessment Scale.
uECOG: Everyday Cognition.
vWHO QOL BREF scale: World Health Organization Quality of Life-BREF Scale.
wBDI: Beck Depression Inventory.
xR-PFS: Piper Fatigue Scale-Revised.
ySCL-90: Symptom Checklist-90.
zDQI: Diet Quality Index.
aaBFI: Brief Fatigue Inventory.
abCIS: Checklist Individual Strength.
acSQUASH: Short Questionnaire to Assess Health-Enhancing Physical Activity.
adPHQ: Patient Health Questionnaire.

A total of 10 studies reported QOL [20,23-28,30,32,35], whereas
6 of them reported positive outcomes [24,26,28,30,32,35]. A
few studies (4/9, 44%) used The European Organisation for
Research and Treatment of Cancer Quality of Life Questionnaire
Core 30 to measure QOL. Four studies observed that the overall
health-related QOL improved to a significantly larger degree
compared with the control group [24,28,30,35]. Two of these
studies [24,30] were of high quality, including 76 and 625
participants, respectively. One study, including 81 patients who
finished active treatment, with 8 weeks of access to an
internet-based tailored exercise program, found that
health-related QOL improved to a significantly larger degree
compared with the control group on the subdomains global
health status, physical functioning, role functioning, cognitive
functioning, and arm symptoms [26]. One study, which reported
on 59 patients with breast cancer who finished active treatment,
only found a statistically significant difference in the subdomain
physical functioning [32]. Four studies [20,23,25,27] found no
statistically significant differences in the overall QOL or
subdomains of QOL. Three of these studies included >300
patients each, of which 2 studies were of high quality.

Anxiety was reported in 5 studies, whereas depression was
reported in 8 studies. Four studies [21,24,34,35] reported anxiety
and depression. Four studies used the HADS [20,21,34,35] to
report anxiety and depression. Willems et al [20] used only the
depression subscales of the HADS. Two other studies also
reported depression using different questionnaires [28,37]. One
study only reported the outcomes of anxiety [27]. Two studies
reported significant differences in anxiety levels [21,34], and 3
studies reported significant differences in depression levels
[21,28,34]. One of these studies, including 167 patients with
breast cancer in active treatment with access to a web-based
self-management support system with e-messages, observed
significantly lower anxiety (P=.03) and depression (P=.03)
levels in the intervention group than in the usual care group
[21]. This study was classified as high quality. Another study,

classified as moderate quality and including 261 active treatment
patients, reported a reduction in depression (Cohen d=0.71) for
the intervention group when compared with the usual care group
[28]. In contrast, another moderate quality study, including 39
patients with breast cancer with access to a mobile app for 2
weeks, reported significantly lower anxiety (P=.02) and
depression (P=.03) levels in the control group than in the
intervention group [34]. Of the studies that found no significant
differences in anxiety, 2 studies were of moderate quality,
whereas 1 was classified as high quality, including 76 patients
who completed active cancer treatment. Of the studies that found
no significant differences in depression, 2 studies were of
moderate quality, whereas 3 [20,24,25] were classified as high
quality. One of these studies included 76 patients who completed
active cancer treatment and 2 of these studies included 325
patients, during their active cancer treatment.

A total of 7 studies reported symptom distress
[21,23,25,29,33,35,36], of which 6 were classified as
high-quality studies. One study [35] was classified as moderate
quality. All studies used a web-based approach. One study
(including 167 active treatment patients), using 2 experimental
groups [26] and examining an internet-based patient-provider
communication service with and without the additional use of
a web-based illness management system, found significantly
lower symptom distress in the web-choice intervention group
than in the control group, but no statistically significant
differences were observed between the 2 intervention groups
[21]. In addition, 2 other studies, including 150 and 752 patients,
found significantly less distress in the intervention group
[29,33]. Another study, including 325 patients, found significant
group differences in symptom distress [25]. One study included
285 active treatment patients and their primary caregivers [36].
These caregivers reported lower patient physical symptom
distress in the intervention group than in the control group. One
study found that distress was significantly lower immediately
after the intervention in the intervention group than in the control
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group. However, distress did not change significantly from
immediately after the intervention to the follow-up 2 months
later [35]. One study, including 60 patients, found no statistically
significant group×time interactions [23].

Five studies reported fatigue [20,26,28,32,37], of which 2
reported a decrease in fatigue after 8 and 12 weeks of a
web-based intervention [26,32]. One of these studies, including
81 patients, was classified as high quality. Three others found
no significant changes after an intervention of 6 months
[20,28,37], of which 1 was classified as high quality, including
462 patients.

Six studies reported results on PA [18,19,22,23,32,37]. Four
studies observed significant effects; 2 studies were classified
as high quality [19,23], whereas 2 were classified as moderate
quality [32,37]. In 1 study, 139 participants were randomly
assigned to an unsupervised group (intervention), a supervised
group (intervention), or a control group [22]. The intervention
groups showed no significant differences from the first to the
third visit. On the other hand, another study including 352
patients who finished active treatment with 6 months of access
to a web-based self-management support system, showed an
increase in strenuous exercise in the intervention group
compared with the control group [37]. Another study found that
moderate-intensity aerobic exercise for at least 150 minutes per
week significantly increased in the intervention group compared
with controls [32]. In the study by Beatty et al [23], 60
participants received either the 6-week intervention Cancer
Coping Online (n=30) or the 6-week web-based attention control
(n=30). The Cancer Coping Online participants had significantly
higher physical functioning than the controls at 3 months of
follow-up (d=−0.52; P=.02). The study that found no significant
effect [18] was similar to a study that found a significant effect,
with the only difference in follow-up time (6 months vs 12
months) [19].

Four studies reported dietary behaviors [18,19,32,37]. One
study, including 59 patients with 12 weeks of access to a
web-based self-management exercise and diet intervention
support system, showed a greater improvement in overall diet
quality in the intervention group (P=.001) [32]. Another study,
including 352 patients who finished active treatment with 6
months of access to a web-based self-management support
system, reported no significant changes in fruit and vegetable
intake [37]. Both studies were classified as moderate quality.
Two high-quality studies of 462 patients, who completed active
treatment, found no significant changes in dietary behavior and
vegetable intake in particular [18,19].

Discussion

Principal Findings
In this paper, we have systematically reviewed published RCTs
to assess the effectiveness of existing interventions with
DSMSTs on physical and psychosocial symptoms or other
supportive care needs in adult patients with cancer. A total of
19 publications covering 17 unique studies were included in
this review. The RCTs varied in terms of content, duration, and
frequency. Nevertheless, we identified 5 elements that were

common for the majority of the interventions: an assessment
component, tailored symptom self-management support, an
information section, a communication section, and a diary.
Significant positive effects were observed on QOL in 6 studies,
on anxiety in 1 study and depression in 2 studies, on symptom
distress in 5 studies, on PA in 4 studies, on dietary behavior in
1 study, and on fatigue in 2 studies. In addition, significant
negative effects were observed on anxiety and depression in 1
study. Other studies reported no significant effects on these
outcomes (4 studies on QOL, 3 studies on anxiety, 5 studies on
depression, 2 studies on symptom distress, 2 studies on PA, 3
studies on dietary behavior, and 3 studies on fatigue). Most
interventions were web-based; 2 studies used mobile apps, and
1 study used a game as a DSMST. No relationship was found
between the effectiveness of the studies and different
components of the DSMSTs for patients with cancer, the quality
of the study, and the impact on physical and psychosocial
symptoms or other supportive care needs in adult patients with
cancer.

Concerning the reported effects of DSMSTs on psychosocial
and physical symptoms or other supportive care needs,
comparable reviews also showed positive effects of DSMSTs.
A systematic review [38] included 16 studies that examined
internet-based support programs in patients with cancer. That
review showed that internet-based support programs are
effective in improving psychosocial and physical symptoms in
patients with cancer [38]. Another systematic review included
17 studies that examined web-based mental health interventions
in patients with chronic gastrointestinal conditions. That review
showed that these interventions resulted in fewer somatic
symptoms and improved QOL [39]. Moreover, another review
suggested that DSMSTs could be useful for individuals during
and after cancer treatment, especially in terms of information,
follow-up planning, and management of side effects [14].
However, significant negative effects of DSMSTs were also
observed in the reviewed studies. Several studies have reported
no significant effects of DSMSTs on specific psychosocial and
physical symptoms or other supportive care needs. Other factors
may also have played a role in the large variation in observed
outcomes. These include the different measurement instruments
used within and between studies, different sample sizes, and
different periods between the start of the intervention and the
postintervention measurement. Future studies should preferably
use uniform outcome measures and time intervals for the
assessment of outcomes.

For some patients, having more knowledge about their condition
might reduce their anxiety as a result of the development of
realistic expectations of the future and preparedness for
treatment-related side effects. On the contrary, information
might also increase patients’ anxiety by drawing attention to
their condition, unknown symptoms, or risks of treatment. In
our review, one study [21] reported significantly lower anxiety
and depression levels in the intervention group than in the
control group, whereas another study [34] reported significantly
higher anxiety and depression levels in the intervention group
than in the control group. In the first study, patients had access
to the intervention for 1 year and could use the system as much
as they liked. In the second study, patients received a tablet
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computer 1 week before surgery and had to return the tablet 1
week postoperatively. However, the heterogeneity in content,
frequency, and duration of the interventions included in our
review precludes a definitive answer to the question on the effect
of digital self-management support on anxiety and depression.
An earlier review on web-based interventions for type 2 diabetes
indicated that interventions of longer duration (>12 weeks)
resulted in better outcomes. This may also be the case in patients
with cancer [40]. However, further studies are needed to confirm
this.

We considered the mode of delivery (how the intervention was
delivered to the recipients) in the included studies and identified
that the technological component was mainly a web-based
approach. Over the past 10 years, the number of publications
reporting on the use of DSMSTs in health care has increased.
At the beginning of this period, studies focused on telehealth,
whereas in the past 5 years, the majority of studies reported on
the use of eHealth and mobile health in DSMSTs [7]. Mobile
devices have emerged as an important tool for enhancing
communication between patients and health care providers, for
patient engagement in their health, for disease prevention, and
for interventions that change health behavior [13,41].
Surprisingly, we found only 2 studies using mobile health apps,
which is in contrast with the rapidly growing market of mobile
health apps in general. This may imply that the introduction of
new mobile health tools is much faster than its scientific
appraisals [7]. To better understand why one device in a care
program is more effective than others, adequately conducted
studies that moderate the possible effects are needed.

We identified 5 elements that were common for the majority
of the interventions: an assessment component, tailored
symptom self-management support, an information section, a
communication section, and a diary. These elements were used
as single-component interventions or multicomponent
interventions using different combinations of elements. Of the
16 web-based approach studies, 5 studies used all 5 elements
in their DSMSTs [21,25,28,29,32,37] to increase
self-management (support). Given the design of the studies, it
is difficult to determine whether multicomponent DSMSTs are
more effective than single-component DSMSTs and, in the case
of a multicomponent DSMST, which particular component
contributes most to a certain effect [13]. An earlier review of
cancer survivors supported the benefit of an educational element,
that is, cancer survivors who received sufficient information
reported a better QOL [42]. Most reviews targeting cancer
[11-15] highlighted that DSMSTs are mostly multicomponent
and that there is a great deal of heterogeneity in the protocols
and outcomes measured in cancer‐related DSMST studies.
Future studies should be more structured to determine the role
of individual intervention elements and should take the duration
and frequency of interventions into account [13]. To further
demonstrate the effects in patients, researchers should analyze
and compare single-component and multicomponent DSMSTs
separately.

Individuals have different preferences regarding information
seeking, health care participation, and embracement of DSMSTs.
Preferences of women and men might differ regarding health
information seeking and support [43]. In addition, age might

be of influence, as it might be more difficult to work with new
technologies for the older adults [7]. Other factors that could
influence the use of new technology are the educational level
or the skills needed for using electronic devices [7]. The studies
described in this review included patients with different disease
or treatment phases. The effects of DSMSTs on physical and
psychosocial symptoms or other supportive care needs might
differ depending on the patients’ need for information and
support, which may vary during the phases. Patients with cancer
in the curative phase, for example, may need more information
on how to cope with the late effects of surgery or chemotherapy,
whereas patients in the palliative phase may want information
about the self-management of pain and psychological distress
[44]. Future reviews should focus more on comparing the effects
of DSMSTs in different groups of patients, distinguished by
treatment stage (curative or palliative) and tumor types.

Limitations
Although our review was systematic and we took care to assure
its quality, there are limitations to our study. One limitation of
this review is that the studies included in the review were
conducted predominantly with patients with breast cancer. In
addition, several studies included in this review enrolled patients
with mixed cancer populations. In some cases, the reported
effects and evidence found in the included studies may apply
more to one type of patients with cancer than to patients with
other tumor types. The preferences and needs of patients with
a specific tumor type may differ. Therefore, future studies should
focus on specific tumor types. Another limitation is that although
the average rating for methodology was good (13 studies were
of high quality), the trials included in our review had several
potential sources of bias and error. In particular, insufficient
information regarding allocation concealment and the lack of
blinding participants and personnel as well as outcome assessors
might have biased the results. A third limitation is that we
summarized different types of self-management support
interventions for different types of patient groups and compared
their benefits for patient self-management. This heterogeneity
hampers firm conclusions regarding the effects on the studied
outcomes. In addition, some studies comprised small sample
sizes [24,26,32,34]. The absence of significant effects might be
caused by a lack of power instead of the true ineffectiveness of
the intervention. Due to the large variety of outcome measures,
study characteristics, and components of DSMSTs, neither
meta-analysis nor a comprehensive description of effect sizes
was possible.

Conclusions
In conclusion, this review suggests that DSMSTs have a
beneficial effect on the QOL. For effects on other patient
outcomes (eg, anxiety and depression, symptom distress, PA,
dietary behavior, and fatigue), the evidence is inconsistent and
limited or no effect is suggested. A total of 5 elements that were
common for the majority of the interventions included an
assessment component, tailored symptom self-management
support, an information section, a communication section, and
a diary. We identified several lacunas in the available body of
evidence regarding the effects of DSMSTs on patients with
specific tumor types, patients with cancer in a specific treatment
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or disease stage, the design of technology, and especially the
design of technology tailored to the patients’ needs. Future
research should focus on specific tumor types, study different

types of interventions separately, and assess the effects of
specific interventions at different stages of disease progression.
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Abstract

Mobile health (mHealth) technologies have provided an innovative platform for the deployment of health care diagnostics,
symptom monitoring, and prevention and intervention programs. Such health-related smartphone apps are universally accepted
by patients and providers with over 50 million users worldwide. Despite the rise in popularity and accessibility among consumers,
the evidence base in support of health-related apps has fallen well behind the rapid pace of industry development. To bridge this
evidence gap, researchers are beginning to consider how to best apply evidence-based research standards to the systematic
synthesis of the mHealth consumer market. In this viewpoint, we argue for the adoption of a “hybrid model” that combines a
traditional systematic review with a systematic search of mobile app download platforms for health sciences researchers interested
in synthesizing the state of the science of consumer apps. This approach, which we have successfully executed in a recent review,
maximizes the benefits of traditional and novel approaches to address the essential question of whether popular consumer mHealth
apps work.

(J Med Internet Res 2021;23(6):e27105)   doi:10.2196/27105
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Introduction

In the past decade, smartphones have become ubiquitous across
personal, social, and vocational domains [1], regardless of
gender, race, ethnicity, and socioeconomic status [2]. There are
3.5 billion smartphone users worldwide [3]. Nearly 75% of
Americans own a smartphone and 83% of smartphone owners
never leave home without it [1,4]. Mobile health (mHealth)
technologies may improve access to health care by overcoming
financial constraints and geographical barriers; 73% of families
living below the poverty line have 1 or more smartphones even
if they lack access to other resources, and telehealth enables

expanded access to services in rural communities [5,6]. Over
50 million people use apps for health monitoring and diagnostic
purposes worldwide [7]. Smartphone app-based tools for
diagnosis, symptom monitoring, behavioral change,
provider–patient communication, and disease-related education
have become increasingly popular and have the potential to
improve health and behavioral outcomes [8-10].

Previous research suggests that both patients and providers have
a strong interest in utilizing mHealth technologies as part of
health care practices, particularly apps that are supported by
research evidence [11-13]. However, the research evidence lags
far behind the exponential growth of publicly available apps
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for consumer download. As of 2020, there were approximately
101,000 mHealth apps available in major app stores with 3.7
billion annual downloads, and the market is forecasted to reach
US $312 billion by 2027 [14-17]. This presents a significant
research–practice divide with the widespread adoption of
app-based health care tools and interventions that may not be
backed by science [18].

Viewpoint Structure

This viewpoint is structured according to the main points of the
“design science” framework for information systems research:
problem identification, objectives, design and development,
and demonstration [19].

Problem
Further fracturing the research–practice divide into a chasm,
there are no gold-standard methods for evaluating the evidence
in support of the efficacy of publicly available consumer apps
within the growing mHealth industry.

Objectives
To address the research–practice chasm, we endeavored to
develop methodologically rigorous and reproducible standards
for evaluating whether publicly available mHealth tools and
interventions work. In this viewpoint, our primary objective is
to provide a narrative description of the lessons we learned from
the process of designing a recent study evaluating the evidence
in support of popular stress management and psychosocial
wellness apps [20].

Design and Development
We considered methodological approaches such as a traditional
systematic review and a novel search of mobile app download
platforms. A systematic review is particularly well-suited for
research questions pertaining to feasibility and efficacy of apps
developed in research settings. Novel searches of mobile app
download platforms allow researchers to examine the
functionality and usability of popular apps. Neither was
sufficient alone for novel research questions pertaining to the
state of the science of popular apps available for consumer
download. Ultimately, we decided on a “hybrid model”
combining a systematic review with a systematic search of
mobile app download platforms, a methodological approach
that was “not too hot, not too cold, but just right.” We
recommend that researchers interested in the review and
synthesis of publicly available consumer mHealth apps in their
respective disciplines utilize a “hybrid model” such as this to
guide research design conceptualization.

Demonstration
We present 2 illustrative examples of studies following a “hybrid
model” design, while providing additional citations of other
successful studies.

Porridge Bowl #1: Systematic Review
First, we explored the possibility of utilizing a systematic review
to synthesize the consumer app landscape. This traditional
approach benefits from gold standards that have been
extensively detailed in references such as the Cochrane

Handbook for Systematic Reviews of Interventions [21] which
covers all aspects of review planning from idea inception to
data collection and analysis. Health science researchers
interested in summarizing the state of the science in
mHealth-related topics have conducted traditional systematic
reviews utilizing databases of references such as Ovid
MEDLINE, Embase, Cochrane Central Register of Controlled
Trials, Web of Science, Scopus, and PsycINFO using the PICO
framework to inform the search, where prespecified parameters
include Patient problem/Population, Intervention, Comparator,
and Outcomes of interest [22-31]. Previous smartphone app
systematic reviews have spanned topics such as health behavior
change interventions, medication management, and cognitive
behavioral therapy and behavioral activation apps for depression
[22-30].

Despite the advantage of rigorous well-defined methods with
reproducible results, there are fatal flaws in the application of
this approach specifically for those interested in asking and
answering research questions pertaining to the state of the
science of the mHealth industry space. First, the majority of
apps developed in traditional laboratory-based and research
settings are not available for public download and require private
access codes provided to research participants only [26]. Second,
less than 1% of mHealth apps across a range of previously
explored health domains had corresponding scientific
publications describing their efficacy [20,24,32]. Taken together,
there is little to no overlap between apps evaluated in traditional
systematic reviews (which query the existing literature in
extensive library databases) and the types of consumer apps
available for public download (which query the existing apps
available for your mobile devices). For example, a systematic
review of mHealth psychological interventions for anxiety which
showed small to medium effect sizes can only tell us about the
efficacy of apps that have been formally tested in clinical trials
[26]; it does not provide information regarding the efficacy of
the types of apps we all download directly onto our smartphones
based on popularity metrics such as Top 100 lists, Editor’s Picks,
media buzz, and consumer ratings. Apps developed in industry
and research settings are siloed tracks. Thus, conclusions drawn
from traditional systematic reviews are limited for informing
the types of novel research questions endeavoring to synthesize
the landscape of 101,000+ mHealth apps currently available to
smartphone users.

Porridge Bowl #2: Systematic Search of Mobile App
Platforms
Second, we explored the possibility of utilizing a systematic
search of mobile app platforms to synthesize the state of the
science of the mHealth industry. In the past decade, mHealth
researchers have conducted mobile app download platform
searches as an alternative method to traditional systematic
reviews befitting the consumer app space [23,33-40]. (Editorial
note: Note that JMIR journals do not apply the term "systematic
review" to these kinds of studies, but calls them "Systematic
Searches on App Stores" or similar; the term "systematic review"
is reserved for literature reviews. Other publishers/journals may
not distinguish these different study types). This user-centered
approach prioritizes broad applicability of findings to day-to-day
mobile phone users seeking digital health-management tools
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and interventions. Mobile app download platforms are utilized
as the equivalent of library databases for data extraction in order
to identify, screen, and review apps for inclusion and exclusion.
In addition, the Mobile Application Rating Scale (MARS) is a
commonly used tool for assessing the quality of mHealth apps
and provides objective classifications (eg, price, platform,
aspects of health targeted), and subjective subscale ratings in
the domains of engagement, functionality, aesthetics, and
information quality along with a composite app quality rating
[41]. The 23-item scale has demonstrated high internal
consistency and fair interrater reliability with independent coders
[41]. Thus, researchers may compare and gauge the potential
impact or value of mHealth programs that happen to be available
for consumer download. In the United States, 54.4% of
smartphone owners use Android devices and 44.3% use Apple
devices [42]. Thus, the majority of existing systematic app
searches (and thus app content and quality assessments) span
Apple and Android platforms only [33,34,38-40]. Previous
systematic searches of mobile app download platforms have
spanned a wide range of topics such as smoking cessation,
mindfulness, physical activity promotion, and pharmacology
education [33,35,36,38,40].

Recent methodological innovations are as follows: (1) The
European Innovation and Knowledge mHealth Hub is a project
established in 2020 by the International Telecommunication
Union (ITU) in collaboration with the World Health
Organization (WHO) [43]. The mHealth Hub offers an overview
of 24 health app assessment frameworks evaluating domains
including privacy, transparency, safety, and technical stability;
this provides additional resources and tools for researchers to
systematically synthesize app features and content. (2) Big data
innovations have focused on developing automated methods to

extract information on app features and components from the
web using natural language processing and text analytics [44].

Despite the advantages of “real-world” representativeness of
apps, research questions are limited to a synthesis of
user-centered metrics such as mHealth app usability,
functionality, engagement, consumer appeal, and content
[45-47]. Although such scientific inquiries are important, a
systematic search of mobile app platforms does not provide
information on whether and how an app works, which are the
scientific merits that providers and researchers rely on for
establishing evidence-based standards of care and treatment
recommendations. In addition, FDA-approved apps that are
validated medical devices “for diagnosis of disease or other
conditions, or the cure, mitigation, treatment, or prevention of
a disease” are not separately listed from nonvalidated health
apps; this further limits the ability of users to make informed
choices about which health apps are certified tools subject to
regulatory oversight [48,49].

Porridge Bowl #3: “Just Right” Hybrid Designs
To recap, systematic review methodology confers the benefit
of providing information on the scientific merit of apps
developed in research settings but do not represent the
“real-world” consumer apps that we all download to our
smartphones. App download platform search methodology, by
contrast, confers the benefit of “real-world” app quality, content,
and representation but not of scientific merit. Recent research
has utilized hybrid design methodology by combining traditional
literature review methods with systematic searches of mobile
app platforms, bridging well-established traditional and novel
methodologies (Figure 1) [20,24,25,32]. Next, we describe 2
illustrative examples.
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Figure 1. Hybrid design model.

Illustrative Example #1: Systematic App Search
Followed by Literature Review
We utilized a hybrid design to evaluate the following research
aims: (1) What are the therapeutic contents and features of
popular stress management and psychosocial wellness apps,
and (2) Which apps, if any, are supported by peer-reviewed
original research publications? This study was conducted in 3
stages [20].

Step 1 (User-Centered Approach)
We identified conventional self-help search terms from the
background literature and refined the list in consensus
conversations among our interdisciplinary team of intervention
science researchers, health services researchers, physicians,
social workers, and psychologists. Then, we input search terms
directly into Android and Apple iOS mobile app search engines
to identify consumer apps meeting inclusion criteria. Two
authors (NL and AO) independently reviewed all apps.
Independent raters created a comprehensive database with
content categories representing all intervention ingredients
identified, and abstracted relevant data from product pages.

Step 2 (Traditional Review Approach)
A literature review was conducted via Google Scholar, Medline,
and PsycINFO databases of all commercially available apps
identified in Step 1 using the search terms “[app name]” AND
smartphone. Data on feasibility and efficacy outcomes were
abstracted from the journal articles, and risk of bias was coded
by 2 independent raters (NL and AO).

Step 3 (Synthesize Findings)
Using this hybrid design, we answered these complementary
questions relevant to the state of the science of the mHealth
market: Which everyday consumer apps are popular and what
is their treatment content? What is the evidence in support of
everyday consumer apps available to the general public?

Illustrative Example #2: Cyclical Approach
de la Vega and colleagues [32] conducted a systematic review
of pain-related apps for pain symptom assessment and education.
Utilizing a cyclical model, they conducted independent parallel
searches, in one case starting with a systematic search of mobile
app download platforms followed by a traditional literature
review, and in the other case starting with a traditional literature
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review followed by a systematic search of mobile app download
platforms.

Search 1/Step 1 (Traditional Review Approach)
A literature review was conducted across 17 relevant scientific
databases (Medline, PsycINFO, Web of Science, etc.) utilizing
Boolean-operator pain “AND” mobile app search terms.

Search 1/Step 2 (User-Centered Approach)
Apps meeting inclusion criteria identified in Search 1/Step 1
were input directly into 5 mobile app download platforms (Apple
Store, Google Play, Blackberry App World, Nokia Store, and
Windows Play Store) to determine if research-supported apps
were available for public download.

Search 2/Step 1 (User-Centered Approach)
User-friendly search terms related to pain management were
input directly into mobile app download platforms (Apple Store,
Google Play, Blackberry App World, Nokia Store, and Windows
Play Store).

Search 2/Step 2 (Traditional Review Approach)
A literature review was conducted via the aforementioned library
databases of all commercially available apps identified in Search
2/Step 1 by app name. Authors also searched Google and
MyHealthApps.net to learn about app origins and creators.

Step 3 (Synthesize Findings)
Using this hybrid design, de la Vega and colleagues [32]
answered these complementary questions relevant to the state
of the science of the mHealth market: Which research-supported
apps identified for inclusion via a traditional literature review
are commercially available? How many commercially available
apps identified for inclusion via a systematic search of app
download platforms are supported by peer-reviewed
publications?

Strengths of the “hybrid model” included the cumulative
advantages of systematic review and systematic search
methodologies, and a comprehensive holistic analysis of the
subset of “real-world” consumer apps that are research based.
A hybrid design was the only approach that would allow
researchers, clinicians, and patients/consumers alike to answer
the essential question of whether consumer app-based health
care tools and interventions that have been increasingly adopted

worldwide actually work and what therapeutic content and
features are incorporated in their design. In our previous study,
we found further evidence to support the conclusion that apps
developed in industry and research settings are siloed (ie,
consumer apps developed in the mHealth industry and available
for public download rarely have corresponding research
publications). The “hybrid” approach allows health sciences
researchers to identify the subset of apps that are both research
based and publicly available despite the fact that there is no
existing database/repository for consumers seeking
evidence-based care.

Discussion

Smartphone apps to address a diverse array of health care needs
are being developed at a rapid rate and are widely adopted
worldwide. However, the scientific merit of “real-world” apps
remains largely understudied and unknown. This is due, in part,
to the absence of well-established methods for the evaluation
of the efficacy of consumer apps. Of the 2 more common
approaches to evaluation, neither is “just right” to determine
both evidence base and quality for the consumer app space.
Traditional literature reviews are valuable for gathering and
synthesizing information regarding the scientific backing of
popular apps in the form of feasibility and efficacy study data.
Review of mobile app search engines allows for a direct
synthesis of popular consumer apps and user-centered metrics
such as usability, engagement, functionality, and app content.
The “hybrid model” described in this viewpoint allows
researchers to address novel research questions leveraging the
complementary strengths of a systematic review and app search
engine review. Although not without its limitations, hybrid
approaches provide a unique opportunity to develop and
iteratively refine methodologies for synthesizing the state of
the science of the quickly evolving consumer mHealth market.
Future research should focus on the standardization of mobile
app download platform searches and systematic blending of
traditional and novel methodological approaches via “just-right”
hybrid designs. Such research endeavors will help bridge the
research–practice chasm by rigorously evaluating digital health
industry solutions to health care problems. Ultimately, this will
help us understand whether popular apps work and inform
mHealth clinical practice guidelines.
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Abstract

Background: Interdisciplinary collaborations bring lots of benefits to researchers in multiple areas, including precision medicine.

Objective: This viewpoint aims at studying how cross-institution team science would affect the development of precision
medicine.

Methods: Publications of organizations on the eHealth Catalogue of Activities were collected in 2015 and 2017. The significance
of the correlation between coleadership and coauthorship among different organizations was calculated using the Pearson chi-square
test of independence. Other nonparametric tests examined whether organizations with coleaders publish more and better papers
than organizations without coleaders.

Results: A total of 374 publications from 69 organizations were analyzed in 2015, and 7064 papers from 87 organizations were
analyzed in 2017. Organizations with coleadership published more papers (P<.001, 2015 and 2017), which received higher
citations (Z=–13.547, P<.001, 2017), compared to those without coleadership. Organizations with coleaders tended to publish
papers together (P<.001, 2015 and 2017).

Conclusions: Our findings suggest that organizations in the field of precision medicine could greatly benefit from institutional-level
team science. As a result, stronger collaboration is recommended.

(J Med Internet Res 2021;23(6):e17137)   doi:10.2196/17137

KEYWORDS

precision medicine; team science

Introduction

The concept of a meta-topical brainforest is proposed, to reflect
a link between collaborative research and complex ecosystems.
Tropical rainforests leverage a diversity of species to capture
and convert solar energy into carbon-based life, and research
teams can harvest a similar benefit from a diversity of data,
tools, and thought paradigms.

According to the National Institutes of Health, team science is
“a collaborative and often cross-disciplinary approach to
scientific inquiry that draws researchers who otherwise work
independently or as coinvestigators on smaller-scale projects
into collaborative centers and groups” [1]. Thus, team science
occurs when artificial boundaries such as departments and
institutions are crossed, allowing collaboration in integrated
networks. Over the past two decades, the concept has received
increasing attention to better understand and address global
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challenges [2-5]. In 2007, Wuchty et al [6] examined 19.9
million research articles in the Institute for Scientific
Information Web of Science database and 2.1 million patent
records on multiple topics. They concluded that a team-authored
paper has increased probability of being highly cited. The
systems being formed through interdisciplinary collaborations
help teams reach achievements that individual researchers are
less likely to accomplish.

Kohane [7] pointed out that precision medicine in particular
requires a higher level of coordination between various agencies
and suggests the boundaries between research projects and
clinical care institutions should be blurred to link gathered data.
The exponential growth and causal interdependencies of
“-omics” fields dictate that expertise across disciplines is
essential to making meaningful and durable contributions to the
understanding of human biology.

This brief viewpoint aims to explore the impact of
cross-institution team science on the development of precision
medicine. We hypothesized that international organizations
with coleaders tend to publish more impactful papers than
organizations without coleaders. Using the Pearson chi-square
test and the Mann-Whitney U test, we validated our hypothesis.

Methods

Information was collected from the eHealth Catalogue of
Activities developed by the nonprofit Global Alliance for
Genomics and Health in 2015 [8]. The catalog lists international
genomic and clinical data-sharing initiatives, and the eHealth
Task Team updated the catalog through 2017. The data on the
executive leadership team and publications were obtained from
the websites of these organizations. If such information was not
found, additional data were acquired by directly contacting the
organizations or searching on Google Scholar. The impact of
papers was evaluated by their number of citations, a criterion
of research quality [6].

In this paper, coleadership means that a person holds a
leadership position in different organizations concurrently. If
two papers from separate organizations have at least one author
in common, these two organizations are regarded as having a
coauthor relationship.

Nonparametric tests were performed to verify the hypothesis.
We used SPSS (version 22.0; IBM Corp) and R to perform
two-tailed tests with an α level of .05. The significance of the
correlation between the nominal variables coleadership and
coauthorship was examined using the Pearson chi-square test
of independence and expressed in a contingency table. The
Pearson chi-square test of goodness of fit was adopted to
evaluate whether organizations with coleaders had a greater
number of publications than organizations without coleaders,
and the Mann-Whitney U test was used to examine whether the
former organizations published papers that received more
citations than the latter.

Results

Overview
We analyzed data from 69 organizations in the catalog and
found 16 pairs with coleader relationships in 2015. Among the
374 publications from these organizations at that time, 13 pairs
had coauthors. By 2017, the number of institutions in the catalog
increased to 87, and there were 37 pairs with coleadership,
corresponding to 30 organizations. Information on 7064 papers
was collected, showing that 55 organizations had coauthored
publications, with 436 papers in total.

Number of Publications
The chi-square goodness of fit test suggests that the number of
papers being published is strongly correlated with the category
of the organization—organizations in a coleadership network
or organizations without coleadership (P<.001, 2015 and 2017).

Quality of Publications
The citation number of each paper was obtained from Google
Scholar. The results of the Mann-Whitney U test indicated that
the number of citations received by publications of organizations
with and without coleaders differed significantly (Z=–13.547,
P<.001, 2017). Papers from the former organizations had a
higher mean rank (3603.35 for the group of papers whose
authors are in the coleadership network, and 2702.67 for the
other group), which means that the organizations with coleaders
tended to have a greater number of highly cited papers.

Relationship Between Coleader and Coauthor
In the chi-square test of independence, the total sample size is
the number of lines in a fully connected diagram. The results
indicate that in both 2015 and 2017, organizations with coleaders
tended to publish papers together, suggesting that coleadership
will lead to coauthorship (P<.001, 2015 and 2017).

Discussion

We studied how precision medicine can be influenced by
institutional-level team science by analyzing coleadership and
coauthorship across health organizations. From 2015 to 2017,
the number of health organizations grew from 69 to 87, and
their publications increased. Concurrent positions held by
leaders may incentivize researchers to work for multiple
organizations; thus, the researchers will be very likely to have
a coauthored paper (P<.001, both 2015 and 2017). Moreover,
the publications from organizations with coleaders are more
frequently cited, indicating a relatively high quality (Z=–13.547,
P<.001). These results suggest that collaborations among health
institutions are becoming stronger, which promotes their
working efficiency.

These results illustrate the concept of meta-topical brainforests
in precision medicine (Figures 1-2) and may have broader
implications: cross-enterprise cooperation plays an essential
role in solving complex issues. As a field-crossing example,
Sovacool [9] suggested researchers should incorporate expertise
and data from indigenous groups to address global
environmental challenges.
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One hopes the analogy persists and the extraordinary natural
future-proofing mechanisms in rainforests coincide with similar

continued diversification in research networks and widely
impactful publications.

Figure 1. The coleader relationship network in 2017, with nodes representing organizations and lines representing concurrent coleadership.
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Figure 2. The coauthor relationship in 2017, with nodes representing organizations and lines connecting organizations by coauthored publications.
Nodes darken with more connected lines.
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Abstract

Background: Recently, the problem of traditional Chinese medicine (TCM) safety has attracted attention worldwide. To prevent
the spread of counterfeit drugs, it is necessary to establish a drug traceability system. A traditional drug traceability system can
record the whole circulation process of drugs, from planting, production, processing, and warehousing to use by hospitals and
patients. Once counterfeit drugs are found, they can be traced back to the source. However, traditional drug traceability systems
have some drawbacks, such as failure to prevent tampering and facilitation of sensitive disclosure. Blockchain (including Bitcoin
and Ethernet Square) is an effective technology to address the problems of traditional drug traceability systems. However, some
risks impact the reliability of blockchain, such as information explosion, sensitive information leakage, and poor scalability.

Objective: To avoid the risks associated with the application of blockchain, we propose a lightweight block chain framework.

Methods: In this framework, both horizontal and vertical segmentations are performed when designing the blocks, and effective
strategies are provided for both segmentations. For horizontal segmentation operations, the header and body of the blockchain
are separated and stored in the blockchain, and the body is stored in the InterPlanetary File System. For vertical segmentation
operations, the blockchain is cut off according to time or size. For the addition of new blocks, miners only need to copy the latest
part of the blockchain and append the tail and vertical segmentation of the block through the consensus mechanism.

Results: Our framework could greatly reduce the size of the blockchain and improve the verification efficiency.

Conclusions: Experimental results have shown that the efficiency improves compared with ethernet when a new block is added
to the blockchain and a search is conducted.

(J Med Internet Res 2021;23(6):e25946)   doi:10.2196/25946

KEYWORDS

blockchain; traditional Chinese medicine; TCM; traceability system; fake drugs; IPFS; fraud; traceability

Introduction

In current society, drugs are an important guarantee of healthy
human life. Contrastingly, counterfeit drugs cannot cure diseases
and may cause physical damage to patients. In the worst cases,
serious drug accidents even lead to death. According to World
Trade Organization statistics, thousands of patients have died

of drug accidents due to ingestion of counterfeit drugs
worldwide [1]. Drug accidents are more likely to happen in
developing countries, resulting in substantial medical economic
losses.

For the general population and even for physicians, it is difficult
to identify counterfeit drugs; owing to this difficulty, it is more
difficult to prevent the use of counterfeit drugs. The circulation
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of traditional Chinese medicine (TCM) must go through a series
of processes, from cultivation, fresh product collection,
processing, and circulation of prepared pieces to their sale as
TCM patent medicines [2]. Because the composition of
proprietary Chinese medicines is complicated, drugs are not
easily identified by the most direct senses. To effectively prevent
counterfeiting of drugs and to crack down on harmful behaviors
in all aspects of production, it is important to establish a reliable
drug traceability system. From the planting of drugs at the base
and their growing, harvesting, processing, packaging, storage,
and circulation, to selling to patients, freshly collected products
must go through many different processes before becoming
patent medicines, such as prepared pieces. Every link of the
drug circulation process should be tracked and recorded;
blockchain can implement each process of every producer and
seller to achieve traceable destinations and traceable sources.

Blockchain can help patients understand the past life path of a
drug. Therefore, if there is a problem with the quality of the
drug, it can be traced back to the source of the problem.

The United States and China have adopted the “whole process
traceability” mode [3,4]. Drug traceability includes the
production, circulation, use, and other aspects of drugs. This
mode realizes gradual transmission and traceability of drug
information and achieves interlocking links. It is conducive to
preventing counterfeit and inferior drugs from entering the drug
supply chain, standardizing the drug circulation order, and
ensuring drug safety. The European Union has established a
unified European drug certification system, which is composed
of the National Drug Certification Systems of Member States,
European Drug Coding Center and European central hub [5].

In May 2011, the Ministry of Commerce of China, the State
Administration of Traditional Chinese Medicine, and the State
Food and Drug Administration (SFDA) carried out a pilot
project of a Chinese medicine traceability system in Chongqing.
In 2015, the State Administration of Traditional Chinese
Medicine took the lead in supporting “quality traceability,” and
they proposed quality control standards for the whole process
of TCM production and the standards and evaluation system of
key TCM products with quality information traceability [6]. In
2018, the SFDA promoted the construction of a drug information
traceability system, realized “one item, one code, and the same
tracking,” strengthened the exchange and sharing of traceability
information, and realized whole product and whole process
traceability [7]. In 2019, the SFDA issued the Guidelines for
the Construction of Drug Information Traceability System, Drug
Traceability Code Coding Requirements, the Basic Technical
Requirements for Drug Traceability System, and other
informatization standards [8].

However, traceability systems pose great security risks. Because
the drug production data of each link are stored in the system,
these data could be easily tampered with, deleted, or denied. If
such tampering were to occur, the authenticity of the traceability
system would not be guaranteed, and the system would lose
application value. The emergence of blockchain technology
fundamentally changed this situation. Blockchain is a type of
decentralized distributed account book with characteristics that
cannot be tampered with, deleted, or denied. Storing traceability

information in the blockchain prevents the abovementioned
risks and ensures data security.

At present, blockchain has produced a new batch of technical
solutions which have been implemented in clinical trials in some
medical institutions [9]. Blockchain provides great convenience
for the distribution management of medical data and the sharing
under the control of access rights. Blockchain’s tamperproof
and facile query characteristics can promote its use with medical
resources.

However, these blockchain systems based on drug systems have
the following problems:

1. Data explosion. As a chain record, the blocks store all the
data in the drug transaction from beginning to end, and the
data storage creates a heavy load on the system.

2. The low efficiency problem. The characteristics of the
chained records will affect the query speed; moreover, the
data capacity of blockchain is very large, which will also
affect the query efficiency.

3. Security issues. Blockchain originates from Bitcoin;
however, Bitcoin is not suitable for the medical field.
Medical data are only disclosed to the public on the premise
of ensuring security and privacy. Blockchain has distributed
and multicenter characteristics. However, it is also necessary
to ensure that important system data are not stolen and to
prevent malicious users from attacking the data. Therefore,
previous systems require improvement.

In view of the drug traceability development needs and the
deficiency of blockchain applications, this paper proposes a
new TCM drug traceability system based on blockchain that
effectively protects data security, fundamentally realizes
information traceability, and prevents data tampering and denial.

The main contributions of this work are as follows.

First, we propose a Chinese medicine traceability system
architecture based on blockchain and the InterPlanetary File
System (IPFS) to effectively solve the blockchain information
explosion problem. In the design of the blocks, the blocks are
divided horizontally, and the header and body of traditional
blockchain are separated. The header is stored in the block, and
the body is stored in the InterPlanetary File System (IPFS). The
design achieves the effective verification of information but
also reduces the block size. Further, we divided the blocks
vertically. The length of the blockchain increases with the time
dimension; this increase will affect the verification efficiency
of the blockchain. Therefore, we selected a threshold (time or
size) to segment the blocks. When users verify new blocks, they
only need to copy certain parts of the blockchain.

Second, we evaluate the performance of our proposed
architecture based on blockchain and the IPFS. Compared with
the Ethereum network, our experiments demonstrate that our
proposed architecture outperforms the Ethereum network in
terms of the time cost for processing ledger update and query.

Third, in the initial stage, a blockchain is added to the original
drug traceability system to ensure that the information will not
be tampered with or denied. This is not a substitute but a
supplement for the system. After it gradually becomes mature,
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the new TCM herbal medicine traceability system will be
transplanted to the blockchain to maintain the smooth transition.

Related Work

Due to its decentralized and tamperproof nature, blockchain has
received extensive attention in many areas, especially in food
and drug traceability, as well as for electronic health record
(EHR) sharing and traceability. However, there are few research
results on the traceability of TCM.

Food and Drug Traceability Based on Blockchain
In 2016, Tian et al [10] developed a new blockchain system
used radio-frequency identification (RFID) to improve the
efficiency of collecting information automatically with a
corresponding new system for storage and management. Galvez
et al [11] proposed the use of blockchain to prevent economic
losses and erosion of consumers’ trust after viewing its potential
in traceability and authenticity. Galvez et al indicated that
different cases are operable, including plant food, animal food,
and other industries, on the basis of existing products.

Toyoda et al [12] used smart contracts in data management and
made changes to enable the smart contracts to be classified by
levels; this smart contract level classification improved the
management efficiency. In real-world data exploration of supply
chains in IBM and Tsinghua University’s collaboration work
[13], IBM tested the time cost of uploading data in a public
chain and showed that data exploration decreased the efficiency.

Daniel Tse et al [14] prospected a specific food supply chain
blockchain in 2017; soon, San Miguel et al [15] raised concerns
regarding the food supply chain, integrating agricultural
information technology in traceability.

Blockchain has also been developed in drug-related areas. In
Europe, a biobank was built for more comfortable data
management, including medical data related to drugs. N Mamo
et al [16] proposed a biobanking scheme called Dwarna for
dynamic consent.

EHRs Based on Blockchain
Traditional electronic medical records (EMRs) have been
gradually transformed into EHRs; this new type of digital record
enables patients and physicians to manage the patient’s health
record together rather than allowing only the physician to control
all the data, as before. This progress increased the convenience
and efficiency of medical service; however, a large problem
remains, namely that patients and physicians’ privacy can also
more readily be violated [17]. With new cloud computing
technology, Dubovitskaya et al [17] used smart contract
blockchain technology with new cloud computing technology
for access control to guarantee high security levels.

With mobile phones, access to medical data is becoming
increasingly convenient for users, including both patients and
physicians; however, the tasks of uploading and sharing the
data are challenging. Mobile devices can detect people’s health
information and share it in the cloud; however, this requires a
cloud server solution that is honest-but-curious [18]. Hang et
al [19] proposed a new blockchain platform for patients to access
their records in a comprehensive and immutable way to meet

security policies; a case study of Hyperledger Fabric and a
benchmark study were used in real hospitals, and these studies
revealed this platform’s potential for acceleration.

In addition to the medicine protection area, C Krittanawong et
al [20] introduced a blockchain application in the area of
artificial intelligence; technology by Tezos used blockchain in
robotic event registration and verification, and Atheon's platform
used blockchain for time-resuming reduction. Retrievable
information, automated uploading in lack for robots marketplace,
and global transparency are provided by blockchain [20]. In
some traditional work, the abovementioned problems could not
be readily solved; for example, in Wu et al’s [21] work, they
provided total access to a cloud server but could not promise
safety or authenticity of the EHRs.

Because in the work mentioned, total access to cloud severs
was given, the researchers changed the initial structure of
Bitcoin to avoid this weakness [22]. They used smart contracts
for access control to defend against attackers. Also, smart
contract and blockchain were used in data management. The
architecture consisted of data offloading and data sharing
through access control by verifying a public key to find the
corresponding ID with the IPFS data storage system. Unlike
pioneering studies, this paper describes an experiment on a
proposed system with two virtual machines as miners, two as
the administrator and EHR manager, IPFS on Amazon, and
Rivest-Shamir-Adleman (RSA) encryption. Appropriately
designed experiments afforded better performance.

Lightweight Blockchain Research
Ismail et al [23] described how a combination of distributed
ledger (DL), consensus protocol, and cryptography technology
can be used for blockchain updating. They proposed a
blockchain-based health care data management architecture
after considering different parts in which the head blockchain
manager regulates the network and block transaction work mode.
Changing blockchain nodes to decrease the burden, they used
a method called a canal to collaborate with network participants.
The architecture included a ledger; notification manager records;
agreement consensus, such as the practical Byzantine fault
tolerance consensus protocol, in proof of work (PoW); and data
replication controlled by a strong consistency model and
constant prefix consistency.

A new blockchain architecture must guarantee the safety of the
blocks in the arrangement of nodes and ledgers during updating
and query. In denial-of-service (DoS) and time-based attacks,
it should be impossible to modify or attack the data. To address
efficiency and energy cost problems, clusters for different
hospital nodes with a manager maintaining the ledgers could
be helpful [24]. Arjona el al [25] adopted a lightweight
fingerprint recognition solution; their QFingerMap16 method
can be implemented in low-cost sensor nodes using lightweight
dual-factor protocols. In work by Arjona et al [25], a sensor
communication protocol was implemented to defend against
remote attacks and impersonation attacks.

One of the main concerns in research on the use of blockchain
with health care data is effectively decreasing the update time.
Lwin et al [26] built a lightweight trust system with a consensus
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algorithm; their scheme distributes nodes in a mobile ad hoc
network to create a tamperproof and optimized link state routing
protocol. Fu et al [27] used an interleaving encoding algorithm
to propose a lightweight message sharing scheme. This scheme
applies an interleaving encoder to conceal sensitive information.
EMRs are mapped to n different short shares, and the shares
are transmitted to different nodes on the blockchain. Fu’s sharing
scheme reduces the cost of shorter shares and provides an
efficient reconstruction process; moreover, the use of indexes
increases the system stability [27].

Current Medical Blockchain Products
Most well-known medical blockchain products use advantages
of blockchain such as decentralization, immutability, security,
and transparency, including solutions for third-party trust,
prevention of data tampering or deletion, cryptography, data
management, and data tracking and storage problems.

The most well-known blockchain products are MedRec [28],
MedicoHealth [29], MeFy [30], and MediBloc [31]. Based on
Bitcoin, the medical decentralized distributed ledger technology
MedRec was proposed as a solution for system interoperability
and provided access for more clients to manage their medical
records, such as patients and physicians, with smart contract
and consensus. Three types of contracts are included in MedRec
for real-time sharing. A summary contract provides hashes for
safety [32].

Similar changes were designed in MedicoHealth, MeFy, and
MediBloc. MeFy promised to provide physicians with entry
access and to protect patients' privacy and anonymity. MediBloc
aids the reuse of old medical data history to provide more choice
on similar occasions when medical references are needed [33];
they proposed a scheme for drug history queries for physicians,
nurses, patients, pharmacists, and management to promise safety
and efficiency of the supply chain.

Kuo et al [34] suggested a basic structure in which a Merkle
tree prunes the transactions in the tree. The root and header of
the tree were designed for easy verification and safety so that
an attacker could not undertake the cost of recreating blocks.
Ethereum, Hyperledger, and MultiChain are additional emerging
applications of blockchain that adhere to standards of the health
informatics community. The PoW consensus protocol has been
widely adopted. Zcash, Dash, and Monero focus on privacy or
anonymity of transaction information for users such as patients.

Many distributed ledger technology (DLT) platforms were
examined in [35], such as Bitcoin for digital currency conducted
by consensus algorithm; Ethereum virtual machine using smart
contracts; Multichain, which uses an application programming
interface (API) and command line interface that are easy to
interact with to maintain and deploy DLT systems; and EOS,
a widely known delegated proof-of-stake cryptocurrency
platform with an algorithm consisting of 21 block producers.
Cardano supports smart contracts and decentralized applications
using a Follow the Satoshi algorithm to introduce a certain
amount of randomness without relying on any PoW consensus
algorithms. Also, there are many Hyperledger medical
blockchain platforms, such as Hyperledger Fabric, which is
constructed within the Hyperledger ecosystem with a modular

design employing an identity layer and channel layer
architecture supported by simplified Byzantine fault tolerance;
Hyperledger Sawtooth, which uses a proof-of-elapsed-time
algorithm that depends on Intel Software Guard Extensions
under a new type of trusted execution environment; and
Hyperledger Burrow. Additional platforms use
consensus-building and new permissions for verification and
security with different data structures, such as Directed Acyclic
Graph; these platforms include IOTA, Corda, and Waltonchain.
Our research specifically focuses on Ethereum.

System Requirements and System
Architecture

The length of the blockchain itself is difficult to decrease; an
excessively long chain can influence the transparency efficiency.
Lightweight blockchain divides some data from traditional
blocks. Lightweight blockchain uses file systems to decrease
the initial data storage scale. Notably, because the blocks are
decreased, the chain is also cut shorter. The new chain in the
lightweight structure is lighter than that in traditional blockchain.
After the new file system is introduced, the search efficiency
controlled by the traditional data scale can be improved because
the chain is shorter. In this paper, we used a lightweight design.

System Requirements

Overall Requirements
In a TCM traceability system, generally speaking, the system
should meet the following requirements: realizing the whole
traceability process of drugs from planting and processing to
distribution to hospital to patients; provide lightweight
blockchain to prevent data explosion; ensure the safety of the
blockchain to protect the privacy information of all categories
of users; and increase the response speed of the blockchain,
enabling users to trace authorized information.

In a private chain that provides authorized users with access for
verifying blocks, the information security and reduce network
pressure must be protected.

User Requirements
In a TCM traceability system based on blockchain, there are
four types of users: enterprises (eg, planting enterprise users,
production enterprise processing users, sales enterprise users),
hospitals, patients, and regulatory departments.

For the enterprise, the system should meet the following
requirements:

1. The enterprise should have access to view the basic
information of the drugs (excluding privacy) at all stages.

2. The sensitive information of the enterprise should be
protected and not be leaked in the system.

For the hospital, the system should meet the following
requirements:

1. Users are able to view the drug planting and processing
situation.
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2. If problems are identified with the drug, the information
provided in the traceability system is provided as legal
evidence.

For the regulatory authorities, the system should meet the
following requirements:

1. When the authorities view all the data in the system, the
data are equivalent to the traditional DBA.

2. The authorities can verify that the data in the system are
legal and effective.

3. If there is a problem with a drug, the system should provide
accountability according to the system information.

For patients, the system should meet the requirement that the
patients can view the planting, processing, and sales information
of the drugs they purchased.

If there is a problem with the drugs, the information provided
in the traceability system can be used as legal evidence.

The end users are mainly government staff members controlling
the safety and normal transaction of drug trades. The
representative government end users are law enforcement
personnel, such as SFDA and health commission employees.
In China, these data should be administrated by the National
Health Commission of the People’s Republic of China.

System Architecture
As shown in Figure 1, the TCM traceability system based on
blockchain consists of three components and their relationships:

Figure 1. The architecture of the Chinese medicine traceability system based on blockchain.

1. User module and authority module. The private chain is
used to register, manage and authenticate the users who
join the blockchain. The authenticated users have different
permissions on the system.

2. Transaction tools. The user activities, such as adding,
deleting, modifying, and checking, generated in the TCM
process are stored in the transaction pool, and these
activities will be added to the blockchain and the IPFS.

3. Blockchain and IPFS manager. A certain number of
activities in the transaction pool are selected in
chronological order. After hashing and packaging, these
activities are added to the blockchain and IPFS under the
consensus mechanism action. Blockchain mainly stores the
Merkle tree and signature of these activities; detailed TCM
information is stored in the IPFS. This method avoids
information explosion and prevents disclosure of private
drug information.

User and Authority Manager
The module consists of two submodules: user and authentication.
Users consist of enterprises (planting enterprise, production
enterprise, processing enterprise, and circulation enterprise),
hospitals, patients, and regulatory departments. Due to the
private chain mode, users must be authenticated to participate
in the blockchain's activities. The authentication module is
equivalent to the certificate authority, which provides effective
authentication for users joining the blockchain network. Our
system not only stores all types of transactions generated by
users, such as information related to the planting enterprise for
planting of certain medicinal materials, but also stores the
information related to modification and deletion of medicinal
materials by users in the transaction pool.
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Blockchain and IPFS Management
In Bitcoin, all nodes need to copy the entire blockchain to the
local system (all the nodes maintain a replicated copy of the
ledger). As the number of blockchain accounts increases, the
following problems will arise:

1. Space: the storage space that nodes need to provide
increases with the increasing number of account books.

2. Network: each node needs to download the account book,
the network cost increases sharply.

3. Calculation: the calculation cost of the nodes in the
verification process increases.

To solve this problem, we have improved the blockchain in two
aspects. First, horizontal segmentation of blockchain was
adopted. The traditional block, as shown in Figure 2, consists
of two parts: a header and a body. The header stores the Merkle
tree, timestamp, previous hash, and other parts. The header is
mainly used to verify the correctness of the transactions. The
body stores the packaged specific transactions; this part occupies
most of the space of the blockchain. In the improved blockchain,
only the header in the original block is saved, while the body
is stored in the IPFS; this design greatly reduces the size of the
blockchain.

Figure 2. Blockchain structure. (A) Traditional blockchain structure. (B) Horizontal blockchain structure. IPFS: InterPlanetary File System; tx: text.

Second, vertical segmentation of the blockchain is adopted. The
blockchain is formed with blocks according to the time
sequence. As the time increases, the length of the blockchain

increases correspondingly; this will lead to a sharp increase in
the storage and calculation costs of the nodes. The improved
blockchain is divided into two segments, as shown in Figure 3.

Figure 3. Vertical blockchain structure.

The new blockchain only stores the blocks added recently, and
the old segment stores the past blocks. New and old blocks are
connected by pointers. When nodes verify the newly added
blocks, there is no need to copy all the blockchains; instead,
only the new segment blocks are copied.

This approach greatly improves the verification efficiency and
system performance. New and old blocks can be designed to
be segmented according to time or size. If time is rotated as the
threshold, the blocks are segmented by month, quarter, or even
year according to the actual situation. Once the time node is

reached, the old blocks generated are stored in the IPFS, and
the new blocks are added to the new blockchain.

Transaction Pool
This module has two functions: first, the information is
generated by various users (eg, enterprises, hospitals, and
patients) in the user module. Second, the miner selects a certain
amount of transactions from the transaction pool and adds them
to the blockchain.
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Once these transactions are verified by the consensus
mechanism, they are added to the blockchain and the selected
transactions are deleted.

System Implementation

The TCM data were collected from participants in the drug
trade, including farmers, companies, and drugstores; two popular
representative drugs were chosen for testing. The data contained
each step in the drug production process. The data were
generated from these parts: drug planting at the base, growing,
harvesting, processing, packaging, storage, circulation, and
selling to patients. The data were generated from these parties:
TCM dealers, patent TCM pharmaceutical production
companies, and raw material sources. The TCM dealer data

consisted of the price, approval number, shop name, province,
patent TCM pharmaceutical production medicine name, TCM
medicine under quality control, and date of sale. The medicine
enterprise data consisted of the names of the medicinal products,
main raw materials, production enterprises, regions, and TCM
medicine under quality control. The raw material source data
included the names of the production companies, province,
scope of business, and herbal TCM medicine under quality
control. A total of thousands of pieces of data based on two
types of herbal TCM medicine in circulation were used in our
experiments.

Figure 4 shows how the activities in the transaction pool are
added to the blockchain and IPFS. Blockchain nodes are divided
into mining nodes and verification nodes. All users in the
blockchain are used as mining nodes or verification nodes:

Figure 4. Data flow of the blockchain and IPFS manager. IPFS: InterPlanetary File System.

1. Mining node (equivalent to miners): after mining starts, the
transactions in the transaction pools (also stored in the
database) are organized to form a pending block; this
process is a hash calculation that conforms to the nonce
rule. Once the calculation is successful, the block is
submitted to consensus management and the blocks
submitted by other miners are rejected by the consensus.
Then, consensus management starts consensus processing
and publishes an announcement to enable verification of
the verification node. If the block is successfully verified,
it is added to the blockchain.

2. Verifying the nodes. After receiving the announcement
issued by consensus management, the pending transaction
block is verified (this verification is very fast) and signed,
and it is then sent to consensus management. According to
consensus management statistics, if the threshold value
(2/3) for joining the blockchain is reached, the header and
body of the block are added to the blockchain and IPFS
respectively, and the transactions that have been added to
the block are deleted from the transaction pool. If this
process is successful, the block joins the blockchain.

Our system, the smart contract empowered system, is
implemented on the open source Ethereum platform. This
platform includes five parts: the blockchain, IPFS (version
0.4.13), smart contract, Ethereum decentralized application
(DAPP) platform and the third-party MetaMask wallet. The
Ethereum DAPP application platform is composed of Node.js
(version 8.9.4) and Truffle (version 5.1.12). It is implemented
with the Truffle project framework, mainly through calling the

relevant API to connect each part and import the relevant
blockchain account information, compile and deploy the smart
contract, and complete the relevant user requests. The smart
contract code is written in solid language, and the Truffle
contract API is used to synchronize transactions and deploy to
the chain. The main function of a smart contract is to code
according to the business rules of different identity registrations,
traceability information upload, authorization and revocation
of related roles, and query and access of end users, as well as
to manage the corresponding permissions. The IPFS is mainly
responsible for storing the encrypted privacy information of the
Chinese herbal medicine supply chain. The IPFS performs
synchronization of the data of the nodes and returns the final
hash routing address. Finally, the blockchain is responsible for
storing the smart contract code, completing the call of the
relevant smart contract interface, packaging the execution result
of the request in the form of the blocks, and writing the
transaction records into the ledger after the node consensus
verification.

A smart contract in Ethereum is deployed by means of a
transaction by spending a certain amount of ether, the
“cryptocurrency” of the Ethereum network, and invoked with
input data via a transaction. In our system, the transaction is
related to a TCM drug. The smart contract code is written in
solidity language (version 0.4.21).

Details of the algorithms of traceability information data upload,
authority control of traceability, and inquiry and access of
traceability are provided in Textboxes 1-3, respectively.
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Textbox 1. Algorithm 1: traceability information data upload.

Input: TCM herbal medicine information, Blockchain length threshold L

Output: The hash returned by the InterPlanetary File System (IPFS), the block upload success information

Acquisition phase

1. A unique identification is assigned for a single traditional Chinese medicine (TCM) herbal medicine or batch by radio frequency identification tag,
and the labels are sent to manufacturer A’s database.

User registration

2. The node initiates the registration information request.

3. The blockchain account address information and public private key pair are generated.

4. The smart contract-registration interface is called.

5. The enterprise deposits the initial transaction amount to the blockchain account address.

Upload request

6. The nodes input the TCM transaction.

7. The private key signs the request, and the encrypted information is stored in the IPFS.

8. The corresponding hash is returned.

Blockchain nodes verification

9. The traceability information attribute and encrypted information hash value are passed in as parameters.

10. The smart contract is executed and broadcasts the unique identification code of the bound enterprise, encrypted information hash value, and
traceability information attribute.

Calculation of the length of the blockchain

11. The blockchain is divided into old and new parts, and the contract execution results are written to the new blocks.

Return

12. The blockchain upload success information is returned.

Textbox 2. Algorithm 2: authority control of traceability.

Input: Traceability user and authorization information attributes

Output: Success tips

Authorization:

1. The user inputs the corresponding traceability user and authorization information attributes.

2. The user initiates the authorization request and encrypts the request with the private key.

3. The Ethereum application platform requests the blockchain nodes to call the smart contract authorization interface.

4. The request is broadcast to other nodes synchronously and the authorization information is written into the account book records.

5. The Ethereum application platform uses a public key to encrypt the corresponding key.

6. The user decrypts the key through the private key.
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Textbox 3. Algorithm 3: inquiry and access of traceability.

Input: The unique identification ID, traditional Chinese medicine (TCM) medicinal material identification ID and traceability information attribute
of the traceability information owner enterprise

Output: The hash value of successful prompt corresponding to the query information, encrypted privacy traceability information

Results

1. The user inputs the unique identification ID, TCM herbal medicine identification ID, and traceability information attribute of the owner of the
traceability information.

2. Ethereum extracts information attributes from the request interface and executes the contract.

3. Ethereum sends a request query to the InterPlanetary File System node and returns the encrypted privacy traceability information.

Return

4. The results are returned.

Performance Evaluation

The construction of the TCM traceability system is mainly based
on the Ethereum platform to build a public blockchain and
private chain blockchain. Four Ubuntu cloud servers with the
Geth client were built as different account addresses using Go
language; the creation block information and Geth configuration
files of the four nodes were configured, and Ganache-cli was
used to initialize accounts and generate public and private key
pairs. Four server nodes were formed into blockchain network
nodes, and the underlying consensus trading environment was
achieved. The Ethereum platform was built with the Truffle
framework, and the Remix integrated development environment
(IDE) visualization tool was used to perform the corresponding
account address entry, compilation and deployment of the smart
contract, and method call of the smart contract interface. IPFS
file storage was mainly achieved by writing Web3.js script in
the Truffle framework and calling the IPFS API. The core file
of the whole framework was mainly Web3.js script. The core
contained a smart contract address, IPFS calling interface,
related function methods, and page code. The Geth + Truffle +
IPFS terminal combination constituted the software environment
of the traceability system. The hardware environment mainly
consisted of a notebook computer, Core i7 processor (Intel
Corporation), 16 GB memory, and 1 TB hard disk space. Three
parts of the time and space capabilities of the system were tested:
(1) the relationship between the storage space of the blockchain

traceability system, IPFS, and new TCM traceability system
with the upload times; (2) the relationship of the changes in the
upload response time with the block capacity; and (3) the
relationship between the changes in the query response time
and the block capacity.

The results of these three time and space capacity tests showed
that the processing level of the new TCM traceability system
increases in time and space. The results were analyzed to further
verify the comprehensive ability of the system.

We uploaded the same traceable drug file multiple times in three
different systems. Figure 5 reveals that although the common
blockchain system has consensus traceability ability, the data
on the chain will continue to increase steadily; this will
eventually lead to performance problems and data security
problems due to a long chain and data volume oversaturation.
The storage space of the IPFS system increases steadily. The
generalized Merkle directed acyclic graph structure endows the
system with unlimited storage space. The IPFS structure will
partition the block according to the file size and finally return
the hash address. The new TCM traceability system combines
the advantages of the common system and IPFS. The new TCM
system greatly reduces the data storage capacity on the chain.
When the space resources are optimally used, security problems
caused by the data explosion on the chain are also prevented.
Storing the business data on our system’s chain in a third-party
distributed database further improves its information traceability
and privacy protection abilities.

Figure 5. Comparison of the increase of the storage space according to the size of the data upload.
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Figure 6 reveals that the IPFS system has a strong upload
response capability. The ability of IPFS to deal with bandwidth
problems caused by the block capacity increase is also relatively
obvious. The common blockchain traceability system obviously
affects the response speed of the upload requests due to the
continuous growth of the block capacity, and the response time
will increase exponentially with the rapid growth of the block
capacity. This increase creates response delay and affects the
transaction writing process. Therefore, the new TCM traceability

system improves the upload response speed of the system by
combining it with IPFS technology and makes full use of the
data distribution ability of hash tables to improve the user
traceability effects. Due to the impact of the bandwidth
performance and the complexity of the business logic code
calling interface, the upload time is slow, so the efficiency does
not reach the maximum; however, the overall optimization trend
is obvious.

Figure 6. Comparison of the upload response times with different sizes of block storage.

Figure 7 reveals that the query response time of the general
blockchain traceability system is greatly affected by the block
capacity. As the newly added transaction data are continuously
written into the blockchain ledger, the number of blocks on the
chain increases. When the query traceability information
interface is called, the blockchain will search for data on the
chain step by step; however, if the data have been hashed to
form a Merkle tree structure, the response time becomes slower.
The query ability of the IPFS system is very strong and stable.

The new TCM traceability system combined with IPFS
technology can greatly improve the response performance.
Because the system only needs to store the hash address returned
by the IPFS network, it controls the amount of business data on
the chain to the minimum level, thus reducing the recursive
query time of the system and obtaining the Merkle tree hash
value; therefore, users enjoy the simplest and fastest information
traceability experience.

Figure 7. Comparison of the query response time changes with different sizes of block storage.

Discussion

Blockchain is a type of tamperproof distributed accounting
technology. Blockchain possesses natural advantages when
applied to the traceability of TCM herbal medicine. However,
compared with the existing Bitcoin and Ethereum blocks, there
is a much larger amount of information related to TCM herbal
medicine, leading to a much higher risk of data explosion. In
addition, some privacy information regarding TCM herbal
medicine must be protected. In this paper, we designed a

decentralized system based on blockchain and IPFS. Horizontal
and vertical segmentation are conducted in the blocks to greatly
decrease the data in our system; these segmentations solve the
data explosion problem and protect privacy information.

The users of related drug administration input the unique
identification ID, TCM herbal medicine identification ID, and
traceability information attribute of the owner of the traceability
information for the query system. Then, Ethereum extracts the
information attributes from the request interface and executes
the contract. After Ethereum sends the request query to the IPFS
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node and returns encrypted privacy traceability information,
the results are returned. Administrative organizations such as
the SFDA can obtain all the information they need to achieve
chain data traceability for further investigation.

An experiment was conducted to verify the efficiency of the
new method, and our method was also compared with other
methods (Table 1).

Table 1. Performance comparison chart of the new TCM traceability system and current mainstream traceability systems.

New TCMb traceabili-
ty system

Blockchain

traceability system
EPCISa network service traceability
system

Centralized

traceability system

Characteristic

HighHighHighLowInformation traceability
ability

HighHighLowLowTamperproof capability

HighLowLowLowPrivacy protection capability

HighLowLowLowData dispersion capability

SmallLargeN/AN/AcChain data size

FastMediumN/AN/AData response speed

aEPCIS: Electronic Product Code Information Services.
bTCM: traditional Chinese medicine.
cN/A: not applicable (incomparable).

The data were collected from aspects of the drug trade for
computer validation. Compared with Ethereum, our
experimental results demonstrated that our proposed architecture
shows superior performance in the following aspects:

1. The speed of uploading data to the blockchain is faster.
2. The speed of querying the blockchain improves.
3. Network traffic is improved because users only need to

copy part of the blockchain.

In the future, we would extend the proposed work in the
following aspects:

1. User node optimization: in this paper, transaction
information is stored in IPFS, which may affect the system

performance to a certain extent. In future work, we would
add some super user nodes to store not only old blocks but
also some transaction information.

2. Blockchain query optimization: as the blockchain length
increases, the query efficiency decreases sharply. Therefore,
a structure similar to an index would be designed in future
work to accelerate the query performance of the blockchain.

3. Privacy information protection: data related to drugs contain
much privacy information, which the method proposed in
this paper does not consider. Therefore, we expect to
implement an attribute-based signature encryption
mechanism in the smart contract to further protect privacy
information.
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Abstract

Knowledge of how to design digital systems that are ergonomically sound, high in usability, and optimized for the user, context,
and task has existed for some time. Despite this, there are still too many examples of new digital health care systems that are
poorly designed and that could negatively affect both the work environment of health care staff and patient safety. This could be
because of a gap between the theoretical knowledge of design and ergonomics and the practical implementation of this knowledge
in procuring and developing digital health care systems. Furthermore, discussions of digitalization are often at a general level
and risk neglecting the nature of direct interaction with the digital system. This is problematic since it is at this detailed level that
work environment and patient safety issues materialize in practice. In this paper, we illustrate such issues with two scenarios
concerned with contemporary electronic health care records, based on field studies in two health care settings. We argue that
current methods and tools for designing and evaluating digital systems in health care must cater both to the holistic level and to
the details of interaction and ergonomics. It must also be acknowledged that health care professionals are neither designers nor
engineers, so expectations of them during the development of digital systems must be realistic. We suggest three paths toward a
more sustainable digital work environment in health care: (1) better tools for evaluating the digital work environment in the field;
(2) generic formulations of qualitative requirements related to usability and for adaptation to the user, context, and task, to be
used in procurement; and (3) the introduction of digital ergonomics as an embracing concept capturing several of the ergonomic
challenges (including physical, cognitive, and organizational aspects) involved in implementing and using digital systems.

(J Med Internet Res 2021;23(6):e26694)   doi:10.2196/26694
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digital systems; electronic health records; digital work environment; ergonomics; usability; human-centered design

Introduction

There is no doubt that the digital transformation of health care
is changing how health care is delivered [1,2]. Besides aspects
of efficiency, safety, and patient empowerment, digitalization
also affects the work environment of health care staff. New
digital systems can both facilitate and constrain work, depending
on their design and how well they support organizational goals
and objectives [3-5]. Furthermore, technology is never neutral.
Verbeek [6] notes the following:

When technologies are used, they always help to
shape the context in which they fulfill their function.
They help to shape human actions and perceptions,
and create new practices and ways of living.

Researchers have studied the impact of digital systems on the
work environment since the early eighties [7-11]. Since then,
diverse digital systems have emerged, ranging from personal
computers for rudimentary office tasks [12] to more
sophisticated systems, such as systems for computer-supported
collaborative work [13,14], or mobile devices and integrated
software and hardware [15,16].
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In parallel with the introduction of digital systems in the
workplace, the field of human-computer interaction (HCI) has
developed, and the usability (ie, the efficient, effective, and
satisfactory use of a system with respect to the specified user,
goal, and use context [17]) of digital systems in health care has
become a broadly used concept [18-26]. The idea of involving
users in software development to ensure the creation of systems
with relevant functionality and high usability had already been
introduced in the eighties [27]. Along with this, HCI design
principles emerged, intended to match the system to the user’s
cognitive abilities, such as limitations of memory, the perceptual
system, and mental models [28-30]. A user-centered design
process and HCI design principles still constitute the foundation
of both HCI education and practice. Nowadays, there is even a
standardized process for developing new digital systems
intended to ensure that human perspectives are considered [31].
Furthermore, many engineers and developers with HCI
knowledge are graduating from higher education institutions
worldwide [32-34]. Together, this implies the existence of the
technical proficiency and maturity required to develop digital
systems with relevant functionality and good usability.

Despite this, basic usability-related problems continue to emerge
in health care practice [5,35-37]. Issues related to efficiency,
safety, and work environment follow in the tracks of the digital
transformation of health care. The problems have even been
referred to as “the other health care crisis” (the first one being
the COVID-19 pandemic) [38], and links to job frustration and
burnout have been investigated [39]. Solutions are hence asked
for, and the search for explanations is ongoing [40-42]. We ask
ourselves why this is still so when the conditions for developing
usable and efficient digital systems, based on HCI design
principles and user-centered design methods, have never been
better.

In this paper, we identify new ways to overcome obstacles
related to poorly designed digital health care systems.
Specifically, we highlight the potential effects on the work
environment of violations of HCI design principles and of
deficient knowledge of the user, use context, and task. This is
illustrated through the analysis of two scenarios, providing
insights into how these shortcomings materialize in health care
practice. Based on insights from these scenarios, we argue for
three paths forward that we believe could lead to a more
ergonomically sound digitalization of health care.

Effects of Poorly Designed Digital
Systems on Health Care Professionals’
Work Environment

Two Scenarios
In the following section, we first present two scenarios
concerning the use of contemporary electronic health care
records (EHRs). EHRs are used as a means to demonstrate our
viewpoints, as they are used by basically everyone in the health
care sector, whether you are in home care, in primary care, or
in specialized care, and whether you are a doctor, a nurse, a lab
assistant, or an administrator. They are, furthermore, frequently
used throughout the day. We then outline four insights from the

scenarios built on basic HCI theory, which illustrate how digital
systems affect health care professionals’ work environment.

The two scenarios are synthesized from real situations witnessed
in data from in vivo observations of Swedish home health care
and primary care performed in 2014 and 2018 as part of two
research projects. One project aimed at studying digital systems
used by practitioners in home health care. The other one studied
the implementation of a new EHR for primary care and included
both an expert evaluation of the usability of the system as well
as in vivo observations of the system at primary care centers.

Scenario 1: Home Health Care
On Monday morning, Anna, a 47-year-old registered home
health care nurse, logs in to her computer and opens the EHR
to get an update on what has happened with her patients since
she last saw them on Thursday the week before. She starts by
looking through the messages sent by the staff working during
the weekend. There are 51 new messages in the message box.
With the introduction of the new EHR system, the number of
messages has multiplied due to a new way of sharing
information in which messages are sent to work groups instead
of individuals. Many of the messages are obsolete because they
were already addressed during the weekend, while others are
not relevant to Anna’s work. She understands that she must read
20%-25% of the messages more carefully and that the only way
to find them is to go through the list one message at a time and
delete the irrelevant ones.

Anna needs to check what has happened to one of her patients
during the weekend, so she opens the health record for that
patient. The information is sorted chronologically with the oldest
post first, and since the patient has had home health care for 3
years, the health record is long. To find the most recent post
from the past weekend, Anna must scroll through several pages
of records. To avoid this time-consuming activity, which entails
a lot of clicking, Anna has learned that she can access the
information in reverse chronological order by creating a PDF
file for printing. By using this workaround, she can access the
information she wants about the patient more quickly.

In the afternoon, Anna returns to the office from a patient visit
and opens the EHR to document the visit. This procedure is by
far the one most often performed in the system. The process is
cumbersome. Besides the actual writing, it takes Anna 19 clicks
to find the patient, open the patient’s health record, locate the
correct place to insert information, and then verify and save the
information. To make things even more annoying, the system
takes more than a second to respond to each of Anna’s clicks,
with the consequence that she makes an extra click or two just
to be sure. As part of the documentation process, Anna must
also classify the intervention performed at the patient’s home.
Each intervention has a name, for example, “Ostomy control,”
and a code, for example, “EK007,” selected from a drop-down
menu with a long list of all available interventions (Figure 1).
However, the list of interventions is not sorted by intervention
name but by intervention code, which is not in line with how
Anna stores the information in her head. Anna starts reading
every line in the long list, and when she comes to the end of the
page, she scrolls down. Finally, she finds what she is looking
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for: “EK007 Ostomy control.” Anna marks the list entry using the cursor and clicks “Save.”

Figure 1. An illustration of a drop-down menu with interventions sorted by code and not by name. The user must scroll through the list to find the
desired intervention.

Scenario 2: Primary Care
General practitioner Helen is finishing her shift at the primary
care center. Before she can go home, she has a long list of EHR
posts to verify and sign. She has postponed this activity for too
long since it is so cumbersome to perform. There are several
ways this signing can be done, but she has not found a way that
suits the workflow and that she can easily remember, so she is
unsure whether she is doing it correctly. She needs to stay
focused when jumping between the view in which she keeps
track of which posts are still unsigned and the view in which
the actual information to be signed off is presented. Furthermore,
the feedback on each post is difficult to grasp. A post with a
certain hashtag symbol has been signed and needs no further
attention. Two smaller, overlapping hashtag symbols indicate
a post that was signed but has been changed and thus must be
viewed and signed again. A post that is unsigned has no symbol
at all and is thus not highlighted in any way (Figure 2). The

symbols are quite small and appear in different locations in
different views in the system (Figure 2, Figure 3), so Helen
must search to find them when switching between views.

Helen is interrupted in her work by a medical laboratory
assistant. He wants Helen to change the lab test order she placed
for a patient. The lab test that Helen selected from the list in the
EHR system cannot be performed at this primary care center.
It is not that she did not know this, but that the list from which
lab tests are chosen is long and the names are often similar, so
she sometimes clicks on the wrong one. Helen is not the only
physician making this mistake, and to prevent this from
happening, the medical laboratory has printed a separate list on
paper showing only the available lab tests. Helen is annoyed
that she has to interrupt her work to change the lab test order.
She opens the list of lab tests on the computer, verifies that she
has now chosen the correct one by double-checking against the
printed list, and then finishes the signing before going home 25
minutes later than planned.
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Figure 2. An illustration of how one view of the health record for one patient can look in the system. There is one input line per date, and all inputs
here are either notes or information about the patient contact made. The “Initials” column shows who made the input, and the “Sign.” column shows
the signing status: an empty space indicates that all signing has been completed; a single hashtag indicates that signing needs to be done; the overlapping
hashtags (one or two) indicate that a post was signed but then changed and needs to be looked at and signed again.

Figure 3. A different electronic health care record layout. This view presents information organized differently from the view shown in Figure 2; for
example, the signing icons now appear in the center of the table and not to the right.

Insights From the Scenarios
The scenarios have been synthesized from situations witnessed
in health care practice to illustrate what working in a
state-of-the-art EHR can be like. Several insights (Textbox 1)
can be derived from these scenarios in order to understand how

details in the design of and interaction with a digital system
affect the work environment. The analysis of the scenarios
leading to these insights is based on knowledge about how
user-centered design processes and HCI design principles are
aimed to guide the design of systems to avoid exactly the kind
of situations demonstrated in the scenarios.
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Textbox 1. Overview of insights derived from studying the usage of digital systems in contemporary health care practice.

• Insight 1: The digital system forces the user into inefficient workflows

• Insight 2: HCI design principles—independent of user, task, and context—are not adopted

• Insight 3: Workarounds become permanent solutions

• Insight 4: Different domains of ergonomics interact in creating the digital work environment

Insight 1: The Digital System Forces the User Into
Inefficient Workflows
How different functions in the digital system are designed forces
the user to adapt how tasks are performed. When the new EHR
was introduced in the home health care organization (scenario
1), the communication routine changed. The design of the new
system increased the number of messages that the user had to
process each day. Similarly, the general practitioner at the
primary care center (scenario 2) postponed the signing task
since the system hindered rather than supported her in this
process by not providing an intuitive workflow or a consistent
design. This resulted in an inefficient procedure, causing both
frustration and physical strain due to excessive clicking.
Demands for more extensive signing in the primary care EHR
(scenario 2) were deliberately introduced as a new work routine
when implementing the new EHR in order to increase patient
safety. Hence, the extra effort required to perform this task may
be justified. However, how it was implemented in the system,
with a confusing workflow, poor feedback, and inconsistency,
could have been avoided by applying better knowledge of how
the user works. In contrast, the increased message handling in
home health care (scenario 1) was not deliberately introduced,
and its effect on the time and effort needed to process the
messages was not acknowledged or understood until the system
came into practical use.

Insight 2: HCI Design Principles—Independent of User,
Task, and Context—Are Not Adopted
A user-centered process is always desired, but even without
such a process there are fundamental HCI design principles that
should be adopted. A long list, as shown in Figure 1, is a long
list regardless of the specific user and context. Offering a list
that is not searchable or does not adapt to the user’s most
commonly chosen items is inefficient and can always be
considered poor design. To increase usability, the list could
have been either (1) sorted by intervention names instead of
codes, (2) searchable by typing the first letters of the intervention
name, or (3) sorted with the most commonly used interventions
at the top of the list. The extensive clicking described in scenario
1 reveals a complex information hierarchy with many levels of
information and interaction procedures that are not optimized
for the task. Inconsistency in the system (in scenario 2), with
different ways of presenting the signing information in one view
compared with another (Figure 2, Figure 3), is also undesirable.
Designing the user interface in this way is not in line with HCI
design principles, where efficiency, consistency, and supportive
information structures are examples of fundamental rules.
Existing HCI design principles are based on information about
human cognitive processes; by contravening these principles,

interactions with the system occupy cognitive resources that
could be used for better purposes [28-30,43].

Insight 3: Workarounds Become Permanent Solutions
In scenario 1, the nurse must fake a printing procedure to create
a PDF that presents the patient’s health record in the desired
chronological order. This solution works around the current
default, which presents the information in reverse chronological
order, not in line with how the nurse reads the information. It
is not technically difficult to implement this correction, so one
wonders why it was implemented incorrectly from the
beginning. This could have happened because of a lack of
understanding of the user’s tasks, revealing that a user-centered
processes did not guide the system development. Since
redesigning the software entails additional costs, a so-called
workaround solution—creating a PDF—is offered. Likewise,
the medical laboratory assistant in scenario 2 had created a
workaround solution for handling the long list of lab tests that
caused many incorrect orders. This solution involved a printed
paper with a shorter version of the list, including only the
available lab tests. These examples of workaround solutions
are indicative of faulty system implementation and should lead
to changes in the digital system. Instead, it is the users who
must adapt, and the risk is that such workarounds can become
a standard part of the interaction [3].

Insight 4: Different Domains of Ergonomics Interact in
Creating the Digital Work Environment
Although HCI is traditionally associated mainly with the domain
of cognitive ergonomics, we would like to emphasize that the
development, implementation, and usage of a digital system
entails interaction between several ergonomic domains: physical,
cognitive, and organizational ergonomics [44]. This view is in
line with what is called mesoergonomics, combining
microergonomics, represented by physical and cognitive
ergonomics at the individual level, and macroergonomics,
represented by organizational aspects at the sociotechnical
system level [45].

In the scenarios, we see examples of the users having to traverse
long lists of information, interpret vague feedback, wait for the
system to load, and be interrupted in tasks, all of which are
related to cognitive ergonomics. Time-consuming or
cumbersome interactions are frustrating and tiring to deal with
and increase the cognitive load [43]. Delays of longer than one
second in the home health care EHRs are a problem since time
is a main determinant of cognitive load and mental effort [46].

Physical ergonomics is also part of the interaction. A design
that involves small buttons, many clicks, and an inefficient
layout, as in the two scenarios, can cause strain, mainly in the
neck and shoulders [47,48]. The scenarios also present examples
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related to visual ergonomics, such as tiny user interface
components, which may cause eye strain [49].

How tasks are performed in the EHR system is closely
connected to, for example, how work is performed and how
staff interact and communicate. We saw examples of this in
scenario 1, in how communication was performed through
messaging in home health care, and in scenario 2, when the
physician at the primary care center had to allot extra time for
administration in order to handle the new way of signing posts
in the system. Hence, organizational aspects of ergonomics are
also part of the digital work environment [5,45].

Analysis of the Four Insights
What the four above insights share is that none of them is really
novel: they all concern issues that have long been known, and
in a sense solved, by HCI and ergonomics researchers. The
insights were extracted from observations of real use situations
involving modern EHRs and typical everyday work by health
care professionals, meaning that the related issues are still very
real for the typical users of such systems. Furthermore, several
recent scientific publications support the insights noted in the
scenarios, and we conclude that usability issues are still present,
workarounds are still common, and there are no indications that
these issues are decreasing in prevalence [3,5,22,24,50]. The
systems, furthermore, introduce new tasks that must be
performed in relation to the digital system [51], potentially
making the work situation more complex rather than more
efficient.

Concerning the first insight about introducing inefficient
workflows, it would have been valuable if the practical
implications of the new functionalities had been better
understood before the implementation. This could partly be due
to lack of user studies and user involvement in the design process
[27]. Another factor could be the lack of procurement
requirements regarding nonfunctional aspects, such as workflow,
being formulated during system procurement [52]. This indicates
a need for support when formulating requirements in the
procurement process, to ensure both adequate user involvement
and consideration of current workflows and work practice
demands. Hence, requirements engineering and procurement
strategies that ensure good usability and ergonomically sound
systems clearly need more attention.

The second insight about violating HCI design principles differs
in that the problem and, in principle, the solution are very clear.
HCI design principles should be followed, and there are methods
such as heuristic evaluation and cognitive walkthrough that can
help designers and developers determine whether they have
been implemented correctly [29,53]. Again, part of the issue is
that these principles are insufficiently highlighted in the
procurement process. Another aspect of the issue is that it can
be hard for users to determine whether HCI design principles
are violated in existing systems, so they are easy to miss when
procuring new systems. While there are tools for developers
and designers to evaluate this, they might not always be suitable
for users and their organizations.

The third insight about workarounds that become permanent
solutions has origins similar to those of the first and second

insights—namely, their causes should be sought in the
procurement process and in the evaluation of existing systems.
Workarounds exist because the practical implications of new
functionalities were not considered when the system was
designed. Later, when the system is implemented in practice,
tools are lacking for evaluating the system and pinpointing how
the workarounds negatively affect practice. Tools and methods
for evaluating digital systems that can be used in practice are
important, as they legitimize the identification of issues with
digital systems that affect health care practice.

The fourth and last insight concerns the interaction between
different domains of ergonomics. While HCI theory is largely
based on cognitive ergonomics, both physical and organizational
ergonomics are involved when introducing new digital tools.
As noted above, the EHR design used in scenario 2 actually
forced the physician to reorganize her work to manage the
signing task. Regarding physical ergonomics, using established
HCI design principles such as Fitts’ law [54] to evaluate buttons
and guide the layout and using visual ergonomics guidelines
[55] on, for example, font size and color schemes, would be
good starting points [56].

As the ongoing digitalization introduces new ways of working,
including new hardware (eg, mobile documentation on tablets
or wearable sensors) as part of the work equipment, interaction
between different ergonomic domains can be expected to
become more complex. A few relevant studies have already
emerged. Johnson et al [57] identified a risk of musculoskeletal
injuries when exchanging mouse and keyboard for a wearable
sensor arm band. Xue [58] reviewed use areas and possible risks
of wearables and also identified musculoskeletal strain as a
possible risk.

Paths Forward

Overview
Based on the above discussion, we identify three paths toward
a more sustainable digital work environment. The first path
focuses on providing HCI theory–based tools usable in health
care practice to evaluate digital systems as they are used in the
field. The second path focuses on specifying generic
requirement formulations related to usability, for use in the
procurement process. The third path advocates introducing
digital ergonomics as an embracing concept to emphasize all
the ergonomic aspects involved in the digitalization process.

Path 1: Tools for Evaluating Digital Systems in the
Field
Studies exploring system usability are typically based on the
users’ subjective grading of various usability statements related
to the system (eg, [22,50]). This lets us know that users are
sometimes frustrated when using digital systems. However, the
specific reasons why a system is considered good or bad are
not clearly identified: Is it because the design violates HCI
design principles, because the workflow does not match the
user’s task, because the system’s content layout does not fit the
size and shape of the screen, or simply because the system is
technically unstable? Furthermore, it is unreasonable to expect
users in health care practice to identify HCI and ergonomic
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issues. In contrast, ergonomists, human factor specialists, and
others responsible for the work environment should be able to
do this with the right tools. They already perform risk
assessment using ergonomic tools that, for example, measure
lighting, musculoskeletal strain, and cognitive load, tools
developed from a vast knowledge base in the related scientific
subfield and adapted to be practically applicable. Some attempts
are being made to support field assessment of the digital work
environment [59,60], but we lack mature tools applicable in
practice by practitioners. Revising existing principles and
guidelines from HCI theory is required to transform these from
theoretical, highly specialized methods into practically
applicable tools for persons who are not HCI experts [61]. With
such tools, it will be possible to evaluate an existing system and
categorize and prioritize among the identified issues. The results
of such an evaluation can then be used either to learn about the
current digital work environment and make improvements based
on this, or as a source of information when procuring new
systems.

Path 2: Generic Requirement Formulations
When procuring a new digital system, such as an EHR,
requirements related to HCI and ergonomics are often either
completely lacking or expressed in unverifiable terms [7]. Borg
et al [62] showed that, in procuring digital tools, authorities
primarily focus on functional requirements (what the system
should do) rather than on quality demands (how well the
functions are supported) such as usability. On the software
development side, functional requirements are prioritized over
quality-related requirements [63]. It has also been shown that
requirements are lost during the software development process
due to communication gaps [64]. There is apparently a need for
support when it comes to formulating distinct and verifiable
requirements for usability and ergonomics.

A lack of adequate systems acquisition competence is often
identified as an explanation for bad digital systems being
acquired [65]. It has even been suggested that health care
professionals themselves should be more active in developing
digital systems by, for example, taking responsibility for
managing and designing the systems [66]. However, health care
professionals are not, and should not need to be, specialists in
software development, ergonomics, or design. Furthermore, it
is unreasonable to expect all organizations acquiring digital
systems—ranging from small home health care units and local
primary care centers to large regional hospitals—to possess the
extensive competence that is required to do this.

By creating guidelines for procurement that include user
involvement, together with generic requirement formulations
concerning usability and ergonomics, which can basically be
taken “off the shelf,” it becomes easier to address those types
of needs when specifying requirements. In this way, the risk of
overlooking these aspects or losing track of them along the way
decreases. Currently, no such generic requirement formulations
exist; they need to be created from the current knowledge base
regarding different aspects of ergonomics.

Path 3: Digital Ergonomics—A Comprehensive
Ergonomics Approach to Digitalization
As mentioned above, ergonomics has many aspects, and
frameworks for combining these aspects have been proposed
to allow for the simultaneous achievement of individual
employee and organizational goals [45]. Digitalization has
transformed work life and is itself affected by all levels of
ergonomics. The examples from the studied scenarios indicate
that ergonomic aspects are not fully considered in the
digitalization process, resulting in poorly designed systems with
suboptimized workflows causing unnecessary physical and
mental strain. Increasing the awareness of ergonomic aspects
in the digitalization process is necessary, and applying a holistic
systems ergonomics perspective is desired to capture the
complexity surrounding the digital work environment.

To meet this need, we propose the introduction of digital
ergonomics as a concept used to emphasize the importance of
adopting a comprehensive ergonomics approach, including
relevant aspects from each subdomain of ergonomics, to develop
sustainable digital work environments. We propose the
following definition: Digital ergonomics is the multidisciplinary
science concerned with the application of theory, principles,
data, and methods to the design of digital systems and the digital
work environment, in order to optimize human well-being and
overall system performance.

This definition is based on the International Ergonomics
Association’s [67] definition of ergonomics, adapted to narrow
the focus on the implementation and usage of digital systems
at work. Digital systems and their surroundings are arguably
already part of ergonomics, as ergonomics as a discipline is
rooted in sociotechnical values. However, since both HCI and
ergonomic issues continue to emerge in health care practices
and other work practices, an effort to direct attention to this area
is needed. Uniting around the digital ergonomics concept would
help users and developers focus on and clarify the required
conditions for developing knowledge, tools, and methods for
systematically addressing the work environment in relation to
digitalization.

Conclusion

Discussion of the digitalization of work is often general and
insufficiently detailed to capture the full complexity of
digitalization, which includes everything from effects on
efficiency, safety, ethics, power relations, the work environment,
and new ways of organizing work to designing the technology
itself. Much research into digitalization emphasizes how health
care is being transformed as a practice. As demonstrated in the
above scenarios, many problems associated with digitalization
only appear in actual use situations, where they also become
issues for individual workers. Furthermore, many of these
problems are completely unnecessary, since they are not novel
and knowledge of how to avoid them has long existed.

In order to bridge this gap, initiatives are needed to more
actively integrate ergonomics and HCI theory into practice. We
suggest three paths forward so as not to overlook fundamental
aspects of implementing and using digital systems in order to
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create a sustainable digital work environment: (1) development
of tools for evaluating the digital work environment in the field
capable of capturing details of the actual usage of digital
systems, based on HCI theory, while being applicable in
practice; (2) generic requirement formulations to ensure that
demands related to all aspects of the digital work environment
are considered in the procurement process and not lost sight of

along the way; and (3) the introduction of the concept digital
ergonomics in order to extract and merge aspects of all
ergonomics domains that may influence the digital work
environment. These three concrete suggestions would help
bridge the gap between research-based knowledge and effects
in practice in order to achieve sustainable digital work
environments.
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Abstract

Background: Social network–based strategies can expand HIV/syphilis self-tests among men who have sex with men (MSM).
Sexual health influencers are individuals who are particularly capable of spreading information about HIV and other sexually
transmitted infections (STIs) within their social networks. However, it remains unknown whether a sexual health influencer can
encourage their peers to self-test for HIV/syphilis.

Objective: The aims of this study were to examine the impact of MSM sexual health influencers on improving HIV/syphilis
self-test uptake within their social networks compared to that of nonsexual health influencers.

Methods: In Zhuhai, China, men 16 years or older, born biologically male, who reported ever having had sex with a man, and
applying for HIV/syphilis self-tests were enrolled online as indexes and encouraged to distribute self-tests to individuals (alters)
in their social network. Indexes scoring >3 on a sexual health influencer scale were considered to be sexual health influencers
(Cronbach α=.87). The primary outcome was the mean number of alters encouraged to test per index for sexual health influencers
compared with the number encouraged by noninfluencers.

Results: Participants included 371 indexes and 278 alters. Among indexes, 77 (20.8%) were sexual health influencers and 294
(79.2%) were noninfluencers. On average, each sexual health influencer successfully encouraged 1.66 alters to self-test compared
to 0.51 alters encouraged by each noninfluencer (adjusted rate ratio 2.07, 95% CI 1.59-2.69). More sexual health influencers
disclosed their sexual orientation (80.5% vs 67.3%, P=.02) and were community-based organization volunteers (18.2% vs 2.7%,
P<.001) than noninfluencers. More alters of sexual health influencers came from a rural area (45.5% vs 23.8%, P<.001), had
below-college education (57.7% vs 37.1%, P<.001), and had multiple casual male sexual partners in the past 6 months (25.2%
vs 11.9%, P<.001).
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Conclusions: Being a sexual health influencer was associated with encouraging more alters with less testing access to self-test
for HIV/syphilis. Sexual health influencers can be engaged as seeds to expand HIV/syphilis testing coverage.

(J Med Internet Res 2021;23(6):e24303)   doi:10.2196/24303

KEYWORDS

sexual health influencer; men who have sex with men; HIV; syphilis; self-test; sexual health; influencer; social network; peers

Introduction

A social network is a network of individuals connected by
interpersonal relationships [1]. Social network–based
interventions are promising for promoting HIV testing and
sexual health [2,3], including among men who have sex with
men (MSM) who are at higher risk of HIV and other sexually
transmitted infections (STIs) [4-10]. Social network–based
strategies can increase testing access [11-14] and mitigate the
stigma preventing MSM from seeking health care [10,15]. Many
studies have found that individuals at the center of their
networks can encourage health behavior change among their
peers [16]. However, there is limited research on whether social
influencers are better than noninfluencers at promoting HIV
testing. A previous study found that MSM with more sexual
health influence had greater engagement in sexual health
campaigns and adoption of HIV/syphilis testing [17], but did
not examine the interaction between influential MSM and their
social network.

Strategies are needed to identify influential individuals for
effective network dissemination of HIV/STI interventions. We
define “sexual health influencers” as individuals whose sexual
health knowledge and behaviors are more likely to influence,
than be influenced by, peers in their social network, based on
a prior MSM sexual influence study in China [17]. Although
the precise criteria for “peer” differs among individual studies,
peers are generally understood to be individuals that share key
characteristics such as sexual orientation [18]. In this context,
we consider sexual health influencers to be a subset of peers
that are selected as peer educators based on their preexisting
influence and social ties. Sexual health influencers are different
from popular opinion leaders (POLs), a commonly used model
in peer education interventions. POLs are rigorously trained for
influencing their target audience, with whom they may not have
prior social ties even if they are peers [2]. There is evidence
that the effectiveness of POLs [4-8] is predicated on preexisting
influence, and POL interventions that do not consider preexisting
influence are less likely to succeed [19]. Additionally,
interventions that do not engage influential individuals for
dissemination may exclude hard-to-reach individuals [3] such
as those with limited health care knowledge and access, and
those who do not identify with at-risk communities but practice
at-risk behaviors.

Our previous implementation program used a secondary
distribution strategy to promote HIV/syphilis self-testing among
Chinese MSM [20]. Secondary distribution is a social
network–based strategy that involves giving one individual
(index) multiple self-testing kits for distribution to their social
contacts (alters) [12]. Evaluation of this implementation program
demonstrated that secondary distribution can expand

HIV/syphilis self-testing among MSM in a middle-income
country [20]. Nonetheless, it remains unexplored whether sexual
health influencer status is associated with greater promotion of
HIV/STI self-testing among peers, especially peers who have
less access to testing.

The primary objective of this study was to evaluate whether
sexual health influencer MSM are more effective at encouraging
HIV/STI self-testing among their peers compared to
noninfluencers. Additionally, we aimed to test the hypothesis
that sexual health influencers can reach alters in greater need
of HIV/STI testing than noninfluencers. Our findings can
improve network-targeting strategies for distributing HIV and
syphilis self-tests, and increase access to sexual health
interventions for MSM.

Methods

Participants and Enrollment
This was a retrospective cohort analysis of data obtained from
an implementation study performed in Zhuhai, China. Detailed
methods were described previously [20]. We partnered with
Zhuhai Xutong MSM Service Center (hereafter “Xutong”), a
gay community-based organization (CBO) based in Zhuhai,
China, to use their HIV/syphilis self-test (hereafter “self-test”)
distribution platform on WeChat (China’s largest social media
platform). Men who applied for self-tests on this platform were
invited to participate in our study. Participants were enrolled
as indexes if they were 16 years or older, born biologically male,
ever had sex with a man, applied for at least one self-test during
the study period, and willing to complete a follow-up survey.
Following provision of informed consent online, indexes
completed a baseline survey, and then provided up to five
self-tests per application for a deposit of US $14.70 per self-test.
Multiple applications were allowed. Indexes were encouraged
to use the self-tests not only for themselves but to also distribute
self-tests to individuals in their social networks (hereafter
“alters”). Each self-test contained a unique QR code for
anonymous upload of a test result photograph and a follow-up
survey. Upon upload of results, the tester was given a US $3.00
incentive, and the deposit associated with that self-test was
refunded to the index through WeChat. Additionally, alters were
asked to report their self-test experience. Alters of all sexes,
genders, and sexual orientation were included.

Prior to study implementation, the surveys were pilot-tested
with a small group of representatives from our partner MSM
community. Surveys and participant responses were stored on
the secure survey platform Wenjuanxing (Sojump, Shanghai,
China) protected with passcodes accessible only to the research
team.
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Identifying Sexual Health Influencers
Indexes were categorized as sexual health influencers or
noninfluencers based on their responses to a 6-item sexual health
influencer scale in the baseline survey. Each item was scored
on a 5-point Likert-type scale, with a higher score indicating
that the index is more likely to influence their peers and a lower
score indicating that the index is more likely to be influenced
by peers (Multimedia Appendix 1). Items were adapted from a
scale previously studied in Chinese-speaking MSM populations
[6,17]. Indexes were categorized as sexual health influencers if
their mean score was greater than 3, using the same cut-off that
previously identified sexual health influencers in a nationwide
sample of MSM in China [17]. Cronbach α was .87 for the
sexual health influencer scale in this study.

Survey Measures
We asked participants about their sociodemographic
characteristics, including age, residence registration (rural or
urban), sexual orientation, educational attainment, and monthly
income. We also asked participants about their health behaviors,

including disclosure of sexual orientation, number of male
partners in the past 6 months, and prior HIV testing. For indexes,
we identified those who were MSM CBO volunteers based on
a list of volunteers from Xutong. For alters, we also asked
whether they tested simultaneously with the index.

HIV and Syphilis Self-Test Results
All participants were asked to report their self-test results and
upload a result photograph for verification. All results were
reviewed by trained Xutong volunteers who followed up as
needed for results verification or linkage to care. Only newly
positive cases were counted in this study.

Linkage of Indexes and Alters
Each applying index had to report their phone number and was
assigned a unique application code. Participants uploading a
self-test result were asked to report the test kit application phone
number and code, which were used to link alters and indexes
(Figure 1). Alters not linked to an enrolled index were excluded
from analysis.

Figure 1. HIV/syphilis self-tests application, distribution, and linkage of alters to indexes.

Outcomes
The primary outcome was whether sexual health influencers
could encourage more alters to self-test compared to
noninfluencers. Between sexual health influencers and
noninfluencers, we compared the mean number of applications
submitted, self-tests obtained, and alters who reported a self-test
result. We controlled for the following potential confounders:
income, disclosed sexual orientation, CBO volunteer status, and
prior HIV testing.

Secondary outcomes included the following: among sexual
health influencers versus noninfluencers who distributed to at
least one alter, we compared the mean number of alters who
were first-time testers, performed simultaneous tests with the
index, and alters with HIV-reactive or syphilis-reactive tests.
Volunteer status of the index was selected a priori as a

confounder. We also compared the characteristics of alters who
received a self-test from sexual health influencers versus
noninfluencers.

Statistical Analysis
Descriptive analyses were performed for the sociodemographic
and behavioral characteristics of the index and alter participants.
The characteristics of sexual health influencers and
noninfluencers, as well as characteristics of their respective

alters, were compared using t tests and χ2 tests. Poisson
regression was used to estimate the ratio of distribution by
sexual health influencers versus noninfluencers, which are
reported as the adjusted rate ratio (aRR) and 95% CI. Additional
variables were added to the regression to control for
confounders. Statistical analyses were performed using SAS
Version 9.4.
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Ethical Statement
Prior to launching the study, ethical approval was obtained from
the institutional review board at Zhuhai Municipal Center for
Diseases Prevention and Control in China (ZHCDC2018014).

Results

Data Collection
Data were collected between June 17, 2018 and November 12,
2019. During this period, 371 unique indexes applied for 1148
self-tests, for which 1099 self-test results were returned by
indexes and 278 unique alters linked to enrolled indexes. Of
the alters, 266 completed the sociodemographic portion of the
survey (Figure 2).

Figure 2. Flowchart of study participants.

Characteristics of Index Participants
Of the 371 indexes, 77 (20.8%) were sexual health influencers
and 294 (79.2%) were noninfluencers. The distribution of sexual
health influencer scores is provided in Multimedia Appendix
2. Characteristics of sexual health influencers and noninfluencers
were largely similar but with some key differences. More sexual

health influencers had disclosed their sexual orientation (80.5%
vs 67.3%, P=.02) and were MSM CBO volunteers (18.2% vs
2.7%, P<.001) compared to noninfluencers. Additionally, more
sexual health influencers had prior HIV testing compared to
noninfluencers, although the difference was not statistically
significant. Index participant characteristics are summarized in
Table 1.
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Table 1. Sociodemographic and health behavioral characteristics of the index participants in China, 2018-2019.

P valueNoninfluencers
(n=294)

Sexual health influ-
encers (n=77)

All indexes (N=371)Characteristic

.0628 (6.5)30 (8.2)29 (6.9)Age (years), mean (SD)

.79Residence, n (%)

131 (44.6)33 (42.9)164 (44.2)Rural

163 (55.4)44 (57.1)207 (55.8)Urban

.82Education, n (%)

138 (46.9)35 (45.5)173 (46.6)Less than college

156 (53.1)42 (54.6)198 (53.4)College or more

.41Annual income (US $)a, n (%)

153 (52.0)36 (46.8)189 (50.9)<8393

141 (48.0)41 (53.3)182 (49.1)≥8393

.62Sexual orientation, n (%)

207 (70.4)52 (67.5)259 (69.8)Gay

87 (29.6)25 (32.5)112 (30.2)Bisexual/other

.02Disclosed sexual orientation, n (%)

198 (67.3)62 (80.5)260 (70.1)Disclosed

96 (32.7)15 (19.5)111 (29.9)Undisclosed

<.001CBOb volunteer, n (%)

8 (2.7)14 (18.2)22 (5.9)Yes

286 (97.3)63 (81.8)394 (94.1)No

.21Ever tested for HIV, n (%)

229 (77.9)65 (84.4)294 (79.3)Yes

65 (22.1)12 (15.6)77 (20.8)No

.31>1 casual male partner in past 6 months, n (%)

89 (30.3)28 (36.4)117 (31.5)Yes

205 (69.7)49 (63.6)254 (68.5)No

aIn 2017, the average annual income in China was US $7712 (National Bureau of Statistics China).
bCBO: community-based organization.

Rates of Index Self-Test Distribution and Results
Return
On average, each sexual health influencer index had twice as
many alters who returned a test result compared to each
noninfluencer (aRR 2.07, 95% CI 1.59-2.69). Each sexual health
influencer also submitted more applications (aRR 1.32, 95%
CI 1.10-1.58) and requested more self-tests (aRR 1.40, 95% CI
1.22-1.60) than each noninfluencer.

When the analysis was limited to indexes with at least one alter
who returned a test, sexual health influencers distributed to
more alters without prior HIV testing compared to
noninfluencers, but this difference was not significant after
controlling for the volunteer status of the index (aRR 1.28, 95
CI% 0.85-1.92). Sexual health influencers also performed more
simultaneous testing with their alters, and distributed to more
alters with HIV-reactive and syphilis-reactive test results
compared to noninfluencers, but these differences were not

statistically significant (Multimedia Appendix 3 and Multimedia
Appendix 4).

During analysis, one outlier sexual health influencer was found
to have distributed to 37 alters. To account for potential skew,
data from this outlier were excluded in repeat analysis.
Differences between sexual health influencers and
noninfluencers in the self-test distribution remained the same
after excluding this “superdistributer” outlier (see Multimedia
Appendix 5 and Multimedia Appendix 6).

Comparing the Alters of Sexual Health Influencers
and Noninfluencers
Alters of sexual health influencers versus noninfluencers had
some key differences. More alters of sexual health influencers
were registered with a rural residence (45.5% vs 23.8%, P<.001)
and had below college-level education (57.7% vs 37.1%,
P<.001) compared to alters of noninfluencers. Additionally,
more alters of sexual health influencers had more than one
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casual male partner in the past 6 months (25.2% vs 11.9%,
P=.005) compared to alters of noninfluencers. Detailed

characteristics of the alter participants are provided in Table 2.

Table 2. Characteristics of responding alter participants in Zhuhai, China, 2018-2019.

P valueAlters of noninflu-
encers (n=143)

Alters of sexual
health influencers
(n=123)

All alters (N=266)Characteristic

.0830 (7.3)28 (6.6)29 (7.0)Age (years), mean, SD

.13Sex at birth, n (%)

139 (97.2)123 (100.0)262 (98.5)Male

4 (2.8)0 (0.0)4 (1.5)Female

<.001Residence, n (%)

34 (23.8)56 (45.5)90 (33.8)Rural

109 (76.2)67 (54.5)176 (66.2)Urban

<.001Education, n (%)

53 (37.1)71 (57.7)124 (46.6)Less than college

90 (62.9)52 (42.3)142 (53.4)College or more

.87Sexual orientation, n (%)

94 (65.7)82 (66.7)176 (68.2)Gay

49 (34.3)41 (33.3)90 (33.8)Bisexual/other

.005>1 male casual partner in past 6 months, n (%)

17 (11.9)31 (25.2)48 (18.1)Yes

126 (88.1)92 (74.8)218 (82.0)No

Discussion

Principal Findings
Our implementation study demonstrated that in China, being
an MSM sexual health influencer was associated with
encouraging more alters to self-test for HIV/syphilis than being
a noninfluencer. More importantly, sexual health influencers
were associated with alters from rural regions of China and with
less education, factors associated with limited access to HIV
testing [21,22]. Alters of sexual health influencers also sought
more casual sexual partners and thus were at greater risk of HIV
infection [23]. These findings suggest that sexual health
influencers and noninfluencers can reach different groups of
individuals for testing. Our study extends the existing literature
on HIV/syphilis self-test distribution by examining the role of
sexual health influence. Our findings can inform future studies
to increase the reach of self-tests for MSM and other populations
at risk of HIV.

We found that being a sexual health influencer was associated
with encouraging more alters to self-test than being a
noninfluencer. This is consistent with prior findings that MSM
peer leaders selected for their social influence were more
effective at increasing HIV testing than nonpeer-led
interventions [6-8,15,24]. Moreover, sexual health influencers
applied for more self-tests than noninfluencers, suggesting
greater engagement in self-test promotion. Although being a
sexual health influencer was associated with encouraging more
first-time testers to test, this was confounded by CBO volunteer
status, suggesting that being a volunteer also affected self-test

distribution capacity. CBO volunteers have experience in peer
engagement even if they do not have other socially influential
traits. Our results indicate that the self-administered sexual
health influencer scale [17] can identify influential MSM to
expand the reach of HIV and syphilis self-tests, and training
can help them reach subgroups at higher risk such as MSM
without prior testing.

Being a sexual health influencer was also associated with
reaching more alters with lower education, from a rural
residence, and with more casual sexual partners. These findings
suggest that sexual health influencers could better reach
individuals at greater risk of HIV but with less access to health
care. Several studies have found alters to reach more MSM at
high risk of HIV/STIs with low access to testing compared to
other recruitment strategies [9,25,26]. Highly influential MSM
may help reach individuals with the least access to HIV care
and who are often missed by random seeding of interventions
[3]. Our findings indicate that self-identified sexual health
influencers are low cost and may be effective seeds for
HIV/syphilis self-test distribution.

In this study, sexual health influencers were more likely to have
disclosed their sexual orientation and to be CBO volunteers
compared to noninfluencers. This is consistent with prior
findings that MSM sexual health influencers were more likely
to disclose their sexual orientation and have greater community
engagement [17]. Shared experience between influencers and
their target audience (ie, sexual orientation) is known to
contribute to the effectiveness of interventions [18]. Moreover,
volunteer experience and disclosed sexual orientation may
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contribute to greater social influence. These findings reinforce
the correlation between sexual health influence and volunteerism
among MSM, which may contribute to self-test distribution
capability. The sexual health influencer scale identified many
MSM who were not volunteers but nonetheless had influential
qualities and were associated with greater self-test distribution
capability, suggesting that sexual health influencers can expand
an existing pool of volunteers and reach into untapped social
networks.

Although we did not collect data on why sexual health
influencers are effective at promoting HIV/syphilis testing, we
propose some mechanisms based on existing theories underlying
the mechanisms of peer-based health interventions. Our sexual
health influencer scale selected for MSM who are socially
visible and are sought by peers for advice and information.
Based on social comparison theory, sexual health influencers
may act as models of health and self-improvement in the MSM
community, providing an upward comparison to which other
MSM aspire [18]. Sexual health influencers are also experienced
in providing social support, which suggests that they may be
skilled at providing calm and reducing stress [18] while
promoting health behaviors that can cause significant distress
for the alter MSM. Few studies on network-based sexual health
interventions describe theoretical mechanisms for their efficacy
[3]. Future studies should elicit mechanisms that demonstrate
the effectiveness of sexual health influencers.

Limitations
Our study has several limitations. First, this was a secondary
analysis, which identified sexual health influencers
retrospectively. We found correlations between sexual health
influence and self-test distribution, but other unaccounted
variables may explain the different rates of distribution, such
as specific characteristics of an index’s social network,
influential characteristics unrelated to sexual health, and
geographic access between the index and alters. Analyses for
alters and indexes were also performed retrospectively, and we
could not capture alters who received a self-test but did not
return their results. This may have resulted in an underestimation
of index self-test distribution rates. Nonetheless, the higher rate
of test result through sexual health influencer return may indicate
better linkage to care compared to that through noninfluencers.
Second, participants were recruited online and required access
to the internet for follow-up. Thus, our study only captured
MSM with internet access and may have limited

representativeness of MSM who do not use online social media.
Third, our study was implemented through a well-established
gay CBO in a populous city using their existing and popular
self-testing platform. This lent our study credibility from
participants but limits the generalizability of our findings. Our
study may exclude MSM who are not part of any MSM network,
and may not be applicable to some regions such as rural
communities with weaker MSM networks. Finally, the sexual
health influencer scale has only been studied among MSM in
East Asia to date, and may have limited generalizability to other
cultural and linguistic settings.

Implications
Our study has implications for future HIV/syphilis self-test
research and implementation. Primarily, we identified influential
individuals using a simple, self-report sexual health influencer
scale. This is important when considering the resource
intensiveness and complexity of most social network
interventions [16]. Simplicity allows for greater sustainability,
especially where resource constraints limit social network
mapping. Self-identification is an established, low-cost strategy
for defining preexisting social influence, but is infrequently
utilized due to concerns of subjectivity [27,28]. Nonetheless,
we found self-reported sexual health influence to correlate with
objective advantages. The sexual health influencer scale can be
easily adopted by community programs to identify effective
health promoters and educators, particularly when introducing
a new health behavior to a marginalized community such as
MSM. Our findings indicate social influence to be a core
component of effective sexual health promotional campaigns,
which should be adopted in sexual health promotion policies.
Future randomized controlled studies should test the sexual
health influencer scale as an intervention to promote HIV
self-testing.

Conclusions
Our study indicates that sexual health influencers are important
for encouraging social network–based HIV/syphilis testing. Our
findings are notable for the greater distribution by sexual health
influencers compared to noninfluencers and increasing access
to MSM linked to rural regions, where gay venues and health
care facilities may be less accessible, and to MSM with lower
education and at higher risk of HIV. Our study can inform future
implementation research on social network targeting for HIV
self-testing and sexual health interventions.
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Abstract

Background: The use of technology has the potential to support the patient´s active participation regarding treatment of
hypertension. This might lead to changes in the roles of the patient and health care professional and affect the partnership between
them.

Objective: The aim of this qualitative study was to explore the partnership between patients and health care professionals and
the roles of patients and professionals in hypertension management when using an interactive web-based system for self-management
of hypertension via the patient’s own mobile phone.

Methods: Focus group interviews were conducted with 22 patients and 15 professionals participating in a randomized controlled
trial in Sweden aimed at lowering blood pressure (BP) using an interactive web-based system via mobile phones. The interviews
were audiorecorded and transcribed and analyzed using thematic analysis.

Results: Three themes were identified: the technology, the patient, and the professional. The technology enabled documentation
of BP treatment, mainly for sharing knowledge between the patient and the professional. The patients gained increased knowledge
of BP values and their relation to daily activities and treatment. They were able to narrate about their BP treatment and take a
greater responsibility, inspired by new insights and motivation for lifestyle changes. Based on the patient’s understanding of
hypertension, professionals could use the system as an educational tool and some found new ways of communicating BP treatment
with patients. Some reservations were raised about using the system, that it might be too time-consuming to function in clinical
practice and that too much measuring could result in stress for the patient and an increased workload for the professionals. In
addition, not all professionals and patients had adopted the instructions regarding the use of the system, resulting in less realization
of its potential.

Conclusions: The use of the system led to the patients taking on a more active role in their BP treatment, becoming more of an
expert of their BP. When using the system as intended, the professionals experienced it as a useful resource for communication
regarding BP and lifestyle. Patients and professionals described a consultation on more equal grounds. The use of technology in
hypertension management can promote a constructive and person-centered partnership between patient and professional. However,
implementation of a new way of working should bring benefits and not be considered a burden for the professionals. To establish
a successful partnership, both the patient and the professional need to be motivated toward a new way of working.

Trial Registration: ClinicalTrials.gov NCT03554382; https://clinicaltrials.gov/ct2/show/NCT03554382
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Introduction

Background
Medical advances and better living conditions have led to
increasing lifespans and a growing population living with
chronic conditions such as hypertension [1]. With limited health
care resources, new, more effective ways of managing chronic
conditions need to be developed [2]. Patients cannot be regarded
as passive recipients of care but will need to be the main
providers of care for themselves. With this, the role of health
care professionals will also need to change from being the expert
provider of care to being a cocreator of care with the patient
[3,4]. During 2020 and the COVID-19 pandemic, the need for
this has become even more evident. Patients need to be able to
perform effective self-management in their homes and not be
dependent on visiting or using health care facilities [5].
However, self-managing high blood pressure (BP) is something
patients do every day by choosing what to eat, deciding whether
to exercise, trying to decrease stress, and remembering to take
their prescribed medication [3]. Health care professionals have
an important role to play in supporting patients to self-manage,
ideally working in partnership with patients [6].

A European standard for a minimum level of patient
involvement was recently established with the aim to support
a wider implementation of person-centered care (PCC) [7]. PCC
is a health care approach where the patient’s subjective
perception of illness and their preferences and values are the
starting point for the care process. Partnership between patient
and professional, as well as patient narratives and shared
documentation, are considered key concepts in PCC. Within
the narrative and examination, the patient’s need of care,
prerequisites, resources, and obstacles are identified and
documented together with the patient [8]. Attributes defining
partnership vary in different publications, but shared decision
making, shared knowledge, communication, and shared power
are commonly mentioned. The consequences are described as
empowerment of the patient and improved health outcome and
health care utilization [9-11]. Patients appear to value other

aspects of partnership than formal frames, appreciating
proximity and receptive communication more than shared
documentation and goal setting [12]. Using technological tools
in health care may strengthen the potential for patient
self-management, and the understanding and practice of
partnership between patient and professional might change as
a result [13].

Objectives
Using an interactive information technology system requires
interaction between patients and professionals, thus possibly
affecting the patient-professional partnership. New roles for
patients and professionals may be enabled. To date, there is
limited research on how using technological tools in BP
treatment affects the relationship between the patient and health
care professional.

The objectives of this study were to explore the partnership
between patients and health care professionals and further the
roles of patient and professional when using an interactive
web-based system for self-management of hypertension via the
patient’s own mobile phone.

Methods

Study Design
This study builds on a previously described interactive
web-based communication system for self-management of
hypertension called CQ (developed by Circadian Questions AB
and referred to in this paper as “the system”). The system has
been described in earlier publications [14-16], and an overview
can be seen in Figure 1. During the planning, execution, and
evaluation of the components of the system in the pilot project,
the participating patients and professionals were actively
involved [14-18]. The system was found to be relevant and easy
to use [19], resulting in a significantly decreased BP for the
participants (systolic BP –7 mm Hg and diastolic BP –4.9 mm
Hg) [20]. Furthermore, use of the system was considered a
resource for PCC and a more autonomous, knowledgeable, and
active patient [21,22].
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Figure 1. Overview of the interactive web-based communication system: (a) blood pressure device; (b) self-reports, reminders, and optional motivational
messages via patient’s own mobile phone; (c) database where self-reports are saved; and (d) secure web portal available to patients and professionals
for data visualization.

The system described in Figure 1 is now being tested in a
randomized controlled trial (RCT; Person-Centeredness in
Hypertension Management Using Information Technology
[PERHIT]), including 900 patients with hypertension equally
allocated to an intervention and a control group. The trial is
conducted in primary care in 4 health care regions in southern
Sweden. The aim of the trial is to lower BP in patients with
hypertension in primary care. In addition, person-centeredness,
patient self-reports such as daily life activities, and awareness
of risk will be evaluated [23].

In short, the intervention consists of the following:

• Start-up meeting was scheduled with a nurse or physician
at the local primary health care center (PHCC) where
instructions were given about how to use the system at
home, including measuring BP daily. Questions regarding
side effects were selected according to the patients’
medication. Patients could choose to receive different
relevant motivational messages on different days of the

week. The messages were in the form of motivational
questions and were intended to function as an inspiration
for healthy choices (eg “Nice walk at lunch today?”).
Patients also received a manual of the system and were
advised to watch videos on BP measurement and how to
enter data via their mobile phones.

• During 8 consecutive weeks, patients used the system at
home and reported BP, symptoms, medication intake, side
effects, lifestyle, and well-being. After log-in, patients and
professionals had access to visualization of self-reported
data in graphs via a secure web portal. All data was saved
in a secure database, not in the mobile phones.

• Follow-up consultation was scheduled with a nurse or
physician at the local PHCC after finishing the 8-week
intervention. Professionals were encouraged to discuss
graphs with patients. An example of a system graph is
presented in Figure 2.

• Follow-up consultation was scheduled for 12 months after
trial began.
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Figure 2. Graph showing correlation of physical activity with blood pressure, as shown to participants.

Several interventions comprising mHealth (the use of mobile
devices in health care) and hypertension have shown promising
results [24-26]. However, the evidence is scarce, and several
research studies have called for large RCTs with mHealth
interventions that involve more patients for a longer time period
[27-30].

In this qualitative study, we conducted focus group interviews
with patients and professionals participating in PERHIT. The
Consolidated Criteria for Reporting Qualitative Research
(COREQ) checklist was used to ensure rigor in reporting the
study design and conduction [31].

Recruitment and Participants
Four PHCCs participating in PERHIT in different geographical
and socioeconomic areas were strategically selected to reflect
a broad socioeconomic area. Two of the PHCCs were located
in midsize cities, one in a larger city suburb, and one in a smaller
city. Patients and professionals were contacted by the staff at
the PHCC to take part in focus group interviews.

At the time of the interviews, all patients had completed their
8-week intervention and attended the follow-up consultation
with their nurse or physician. The time elapsed from the
completion of the intervention to the interview varied between
the patients from 1 week to 3 months (median 31 days). The
inclusion criteria for the patients were the same as for the

PERHIT study: aged older than 18 years, diagnosis of
hypertension, treatment with at least one antihypertensive drug,
and understanding of Swedish in order to be able to provide
informed consent and make use of the system using the mobile
phone for answering questions [23]. The inclusion criteria for
the professionals were being a nurse or physician at the PHCC
and having experience working with the PERHIT study.

Since only 2 to 4 professionals were involved in the study at
each site, other professionals in the PERHIT study from nearby
sites were also approached and asked to participate in the same
interview. In total, professionals from 8 different PHCCs
contributed to the study.

Data Generation
Prior to the focus group interviews, 2 semistructured interview
guides were developed by the research team, one for the patient
groups and one for the health care professional groups. A test
interview with mock patients was conducted prior to the first
interview to evaluate the questions, resulting in some changes
to the interview guide. After the first focus group interview with
patients, it was obvious that a few questions needed to be
rephrased. These were minor changes, and the material from
the interview was still considered useful. No changes to the
interview guides were made after that. Interview topics are
presented in Textbox 1. Interviews began after introductions,
small talk, and reiteration of the research goal [32].
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Textbox 1. Interview topic and subtopic list.

Hypertension and support:

• Current blood pressure treatment, drugs/lifestyle (patients)

• Perceptions of the most important treatment of blood pressure (professionals)

• Support in blood pressure treatment for patients from primary health care center in usual care

Patient-centered care and partnership:

• Perceptions of patient-centered care

• Perceptions of partnership or how to collaborate with health care professionals/patients, generally and specifically during the intervention

• Experiences from the follow-up consultation after 8 weeks

• Experiences of discussing patients in need of support in blood pressure treatment

• Perceptions of patients’ role in blood pressure treatment

Using the system and technology:

• Experiences of using the technology and how it was used during the 8-week intervention

• Perceptions of motivational messages

• How/if using the system has affected everyday life (patients)

• How/if using the system has affected working methods in blood pressure treatment (professionals)

• Experiences of using other technical systems for chronic disease in health care

Focus group interviews were held at the PHCCs from June 2019
to January 2020. A total of 22 patients participated in 4 focus
group interviews, with 4 to 7 patients in each. Three focus group
interviews, with 4 to 6 professionals each (n=15 total), were
also conducted. No compensation was offered to the participants
except for coffee and fruit during the interview. The duration
of focus group interviews varied from 64 to 97 minutes and
were held in Swedish. UA (first author) was the moderator of
the focus group interviews. UB (second author), who is
experienced in qualitative research, assisted and took notes.
Prior to the focus group interview, UA had been in contact with
the patients and professionals by telephone or email to set a
date and time for the interview. No other relationship prior to
the interview was established. At the interviews, researchers
presented themselves with their occupation and as members of
the research group conducting the RCT. Only the participants
and researchers were present at the interviews.

Data Analysis
The interviews were audiorecorded and transcribed verbatim.
They were also videorecorded, with the purpose to serve as an
aid for memory during the analysis phase. Thematic analysis
according to Braun and Clarke [33] was used on the dataset,
since it is a flexible method when performing qualitative
analysis, allowing for both an inductive and deductive approach
to the data [34].

The recordings of the interviews were listened through several
times and the anonymized transcripts were checked against the
recordings for errors by the first author (UA). During this phase,
initial thoughts and ideas were noted. UA, UB, and KK (last
author) read the transcripts repeatedly. UA created initial codes
by systematically going through all the interview transcripts
without a predefined coding frame. Interviews with patients

and professionals were coded simultaneously using NVivo
software (version 12, QSR International). The initial codes were
compared and organized into common categories, which were
discussed by UA, UB, and KK. Since we were interested in a
specific aspect of the participants’ experiences—how using the
system affected the experience of partnership between patients
and professionals—we then used a deductive approach, inspired
by previous research concerning the concept of partnership
[8-11] and partnership and technology [13,35]. The initial codes
were reviewed and arranged in preliminary themes and
subthemes, focused on aspects of partnership. A narrative
description of the preliminary themes and a thematic map were
created and discussed by UA and KK. Themes were reviewed
and checked against the datasets. In the process of defining and
naming the themes, UA, KK, and AR collaborated and discussed
until consensus was reached. A detailed description of each
theme was developed, and informative names for the themes
were established. To further visualize the themes, descriptive
excerpts were identified.

Ethical Considerations
The study was approved by the regional ethical review board
in Lund (2017/311 and 2019/00036). Participants were given
oral and written information about the study before they signed
a consent form. All transcripts were anonymized to ensure
confidentiality. The study was registered with ClinicalTrials.gov
[NCT03554382].

Results

Study Sample
Characteristics of participating patients and professionals are
presented in Tables 1 and 2.
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Table 1. Characteristics of participating patients (n=22).

ValueCharacteristic

8 (36)Female, n (%)

65 (46-81)Age (years), median (range)

Age intervals (years), n (%)

2 (9)<50

15 (68)50-70

5 (23)>70

22 (100)Country of birth, Sweden, n (%)

6 (1-39)Years with hypertensiona, median (range)

2 (1-4)Number of hypertension drugs, median (range)

Marital status, n (%)

15 (68)Married

6 (27)Unmarried

1 (5)Widowed

Education levelb, n (%)

4 (18)Up to high school

7 (32)High school

9 (41)University

Employment status, n (%)

10 (45)Employed

12 (55)Retired

aYears with hypertension: missing 1 data point.
bEducation level: missing 2 data points.

Table 2. Characteristics of participating health care professionals (n=15).

ValueCharacteristic

10 (67)Female, n (%)

55 (29-71)Age (years), median (range)

Age intervals (years), n (%)

3 (20)<40

9 (60)40-60

3 (20)>60

Occupation, n (%)

2 (13)Assistant nurse

4 (27)Nurse

3 (20)District nurse

1 (7)Resident physician

5 (33)General practitioner

17 (4-30)Years of experience working with patients with hypertension, median (range)

In the analysis of the focus group interviews, 3 actors were
identified: the patient, the professional, and the technology. The
roles of the different actors are described in 3 themes: using
technology as an aid for self-management and treatment of high

BP, professional as a consultant, and patient as active and
responsible partner. An overview of the themes and subthemes
is presented in a thematic map in Figure 3.
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Figure 3. Overview of the themes and subthemes.

Using Technology as an Aid for Self-Management and
Treatment of High BP

Technology as a Tool for Documentation of Self-Reports
and Appropriate Drug Treatment
The professionals considered the different components of the
system to be helpful tools in the treatment of high BP. The
documentation of the self-reports via the graphs made it possible
to communicate more easily about the treatment. If a new drug
was prescribed, the patient could follow the effect from day to
day, thus becoming more aware of the BP treatment. It was
considered a benefit that the patients monitored their BP at home
instead of coming to the PHCC. During the intervention, some
patients had contacted their nurse or physician when their BP
was high, thus acting on high BP values.

Professionals viewed selected patients’graphs during the 8-week
intervention if the patient encountered problems adjusting the
BP. If the BP was still too high, they contacted the patient and
could adjust the drug treatment without the patient having to
come to the PHCC. They believed this was educational for them
as professionals as well, leading to increased understanding of
the variation of BP.

And you could go in and see...see when they were
running high, if something had happened, so to say,
that day. If they were stressed or...if something...and
if you saw that they were still running too high, so to
say, you called and talked to them and said we need
to adjust your medicine. [Health Care Professional 2
(HCP2)]

For some of the patients, using the system brought a closer and
more frequent contact with their prescribing physician. If they

had altered their BP medication at the start of or during the
intervention, they could with daily measurement report its effect
on the BP.

But even with close, sort of, contact with M [the
patient’s physician] which is...it’s been short
telephone calls where you can...yeah, but he’s asked
“How are you?” etc. Yeah, this is how it’s going now,
and then we’ve been able to change it quickly. [Patient
13 (P13)]

The professionals’ opinions about how feasible it would be to
use the system as an integrated part of BP management differed.
Not all were positive. Some experienced that it was too
time-consuming and did not provide enough benefits to make
it worthwhile.

Graphs as an Educational Tool for Understanding BP
Values and Relation to Daily Life, Activity, and
Treatment
During the follow-up consultation, graphs were used as an
educational tool. Through the graphs, the patient could become
aware of the normal variability of BP. They could also connect
BP variations to physical activity, stress, or medication intake,
for example, creating awareness of lifestyle and medication
effect on BP. The patients contributed with their explanation
of BP variation in relation to their daily activities.

But I myself had...in my head I kind of had the idea
that now I want to see these graphs for these
particular days and what I knew that I...had reported
high then and also made a note of it, so to say, and
it matched well. Yeah, I thought there was good
correlation between these... [P22]
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Not all professionals viewed the graphs with the patients during
the follow-up consultations, thus not using the system as
intended. In those cases, the professionals expressed that the
patients were passive during the follow-up consultation. The
BP and lifestyle were not discussed, and instead the patients
waited for the professional to introduce the next step in the study
procedure. In these cases, the professionals had not adopted the
instructions given by the research team regarding the intended
use of the system.

Motivational Messages Yielding Irritation, Indifference,
or Inspiration
The optional motivational messages included in the system, in
the form of motivational questions, were meant to function as
an inspiration for healthy choices. Opinions among the patients
about the messages differed. Some patients perceived them as
irritating since it was not possible to submit an answer. These
patients had not been informed (and had not read the manual)
about the intention with the messages to function as small
reminders not requiring an answer. They thought a positive
answer to the questions would generate further information.
Others simply ignored the messages, since they disappeared in
all the other incoming information in their mobile phones, such
as text messages, emails and alerts. Other patients perceived
the motivational messages as something positive, finding them
an inspiration for healthy choices or considered them a small
sign that someone cared about them.

Patient as an Active and Responsible Partner

Becoming More Involved and Active
After using the system, patients were considered by the
professionals to be more active in the consultation. They asked
questions and wanted to discuss their BP values in relation to
the documentation of their daily activities. The professional did
not have to lead the conversation as they usually did.

Yeah, they were very serious; they had direct
questions then, oh yeah, I saw that that day looked
like this, what do you say about this, sort of...I didn’t
have to ask that much; they had their questions for
me. [HCP13]

The patients considered themselves as more involved during
the follow-up consultation, since they contributed with their
knowledge about how they had felt and their health status. They
considered themselves more prepared for the consultations and
had thought about questions and what they wanted to discuss
with the professional. They also believed this was recognized
and confirmed by the professional, who was considered to be
interested and attentive.

I’d say that you felt more like a participant, because
I’d, like, been in this study and knew how I’d felt and
how I, like...now it was...I could also offer something
and contribute something. [P6]

Connecting BP Values to Activity and Treatment
Using the system made the patients more aware of how their
choices affected their BP and their health, and they reflected
upon their days. Being able to measure the BP frequently gave

insight into how different BP levels corresponded to daily
activities.

But, you know, I’ve noticed right away when I’ve
made that change there, I mean with the exercise and
then also training with my dumbbells at home and
stuff, that it’s had an effect; it has, you know. [P10]

Not all patients logged in to the website and viewed their
reported values in graphs during the intervention. Reasons for
not logging in were that they were not aware of the possibility,
they were not interested, or they chose to wait until the
follow-up consultation. The patients who did view the graphs
by themselves thought they were valuable and used them to
relate activities or well-being to their BP values. Some patients
who were not aware of the possibility to log in to the website
kept notes by themselves, writing down the BP and what they
had done and in some instances sharing their notes with their
nurse or physician. Even if they did not view the graphs, they
connected their daily BP value to how they felt or what they
had done during the day.

Self-Monitoring Resulted in Increased Insight
By monitoring the BP and relating it to daily life, the patient
became the expert on his or her BP. Some patients related that
they got to know themselves and their bodies better. By daily
monitoring, they could anticipate the BP value when measuring
it in the evening. For example, after a stressful day, they
expected a high BP value. They became aware of what affected
the BP and what they could do about it. Their own responsibility
for a successful treatment became clear to them.

Yeah, and it...it was a...yeah, it was actually a
wake-up call too. That you could do something
yourself; that you should do something yourself. [P6]

Taking Responsibility for BP and Lifestyle
The patients regarded it as their responsibility to contact their
physician or nurse when their BP was uncontrolled. They also
considered it their responsibility to keep track of their BP and
appreciated being able to check their BP at home.

So if I felt a little uncomfortable in my body and I
went and checked my blood pressure and it was a
total disaster, yeah, then I could sound the alarm
earlier than if I hadn’t had a gauge. So in that way I
feel safer now, I think. [P10]

The professionals related that they saw an increased interest in
self-monitoring of BP, even outside the settings of a study. They
had noticed that some of their patients had bought BP monitors
and used them at home. This was mostly considered positive,
although the professionals also thought some patients measured
and monitored excessively, which could lead to an increased
workload for them and stress for the patient.

The patients considered diet and physical activity important
regarding BP treatment. Participation in the study was a
motivator for lifestyle changes such as increasing physical
activity. They believed they had knowledge about the positive
effects of exercise and a healthy diet prior to the study but had
not taken it to heart before. Seeing the BP values every day
became a reminder and encouragement to do something about
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the situation. The need to do well and be normal, to have a BP
within the target values, was also a motivator for healthier
choices. Some patients changed their dietary habits, cutting
back on sweets, salt, and licorice. Others had thought about
changing their habits but had not yet started.

I mean, I think, before I started this study I knew that
exercise was the best, but even so...you heard it every
time you came down and took your blood pressure
and stuff, but yeah...you know, not much happens.
But when I started this study I became much more
focused; I thought I have to get this blood pressure
down—I myself have to help too. So I’ve actually
started exercising much, much more. [P6]

Professional as a Consultant

Focusing on Aspects of BP and Lifestyle That Mattered
to the Patient
The professionals believed using the system contributed to more
lifestyle-oriented conversations with the patients. Instead of
only focusing on the effect of BP-lowering drugs, they talked
about other aspects of high BP, such as how the patient’s
lifestyle affected BP. The professionals considered the
conversation to be more focused on the individual patient’s
needs and resources than usual BP consultations. The patients
said that they could discuss things that were important to them,
that either they themselves or the professionals brought up.
Some of the professionals expressed that they became more of
a consultant for the patient than a lecturing nurse or physician.
When the patients were more active during the follow-up
consultations, possible lifestyle changes, which were significant
for them, came to light and the discussion could focus on that
on their terms.

And then maybe something turns up...one thing we
can help with and work with, but then maybe we can
calm down a little with the rest of...because it’s this
that the patient’s a little interested in or feels like I
have to...this...I can make a change here, and then
we can help with that. Yeah, it was...it made it
easier...to have that kind of discussion, I think.
[HCP3]

Personalizing the Consultation
By introducing the system to the patients and looking at the
graphs together, the professionals related that they found out
more about the patients and learned something new from them.
One professional was surprised about how much the knowledge
about BP differed between patients; some did not know about
the risk of elevated BP or their own target BP. When this came
to light, the discussion could be held in a more personalized
way.

While using the graph as a visual tool, some of the professionals
related that they learned new ways of talking about BP and
lifestyle. Despite years of experience of talking to patients about
BP, this consultation was considered more rewarding as it was
more personal and relevant.

In some way I learned to teach people about blood
pressure, which I actually hadn’t done before. I’ve

seen so many blood pressure patients, but haven’t
ever had the time to get into this particular person’s
condition, kind of. [HCP13]

Thus, not only could the patients gain new knowledge by using
the system, the professionals could deepen their understanding
of hypertension management.

Partnership
As shown above, the system contributed to several attributes
of partnership (see the code list from NVivo in Multimedia
Appendix 1). Patients contributed with their knowledge about
their health status and situations while professionals contributed
with expert knowledge on BP, thus sharing knowledge. The
professionals expressed that they learned new things using this
working method. Both patients and professionals declared that
the consultation was more equal as the patient was more
prepared and knowledgeable, thus indicating shared power and
shared collaborative decision making.

Discussion

Principal Findings
This study aimed to explore the partnership and roles of patients
and professionals in hypertension management when using an
interactive web-based system for self-management of
hypertension. Focus group interviews with patients and
professionals were conducted and analyzed using thematic
analysis.

Three themes, on the technology, the patient, and the health
care professional, are evident when using the interactive
web-based system via mobile phone. The described themes
represent one actor each. The system (the technology) is mainly
a tool for documentation and sharing knowledge between patient
and professional, thus affecting the partnership and how BP is
communicated. By using the system, patients gained insight
into how BP was affected by their lifestyle and became
motivated to make healthier choices. As experts of their BP,
they came well prepared to the follow-up consultation and were
then able to take on a more active role. The professionals took
a more secondary role during the follow-up consultation,
controlling the conversation to a lesser extent. They were no
longer the only holders of data and knowledge but instead
became consultants and support to the patients, contributing
with expert knowledge adjusted for the patients’ needs. Both
patients and professionals described a consultation on more
equal terms than usual, thus creating a base for a successful
partnership. This was the case described by most of the
participating professionals and patients but not shared by all.

Comparison With Prior Work
Previous research has found that self-monitoring of BP enables
activation of patients and motivates them to engage in lifestyle
changes, favoring self-management [6,36]. By self-monitoring,
the patient can provide the data that was previously produced
by the health care professional at the clinical encounter.
According to Shahaj et al [6], this might potentially challenge
the dynamics between patient and professional, which is in line
with the findings in this paper. Most of the patients in this study
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considered it their responsibility to check their BP regularly
and adhere to the prescribed treatment. This was mainly viewed
as something positive, but it could have potentially negative
effects. If the patient using the system is not able to take on the
responsibility, for example, not being able to interpret the BP
values and acting on high values, the use of the system could
be a burden. The system is intended to be used as a complement
to the physical meeting and examination in usual care, and thus
a patient not being able to use or interpret the system should
not receive inferior care compared to treatment as normal. On
the other hand, if the patient is able to take on the responsibility
and self-manage effectively, the need for physical check-ups is
diminished and contact with the health care professional can be
managed over the phone or digitally in an effective way.

Wildevuur et al [13] studied how the partnership between
patients and professionals is affected by the use of information
and communication technology. They found that using
information and communication technology in disease
management requires an adjustment of the partnership through
strengthened potential for self-management and shared analyzing
of data. The health care system can be reorganized with new
care pathways, where the data provided by the patient can serve
as an initiative for treatment. Ultimately, it is the patients’ trust
in technology and ability to self-manage that shapes the
partnership with the professionals, provided that the
professionals can adapt to the different needs of different
patients.

In our interviews, opinions on using the system differed among
professionals. Most of them found the system to be a helpful
tool regarding hypertension management, inspiring new ways
to talk about hypertension and working with the patient as an
equal partner. Others were apprehensive about using it in clinical
work since they found it too time-consuming. The professionals’
views about the role of technological tools in clinical work also
differed; some did not believe it would bring any positive effects
while others considered it an inevitable and possibly favorable
part of their future working methods. A precondition for
technology to enable effective PCC is, according to Wildevuur
et al [35], that the technical solution is efficient for both patients
and professionals and reduces the pressure on health care
systems. In our study, the intervention technology is not
integrated in the established health care technology, thus
requiring the professionals to work in parallel systems, and this
might cause problems. During the interviews, we found that the
system was not used as intended in some instances despite a
thorough introduction and a user manual. Some of the patients
were not aware of the possibility of logging in to the web portal
and viewing their reported values in graphs. This opportunity
for visual feedback and insights of connections between BP and
reported factors was therefore lost. Some of the professionals
had not viewed the graphs together with the patients at the
follow-up consultation after the 8-week intervention, thus
disregarding a large part of the potential use of the system and
an important kick-off for lifestyle changes during the rest of the
12 months. A lesson learned is that when introducing a new
technical system, the professionals’ opinions and preferences
about technology need to be acknowledged and considered. The
professionals need to receive sufficient education on how to

make use of the system in an optimal way and correctly instruct
the patients on how to use it and what the benefits are for the
patients in doing so. Implementation of a new way of working
should bring benefits and not be considered a burden for the
professionals. To establish a successful partnership, both the
patient and professional need to be motivated about the new
way of working.

The optional motivational messages in our study were received
with mixed emotions by the patients. Previous interventions,
which focused on text message–based lifestyle advice with the
aim to lower BP, had shown small or insignificant positive
results, indicating that motivational messages might be a part
of a successful lifestyle intervention but are not sufficient on
their own [37,38]. The irritation some of the patients described
about the messages could be attributed to a lack of knowledge
of the intention with the messages, highlighting the need for
sufficient education of the health care professionals when
conducting a study like this. That some patients were aware of
the intention of the messages but chose to ignore them indicates
that for a lifestyle intervention to be successful, some response
or action is necessary. Otherwise, the message will disappear
in the amount of information received daily.

Previous research has shown that follow-up consultations
regarding hypertension are usually dominated by the
professional and mainly focused on effect of drug treatment on
BP [39]. As a contrast to this, during the follow-up consultations
in this study, the focus was more on lifestyle and its relation to
BP. The visualization of BP and lifestyle in graphs was
considered valuable and contributed to the change of focus. The
patients described that with insight gained by using the system
at home and during the consultation came motivation to make
lifestyle changes. This can lead to improved physical and
psychosocial well-being beyond the effect on BP levels.

When used as intended, the system was found to be a resource
for a person-centered approach in hypertension management.
After implementing the system for 8 weeks, the patients could
express their views and experiences of high BP. Both patients
and professionals could contribute with knowledge during the
follow-up consultation. The graphs could serve as
documentation, shared by the patient and the professional.

To further analyze the potential benefit of using this system,
future studies could focus on testing in other clinical or cultural
settings such as hospital clinics with outpatient care or in other
countries with a more diverse population. As reported by
Samkange-Zeeb et al [40], it is important to consider migration
background and language competency to make information and
services via the internet accessible in diverse groups.

Strengths and Limitations of the Study
A strength of this study is that it builds on previous work and
confirms results found in the pilot project regarding the potential
of the system to support patient self-management. By including
experiences from both patients and professionals in the study,
a more comprehensive dataset was obtained. Both perspectives
must be identified before implementation in clinical practice.

This study has some limitations. During recruitment for the
focus group interviews, we aimed to put together groups with
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a diversity of men and women from different socioeconomic
and cultural backgrounds and in different age groups. We
therefore approached PHCCs in different socioeconomic areas.
The number of eligible patients, with the diversity above, per
PHCC was limited and not all proposed patients agreed to
participate. We therefore had to make some compromises in
selection of patients. One included health care center in a
multicultural area unfortunately had to be excluded from the
trial due to language problems and following methodological
errors. Also, an inclusion criterion was to understand Swedish.
Consequently, we did not achieve a diversity in terms of
ethnicity and cultural background. The participants were
comparable with the Swedish hypertension population in terms
of age, but the sex distribution differed, with a majority of men
in our study [41]. As always in studies like this, there is a risk
for selection bias in the recruitment of patients. The patients
who are already aware of their health status and motivated to
treat their condition may have chosen to participate in the trial
to a higher degree.

Conclusion
Using technology for strengthening patients’ potential for
self-management has the possibility to change the relationship
between patients and professionals. The patients perceived
themselves as more active and motivated in their BP treatment.
When using the system as intended, the professionals
experienced it as a resource for communication regarding BP
and lifestyle. Both patients and professionals described a
consultation on more equal grounds, laying the foundation for
a constructive partnership.

To realize the potential in a system like this, health care
professionals need to be motivated and interested in new
approaches in management of chronic conditions. Integration
of the technology in the existing technical system is essential.
Health care professionals also need to receive a thorough
introduction so that they, in turn, can properly instruct and
motivate patients to use the system and read the manual. If this
is not achievable, introduction of a new technical solution may
instead increase workload and become a burden in chronic
condition management both for professionals and patients.
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Abstract

Background: The Online Remote Behavioral Intervention for Tics (ORBIT) study was a multicenter randomized controlled
trial of a complex intervention that consisted of a web-based behavioral intervention for children and young people with tic
disorders. In the first part of a two-stage process evaluation, we conducted a mixed methods study exploring the reach, dose, and
fidelity of the intervention and contextual factors influencing engagement.

Objective: This study aims to explore the fidelity of delivery and contextual factors underpinning the ORBIT trial.

Methods: Baseline study data and intervention usage metrics from participants in the intervention arm were used as quantitative
implementation data (N=112). The experiences of being in the intervention were explored through semistructured interviews
with children (n=20) and parent participants (n=20), therapists (n=4), and referring clinicians (n=6). A principal component
analysis was used to create a comprehensive, composite measure of children and young people’s engagement with the intervention.
Engagement factor scores reflected relative uptake as assessed by a range of usage indices, including chapters accessed, number
of pages visited, and number of log-ins. The engagement factor score was used as the dependent variable in a multiple linear
regression analysis with various contextual variables as independent variables to assess if there were any significant predictors
of engagement.

Results: The intervention was implemented with high fidelity, and participants deemed the intervention acceptable and satisfactory.
The engagement was high, with child participants completing an average of 7.5 of 10 (SD 2.7) chapters, and 88.4% (99/112) of
participants completed the minimum of the first four chapters—the predefined threshold effective dose. Compared with the total
population of children with tic disorders, participants in the sample tended to have more educated parents and lived in more
economically advantaged areas; however, socioeconomic factors were not related to engagement factor scores. Factors associated
with higher engagement factor scores included participants enrolled at the London site versus the Nottingham site (P=.01),
self-referred versus clinic referred (P=.04), higher parental engagement as evidenced by the number of parental chapters completed
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(n=111; ρ=0.73; P<.001), and more therapist time for parents (n=111; ρ=0.46; P<.001). A multiple linear regression indicated
that parents’ chapter completion (β=.69; t110=10.18; P<.001) and therapist time for parents (β=.19; t110=2.95; P=.004) were the
only significant independent predictors of child engagement factor scores.

Conclusions: Overall, the intervention had high fidelity of delivery and was evaluated positively by participants, although reach
may have been constrained by the nature of the randomized controlled trial. Parental engagement and therapist time for parents
were strong predictors of intervention implementation, which has important implications for designing and implementing digital
therapeutic interventions in child and adolescent mental health services.

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-019-3974-3

(J Med Internet Res 2021;23(6):e25470)   doi:10.2196/25470

KEYWORDS

process evaluation; implementation fidelity; Tourette syndrome; chronic tic disorders; online behavioral intervention; mixed
methods; children and young people

Introduction

Tics are sudden, brief, rapid, and recurrent nonrhythmic
movements or vocalizations that are more common in children
and young people (CYP) than in adults [1] and more prevalent
in males than in females [2]. Tic onset typically occurs between
the ages of 3 and 8 years (mean onset is 6 and 7 years of age)
[3], with the reported average age of greatest tic severity by the
age of 10 years [4]. Although most CYP with tics only require
educational support as the main form of treatment [5], there are
interventions available for severe or disabling tics, as in Tourette
syndrome or chronic tic disorders. Historically,
pharmacotherapy, such as antipsychotics, has been the first line
of treatment for severe tics; however, they often have
undesirable side effects, such as weight gain and sleepiness [6].

Behavioral interventions are appealing and effective alternatives
to pharmacotherapy. However, they require the patient to invest
time and energy in practicing demanding behavioral techniques,
such as tic control or habit reversal. Despite the benefits and
evidence-based effectiveness of behavioral therapies for tic
disorders [7-9], there is great difficulty in patients accessing
behavioral treatments because of a shortage of trained therapists
[10]. A promising development in increasing accessibility to
behavioral treatments is the use of digital health interventions
(DHIs) [11]. Preliminary evidence suggests that DHIs are
efficacious for CYP with tic disorders in pilot randomized
controlled trials (RCTs) [12-14]. A study that has assessed DHIs
for tic disorders is the Online Remote Behavioral Intervention
for Tics (ORBIT) trial, which has been described in detail
previously [15] (see Textbox 1 for a brief description).

Textbox 1. Brief description of the ORBIT (Online Remote Behavioral Intervention for Tics) trial.

Design: A 10-week, 2-armed, parallel-group, single-blind randomized controlled trial with an embedded process evaluation.

Aim: To evaluate the effectiveness of a web-based, remote, therapist-supported, and parent-guided behavioral intervention for tics, initially developed
and piloted in Sweden.

Intervention group: A total of 112 children and young people received 10 modules (called "chapters") of behavioral therapy following the principles
of exposure and response prevention via a secure web-based platform, with access to a therapist, delivered over a period of 10-12 weeks.

Control group: A total of 112 children and young people received 10 chapters of psychoeducation via a secure web-based platform, with access to
a therapist, delivered over a period of 10-12 weeks.

Primary outcome: Total Tic Severity Score on the Yale Global Tic Severity Scale at 3 months postrandomization.

Therapist role: Both children and parents had regular contact with a therapist during the 10-12 week period via messages that were sent within the
treatment platform (resembling an email) or via telephone, if required. The therapist was also able to directly comment on exercises that the participant
had been working on and give specific feedback to motivate participants.

Parent role: One or both of the child's parents received a separate log-in to the web-based treatment platform, where they could access their own
chapters. The parent chapters contained information regarding parent coping strategies and how to support their child. The parents also had access to
the assigned therapist.

The population impact of any given intervention depends on
both its effectiveness and its reach, defined as the proportion
of the target population who access the intervention [16].
Although RCTs are the gold standard method for determining
efficacy, additional data are needed before deciding whether an
intervention should be adopted into mainstream health care.
These additional data include understanding the reach of the
intervention and the extent to which the data from an RCT,
where the delivery of the intervention is often tightly controlled
and monitored, can be extrapolated to use in routine health care.

It has been argued that studies addressing questions about reach
and effectiveness in routine care are needed [17,18]. However,
such studies are expensive, and a process evaluation conducted
alongside an RCT is an efficient method of maximizing the
information yielded by the trial.

The Medical Research Council (MRC) has developed specific
guidelines for conducting process evaluations of complex
interventions [19]. A complex intervention is defined as an
intervention with several interacting components [20], and the
MRC outlines three essential components for evaluating
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complex interventions: implementation, mechanisms of impact,
and context. Implementation can refer to how an intervention
will be delivered within routine clinical practice, having shown
efficacy in an outcome evaluation. However, this paper is
concerned with another aspect of implementation: the extent to
which the delivery of an intervention is achieved within the
context of an RCT and the structures and processes through
which an intervention is delivered as intended (ie, fidelity) [19].
For complex interventions such as DHIs, an important
component of implementation fidelity is the degree to which
participants engage with the intervention and use it as intended.
Effective engagement requires participants to register with the
program and then continue to use it and apply the recommended
behavioral techniques over time. The nonuse of DHIs is a
well-recognized challenge (eg, the Eysenbach Law of Attrition
[21]) and can be considered in two parts: initial uptake (eg,
registration and onboarding) and ongoing engagement.

To evaluate intervention implementation, the MRC guidelines
for process evaluations suggest researchers assess (1) reach—the
extent to which a target audience comes into contact with the
intervention; (2) dose—how much of the intervention was
delivered and received; (3) fidelity—the quality of what was
delivered; and (4) adaptations—any modifications made to an
intervention to achieve better contextual fit. The intended target
audience for ORBIT was CYP with tic disorders; however,
pertinent questions could be asked, such as whether there were
socioeconomic biases in who was reached. In terms of dosage,
the ORBIT protocol [15] states that the intervention should
consist of 10 individual intervention chapters following a
suggested frequency and a total duration of 10-12 weeks. The

first four chapters delivered core content, including learning
about tics and practicing suppressing tics. Completing these
four chapters was designated as the minimum dose required for
treatment completion by the ORBIT clinical team. There were
six additional chapters offering reinforcement, further practice,
and relapse prevention. For DHIs, the fidelity of delivery of the
intervention is ensured by the web-based delivery platform.
However, the intervention experienced by the user is highly
dependent on the extent to which they engage with the
intervention and use it as intended and the quality of delivery
[22]. Hence, in this paper, we look at usage and the proportion
of participants receiving the predefined minimum effective dose
of four or more chapters. Finally, understanding adaptations to
the intended intervention involves exploring whether they
improve the contextual fit or compromise the functioning of
the intervention [23] or whether they represent innovation or
intervention drift [24]. Participants were able to modify various
intervention components, such as the tic stopwatch, which was
used to self-time the length of tic control. This study aims to
conduct the first part of a two-stage process evaluation of the
ORBIT trial outlined in the study protocol [25]. Part 1 focuses
on intervention implementation by exploring the fidelity of
delivery experienced by participants using usage statistics, reach,
and acceptability of the intervention. It also investigates
contextual factors associated with the observed variation in
uptake and usage by examining the components specified in
the MRC guidelines [19]. Part 2 will focus on the impact
mechanisms, and the findings will be reported in a future article.
Table 1 shows the two parts of the process evaluation: areas of
research, explanatory data, and outcomes.

Table 1. Process evaluation parts, areas of research, explanatory data, and outcomes.

OutcomesExplanatory dataProcess evaluation componentsResearch questions

Part 1. Intervention imple-
mentation (What is imple-
mented and how?)

••• Engagement and satis-
faction with the inter-
vention

Therapist contact (N=112)Fidelity of implementation
• •Dose of intervention delivered Intervention engagement (N=112)

•• Usage metrics (N=112)Adaptations
•• Clinician (n=6), children and parent

(n=20), and therapist (n=4) interviews
Reach

Part 2. Mechanisms of im-
pact (How does it produce
change?)

••• Relationship between
engagement with the
intervention and
change in tic severity

Usage metricsMediators and moderators
• •Unexpected pathways and conse-

quences
Therapist contacts

• Clinician, children and parent, and
therapist interviews

Part 1 and 2. Context (How
do factors external to the in-
tervention affect interven-
tion implementation and
change?)

••• Engagement with the
intervention (part 1)

Demographic dataFactors related to fidelity of delivery
(part 1) and improvement in tics (part
2)

• Clinician, children and parent, and
therapist interviews • Change in tic severity

(part 2)• Comorbidities
• Baseline severity of tics

Methods

Study Design
This study followed the MRC guidelines [19] for the process
evaluation of complex interventions. It used a mixed methods,
longitudinal design to explore the implementation fidelity of a
web-based intervention for CYP with tics [15] and the contextual
factors that influenced the level of engagement.

Participants
The sample included in the quantitative phase of the process
evaluation consisted of key information from all participants
(N=112) from the intervention arm of the RCT. The sample
included in the qualitative component of the process evaluation
consisted of interviews with children and parent participants
(target n≥20), interviews with all therapists delivering the
intervention or supervising the therapists, and interviews with
referring clinicians (target n>5).
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Quantitative Data Collection
Quantitative process data were collected simultaneously with
enrollment, intervention delivery, and outcome data collection
in the main RCT.

Demographic and Clinical Data
Demographic and clinical information were recorded using a
baseline demographic questionnaire. These data included the
child’s age, residence (full postcode), gender, ethnicity, parental
education level and occupation, all current suspected or
confirmed diagnoses and interventions, and medication use.

Index of Multiple Deprivation
The index of multiple deprivation (IMD; 2019) is a relative
measure of deprivation across seven different domains: income
deprivation; employment deprivation; education, skills, and
training deprivation; health deprivation and disability; crime;
barriers to housing and services; and living environment
deprivation [26]. On the basis of the 6-digit zip code, the rank
of deprivation associated with participants’ area of residence
was calculated from 32,844 small areas or neighborhoods in
England, with higher ranks indicating greater deprivation. Ranks
were recoded into quintiles, with 1 being the most deprived and
5 being the least deprived.

Yale Global Tic Severity Scale
The primary outcome measure used in the ORBIT intervention
was the Total Tic Severity Score (TTSS), as measured by the
Yale Global Tic Severity Scale (YGTSS). The YGTSS is a valid
and reliable clinician-rated scale [27], which scores the severity
of motor and vocal tics separately by evaluating the number,
frequency, intensity, complexity, and interference of tics. Each
domain was scored on a 0-5 scale, and 2 tic severity scores were
given: total motor (0-25) score and total vocal (0-25) score,
which when combined give the TTSS (0-50).

Mood and Feelings Questionnaire
The Mood and Feelings Questionnaire (MFQ) [28] is a 33‐item
measure evaluating depressive symptoms rated on a 3‐point
scale: 0 is not true, 1 is sometimes, and 2 is true. Total scores
range from 0 to 66, with higher scores reflecting more severe
depression. A cutoff score of ≥29 is generally used to suggest
clinically significant depression [29].

Usage Metrics
Web usage data were collected and recorded from the
participants throughout the trial. This included the following
measures: number of chapters completed per child and per
parent, total therapists’ time per child and per parent, individual
therapist’s telephone time with participants, the volume of

written communication (total number of characters) submitted
by child and parent via the web-based system, total number of
log-ins for child and parent, average time between each log-in
(in days) for child and parent, and average pages visited per
log-in for child and parent.

Satisfaction and Treatment Credibility
At the 3-week postrandomization point of treatment, all
participants were asked to rate treatment credibility; two
questions were asked: one relating to how well suited the
participant felt the intervention was for helping CYP to manage
their tics and the other question was about how much better
they expected to feel as a result of the intervention. The
responses were rated on a Likert scale of 0 to 4 for each
question, with higher scores indicating higher treatment
credibility. At the primary endpoint, all participants were asked
to rate their satisfaction with the intervention. In total, eight
satisfaction questions were asked with responses rated on a scale
of 0-4, meaning that the overall satisfaction score was out of
32.

Qualitative Data Collection
Interviews with therapists and therapist supervisors involved
in the ORBIT trial were conducted early in the study and near
the end of recruitment to gain an understanding of their
experience at different time points. Interviews with referring
clinicians were conducted at the end of recruitment. Interviews
with children participants and one of their parents were
conducted following completion of the intervention at the
3-month (primary endpoint) follow-up assessment in the main
RCT to minimize the risk of bias in the outcomes. Recruitment
for the interviews began in August 2018 and ended in October
2019.

All interviews were conducted face-to-face, via telephone, or
via videoconference (WebEx or Skype). Younger children were
interviewed together with their parents, whereas older children
(eg, aged >13 years) were interviewed separately. Participants
were purposively sampled so that a diverse range of views on
the intervention were voiced [30]. This included ensuring that
perspectives were heard from participants with a range of ages,
gender, ethnicity, and level of interaction with the intervention.
The overall sample enabled diverse intervention views and
ensured that the data reached the saturation level [31]. In
addition to the interviews, at the end of the treatment, all
participants were asked to give their overall feedback on the
intervention, to which they could provide open-ended responses.
Table 2 demonstrates how various data sources contributed to
the different components of implementation fidelity.
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Table 2. Implementation fidelity components and data sources.

ContextAdaptationsFidelityDoseReachData sources

Quantitative data sources

✓✓aDemographic and clinical data

✓Usage metrics

✓Treatment credibility and satisfaction

Qualitative data sources

✓✓✓✓Child interviews

✓✓✓Parent interviews

✓✓✓✓Therapist and clinician interviews

✓End-of-treatment feedback questionnaire

aAssociated data with implementation component.

Data Analysis
Data were tested for normality using the Kolmogorov–Smirnov
test. A principal component analysis was run to determine a
composite measure of the level of engagement. Correlations
between variables were examined using bivariate Spearman
correlations, and a t test was performed to explore any
significant differences between groups using chi-square tests
to explore the differences between categorical variables.
Multiple linear regression was used to identify predictors of
engagement with the independent variables. All statistical
analyses used a significance level of P<.05 and were conducted
using SPSS Statistics 27 (IBM Corporation).

All interviews were recorded by using either videoconferencing
software or a Dictaphone and were then transcribed verbatim.
Transcripts were checked for accuracy against the recordings,
with any corrections made as appropriate and anonymized for
confidentiality purposes. As the process evaluation was a
combination of exploration and description, the framework
method [32] of analysis was used to identify, analyze, and report
patterns within the transcribed interviews. Moreover, the steps
outlined by Gale et al [33] were systematically followed to
create an overall framework matrix using categories of
engagement and potential moderators. Consistency of analysis
was ensured through the use of a codebook and frequent
meetings between researchers. Researcher bias was minimized
through regular cross-checking of data and outcomes by the
members of the research team.

The NVivo 12 software package (QSR International) was used
to analyze the interview data. In addition, the end-of-treatment
feedback questionnaire was exported to a Microsoft Excel
spreadsheet, and quantitative content analysis [34] was
performed. Overall, the findings from the qualitative analysis
were linked to relevant quantitative engagement outcomes and
contextual factors to assess which potential moderators may
have influenced implementation fidelity and in what way, in an
approach termed triangulation [35].

Availability of Data and Materials
Some of the data generated or analyzed during this study are
included in this paper and its supplementary information files

or are available from the corresponding author upon reasonable
request. The full data sets generated or analyzed during this
study are also available from the corresponding author upon
reasonable request.

Ethical Considerations
Ethical approval for the study was obtained from the North
West Greater Manchester Central Research Ethics Committee
(REC: 18/NW/0079). We sought written parental consent and
written informed assent or consent to participate in the study
from CYP. This covered the process evaluation measures. All
participants provided verbal consent to be audio-recorded for
all interviews.

Results

Overview of Qualitative Sample
Semistructured interviews were conducted with children (n=20),
parents (n=20), therapists (n=4), and clinicians (n=6). The
average age of the child interviewees was 12 years (SD 2.1);
range 9-16 years), of which 80% (16/20) were male and 20%
(4/20) were female. Most participants were White (18/20, 90%).
The mean TTSS was 28.8 out of 50 (SD 7.2), with a range of
13-45 for the child interviewees. All 20 interviews with the
parents were with the CYP’s mothers, with all 20 having
completed at least some further education. One of the therapist
interviewees was a therapist’s supervisor, and half of the
clinicians (3/6, 50%) were consultant psychiatrists.

Reach
Participants were eligible for the study if they were aged
between 9 and 17 years and competent to provide written,
informed consent (parental consent for a child aged <16 years),
had a suspected or confirmed tic disorder (as confirmed by
scores on the YGTSS), and had broadband internet access and
regular use of a computer, with mobile phone text messaging
facilities. Patients were excluded from the study if they had
received any form of structured behavioral intervention for tics
within the preceding 12 months, had a change of medication
for tics within the previous 2 months, had any diagnoses of
alcohol or substance dependence, psychosis, suicidality, anorexia
nervosa, or moderate or severe intellectual disability, were an
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immediate risk to self or others, and/or parents or children were
not able to speak, read, or write English.

A total of 445 families expressed an interest in participating in
the study either through self-referral via the Tourettes Action
charity website (n=251) or clinic referral (n=194); however, 47
were subsequently uncontactable, and 90 were ineligible to
participate. Of the 308 potentially eligible CYP, 84 (27.3%)
families declined to participate, and 50% (112/224) of CYP (90
males and 22 females) with a mean age of 12.2 (SD 2) years
were randomized to the intervention arm of the ORBIT trial
and included in the process evaluation. The sample was
predominantly White (96/112, 85.7%) and well-educated, with
more than half (60/112, 53.5%) of the participants’ mothers
having completed university or higher education.

The median IMD rank was 19,318 and ranged from 147 to
32,668 (out of 32,844). Of the 112 participants, 8 (7.1%) were
in the most deprived quintile 1, 31 (27.7%) in quintile 2, 18
(16.1%) in quintile 3, 26 (23.3%) in quintile 4, and 29 (25.6%)
in the least deprived quintile 5. Although the reach of the
intervention was not limited geographically, for research
purposes, participants had to attend a baseline screening
assessment at either the Nottingham study site (57/112, 50.9%)
or the London study site (55/112, 49.1%) depending on personal
preference and/or location of residence. All participants were
based in England, with 56.3% (63/112) of participants living
in towns, 26.7% (30/112) living in cities, and 16.9% (19/112)
living in villages.

In terms of clinical characteristics, the intervention reached a
moderately severe symptomatic sample with a mean TTSS of
28.4 out of 50 (SD 7.7) ranging from 12 to 50. Most participants
(98/112, 87.5%) were not on any medication for their tics, and
less than half of the overall intervention sample had no
diagnosed or suspected comorbidities (51/112, 45.5%). Among
those who had a comorbid diagnosis, the most common was
anxiety disorder (34/112, 30.4%), followed by
attention-deficit/hyperactivity disorder (26/112, 23.2%). An
assessment of depressive symptoms by the MFQ showed a mean
score of 16.3 out of 66 (SD 11.3), with 12.5% (14/112) of
participants scoring above the cut-off (≥29), suggesting clinically
significant depression [29] (Table 3).

It was not possible to interview people who had not taken part
in the study, so the qualitative data threw little light on reach.
However, a clinician identified that some families were worried
about the level of commitment involved and associated travel
to one of the study sites (quote 1) under the theme clinician
perceptions of and contribution to recruitment (see Multimedia
Appendix 1 for a full list of framework categories and themes
and Multimedia Appendix 2 for a full list of quotes). Another
clinician highlighted the lack of access to children with
intellectual disabilities (quote 2). Finally, one of the clinicians
struggled to gain her colleagues’ interest in the intervention
despite numerous attempts (quote 3).
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Table 3. Demographic and clinical characteristics of participants in the Online Remote Behavioral Intervention for Tics trial intervention group (N=112).

Intervention groupVariable

Gender, n (%)

90 (80.4)Male

22 (19.6)Female

Study site, n (%)

57 (50.9)Nottingham

55 (49.1)London

Ethnicity, n (%)

96 (85.7)White

7 (6.2)Asian

3 (2.7)Mixed race

6 (5.4)Other

Supporter, n (%)

93 (83)Mother

16 (14.3)Father

3 (2.7)Other

Highest level of education (mother), n (%)

3 (2.7)Did not complete compulsory education

16 (14.3)Completed compulsory secondary education

33 (29.5)Completed further education

43 (38.4)Completed university or higher education

11 (9.7)Completed postgraduate taught degree

6 (5.4)Completed doctorate or medical degree

Highest level of education (father), n (%)

2 (1.8)Did not complete compulsory education

29 (25.9)Completed compulsory secondary education

35 (31.2)Completed further education

29 (25.9)Completed university or higher education

10 (8.9)Completed postgraduate taught degree

7 (6.3)Completed doctorate or medical degree

Method of referral, n (%)

69 (61.6)Self

43 (38.4)Clinic

12.2 (2)Age (years), mean (SD)

19318 (147-32,668)IMDa rank, median (range)

98 (87.5)No tic medication, n (%)

14 (12.5)On tic medication, n (%)

61 (54.5)Comorbidities, n (%)

51 (45.5)No comorbidities, n (%)

28.4 (7.7)TTSSb baseline score, mean (SD)

16.3 (11.3)MFQc, mean (SD)

aIMD: index of multiple deprivation.
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bTTSS: Total Tic Severity Score.
cMFQ: Mood and Feelings Questionnaire.

Dose
Child participants completed an average of 7.5 (SD 2.7; Table
4) chapters, and their parents completed an average of 7.6 (SD
2.8; Table 5) out of 10 chapters of the intervention, indicating
high engagement. Only 11.6% (13/112) of child participants
and 15.2% (17/112) of parents failed to meet the criteria for
treatment completion (ie, the minimum of the first four chapters
completed as per protocol) with a total of 88.4% (99/112) of
child participants and 84.8% (95/112) of parents completing
their treatment, meaning that adherence to the intervention was
high. Indeed, 41% (46/112) of CYP and 46.4% (52/112) of
parents completed all 10 intervention chapters, and only 1 child
participant failed to complete any chapters. Participants were
given 10 weeks of supported therapeutic input to complete their
treatment chapters. In some circumstances, such as holidays or
particularly busy periods, 1 or 2 weeks were added to
supplement this time. Although most families (73/112, 65.2%)
completed their therapy within 10 weeks, 34.8% (39/112)
required extra time to complete treatment. Child participants
logged onto the web-based treatment platform an average of
19.8 (SD 10.9) times throughout the 10-12 weeks, with an

average of 4.2 (SD 2.6) days between log-ins. In terms of total
interactions with their assigned therapist, child participants
required their therapist’s assistance on the web for an average
of 59 minutes and 14 seconds (SD 29 min and 08 s) throughout
treatment, resulting in approximately 6 minutes per child each
week. In contrast, parents interacted on the web with their
assigned therapist for an average of 1 hour, 23 minutes, and 55
seconds (SD 42 min and 45 s), resulting in approximately 8
minutes per parent each week. Of the 112 CYP, only 2 (1.8%)
were contacted by telephone by their assigned therapist, whereas
of the 112 parents, 49 (43.7%) were contacted by telephone by
their assigned therapist.

Interview data relating to participants’perceptions of the ORBIT
organization covered the implementation component of the
dose. Although most participants felt that the intervention was
just the right length, some CYP wished to have a longer time
to access their therapist (quote 4). A child felt that the
intervention could have been condensed to make it shorter (quote
5). On the whole, parents agreed with their child that the dose
received was just right, with a parent claiming that if it were
longer, it would have negatively affected engagement levels
(quote 6).

Table 4. Usage data for child participants in the Online Remote Behavioral Intervention for Tics trial intervention group (N=112).

ValueVariable

Mean (SD)Median (range)

7.5 (2.7)8 (0-10)Chapters completed

00:59:14 (00:29:08)00:53:57 (00:07:27-03:11:08)Total therapist time (hh:mm:ss)

00:00:10 (00:01:46)00:00:00 (00:00:00-00:18:44)Telephone time with therapist (hh:mm:ss)

19.8 (10.9)19 (3-57)Number of log-ins

4.2 (2.6)3 (1-16)Number of days between log-ins

16.9 (5.8)15 (7-38)Number of pages visited per log-in

2784 (1608)2507 (238-8749)Total number of characters submitted

Table 5. Usage data for parents in the Online Remote Behavioral Intervention for Tics trial intervention group (N=112).

ValueVariable

Mean (SD)Median (range)

7.6 (2.8)9 (1-10)Chapters completed

01:23:55 (00:42:45)01:15:33 (00:22:01-04:48:19)Total therapist time (hh:mm:ss)

00:04:06 (00:07:41)00:00:00 (00:00:00-00:49:00)Telephone time with therapist (hh:mm:ss)

20.4 (11.4)18 (3-50)Number of log-ins

4.2 (2.7)4 (0-19)Number of days between log-ins

17.4 (5.2)17 (9-36)Number of pages visited per log-in

7286 (5093)6533 (346-29,631)Total number of characters submitted

Fidelity
At the 3-week point of postrandomization, participants were
asked to rate treatment credibility. Treatment credibility was

rated highly by the child participants, with a mean score of 6.4
out of 8 (SD 1.5). Furthermore, at the primary endpoint,
participants were asked to rate their overall satisfaction with
the intervention. Child participants were highly satisfied with
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the intervention, with a mean score of 24.8 out of 32 (SD 5.2).
At the end of the treatment, participants were asked to give their
feedback on the intervention within the web-based platform,
and they were able to give open-ended responses. Only 59.8%
(67/112) of child participants provided feedback. From the
conducted quantitative content analysis, four categories emerged
relating to implementation fidelity, namely limitations of ORBIT
(51/67, 76%), which captured how participants felt that overall
ORBIT was helpful however was limited by certain factors;
ORBIT as a suitable treatment (49/67, 73%), which suggested
that participants felt that the web-based delivery of treatment
for tic disorders was suitable; problems with using ORBIT
(20/67, 30%), which captured those participants who stated that
they felt ORBIT was not helpful to them or was associated with
negative factors; and feeling supported (19/67, 28%; see
Multimedia Appendix 3 for a full list of content analysis
categories and codes), where participants mentioned that they
felt supported in a way they had never been before (eg, by their
therapist). The main code relating to limitations of ORBIT
centered on improvement required (n=33). This code captured
anything related to the intervention being unhelpful or
inappropriate. Examples include repetitiveness of treatment,
the treatment being too short or too long, unhelpful aspects, and
suggested improvements. Two child participants reported
technical issues with the ORBIT platform, which was related
to intermittent problems with connectivity. Despite this, many
participants felt the intervention was acceptable as a treatment,
with the largest number of participants being coded as a positive
experience of ORBIT (n=42), which was part of the category
ORBIT as a suitable treatment and related to being pleased by
having taken part and finding it enjoyable while recommending
the treatment to other CYP with tic disorders.

Although satisfaction was rated highly, some participants felt
that the role of the therapist was somewhat misleading. This
was captured by the theme expectations of role of the therapist.
Some felt that a therapist was not needed for the delivery of the
intervention (quote 7). Some parents agreed with the sentiment
that they could have completed the therapy without the
assistance of a therapist (quote 8).

The term therapist itself was felt to be somewhat misjudged as
a label, and they viewed the therapist more as a motivator (quote
9). The therapists themselves concurred with this, and perhaps
they should not have been called a therapist within the ORBIT
study (quote 10).

At the end of the interviews, participants were asked if they had
any recommendations to improve the intervention, and the
overriding majority felt that a mobile application was needed
in future iterations of the intervention (quote 11). Some of the
older CYP felt that the content and presentation of the
intervention were childlike and aimed more toward younger
participants. Therefore, they felt there could be two separate
versions: one for teenagers and one for young children (quote
12).

Adaptations
Regarding adaptations, the intervention did not appear to evolve
in any way from the original plans. Instead, there appeared to
be consistency in the way the intervention was delivered and

received. Interviews with therapists confirmed that consistency
was maintained during delivery. For example, they created a
list of standardized responses to common queries (quote 13).
Parts of the intervention were designed to be adapted by the
user and tailored to their needs and preferences, such as the tic
stopwatch and tic ladder (hierarchy of exposure exercises),
which was confirmed in the interviews (quote 14). Another
participant adapted the intervention to make it easier to complete
by altering some activities to make them more user friendly
(quote 15).

Contextual Factors Influencing Intervention
Implementation
To establish a measure of intervention implementation that
captured both the breadth and depth of participants’ usage, a
principal component analysis with varimax (orthogonal) rotation
was conducted on the seven items related to the dose of
intervention received. The analysis suggested a two-factor
model. The strongest factor accounted for 47% of the variance
(Eigenvalue 3.3; Table 6) and seemed to capture the strength
of engagement with the intervention. Factor scores ranged from
−2.65 to 2.26 with a mean of 0.001 (SD 0.99), and these scores
were used as the engagement measure.

A two-tailed t test found that participants enrolled at the London
site (mean 0.25, SD 0.90) scored significantly higher on
engagement than those enrolled at the Nottingham site (mean
−0.22, SD 1.03; t109=−2.58; P=.01). Moreover, those who were
self-referred (mean 0.16, SD 0.94) scored higher on engagement
than those referred by clinics (mean −0.24, SD 1.04; t109=−2.06;
P=.04). Spearman rho (ρ) correlations were used to determine
the association between engagement and various contextual
factors. CYP’s engagement factor scores were strongly
correlated with parents’ chapter completion (n=111; ρ=0.73;
P<.001) and moderately correlated with therapist time for
parents (n=111; ρ=0.46; P<.001). There were no significant
relationships between the CYP’s engagement factor score and
age, parental education, IMD, TTSS at baseline, or MFQ
baseline score. There were also no statistically significant
relationships among the child’s gender, comorbidities, or use
of tic medication and CYP’s engagement.

Multiple linear regression was conducted, with CYP’s
engagement factor score as the dependent variable, and site,
child’s age, child’s gender, IMD, TTSS, referral method,
parental education, therapist time for parents, and parents’
chapter completion as the independent variables. The results of
the simultaneous regression indicated that, collectively, the
independent variables had a significant amount of variance in
the CYP’s engagement factor score (F10,100=20.84; P<.001;

R2=0.64). There was no evidence of multicollinearity, with all
tolerances above 50% and all variance inflation factors below
2. Only parents’ chapter completion (β=.69; t110=10.18; P<.001)
and therapist time for parent (β=.19; t110=2.95; P=.004) were
significant independent predictors in the model.

The theme of parental persuasiveness was generated in the
framework category participant contextual factors. Many of
the parents interviewed outlined that they were often the main
motivating force behind their child’s level of engagement by
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reminding their child to practice the learned techniques (quote
16). Some parents found motivating their child to engage very
challenging (quote 17), and this was even more challenging for
those with children who have comorbidities (quote 18).

Some parents found it difficult to support their children because
of hectic schedules, which was captured by the theme of busy
lives (quote 19). Although under the theme of high motivation
levels, we found highly engaged CYP without their parents’
persuasion (quote 20).

Table 6. Summary of principal component analysis for children’s usage data for the Online Remote Behavioral Intervention for Tics intervention
(n=111).

Factor loadingsItem

Factor 2: sporadic useFactor 1: engagement

—a0.90Number of log-ins

—0.79Chapters completed

—0.76Total therapist time per child

—0.74Total number of characters submitted

0.54−0.63Number of days between log-ins

0.80−0.41Number of pages visited per log-in

−0.46−0.44Telephone time with the therapist

1.53.3Eigenvalue

2147Percentage of variance

aItem not loaded onto factor.

Discussion

Principal Findings
This process evaluation used a mixed methods approach to
investigate the extent to which the ORBIT intervention was
implemented as planned within the RCT and explore
participants’experiences with the intervention and the contextual
factors influencing children’s engagement. Doing so made it
possible to identify reasons for variation in uptake, usage, and
engagement, reflect on how implementation may ultimately
give us greater confidence in the outcomes, and outline lessons
for potential future implementation within routine care. The
uptake of the intervention was high, with 88.4% (99/112) of
participants receiving the predefined minimum effective dose
of the first four chapters completed. The median uptake was
eight chapters, and only 1 child failed to access any chapters.
Fidelity of delivery was also excellent, with participants
reporting high levels of satisfaction and acceptability.

The intended sample of CYP with a diagnosed tic disorder was
reached, with 7.1% (8/112) of families residing in the most
deprived areas (IMD quintile 1) and more than a quarter (29/112,
25.6%) of the families residing in the least deprived areas (IMD
quintile 5). As more than half (60/112, 53.5%) of the CYP’s
mothers had completed university education, against a UK
average of 42% [36], it seems that more advantaged families
may have been overrepresented. Perhaps the requirement to
have broadband internet access and regular use of a computer
with mobile phone text messaging facilities to participate in the
study may have differentially impacted participants in the most
deprived IMD quintile. This is a concern, as one of the aims of
the ORBIT was to increase access to evidence-based therapeutic
interventions for CYP with tic disorders. In particular, access
to services is generally limited to those from lower economic

backgrounds [37]. However, the initial baseline visit with
associated travel may have been a disincentive to more
disadvantaged families—a limitation that would not be relevant
if ORBIT was delivered entirely remotely in routine care rather
than as part of an RCT. Moreover, there is no evidence that
socioeconomic factors influence CYP’s engagement with
ORBIT. Furthermore, children’s age, tics severity, well-being,
and comorbidities did not appear to influence the child’s level
of engagement with the intervention, providing further evidence
that it would have a wide reach within routine clinical care.
However, because of the various factors related to this RCT as
opposed to routine care, caution should be taken when
interpreting the results of this study concerning reach.

The London study site, self-referral, and higher parental
engagement were all associated with higher levels of
engagement. The London site is a world-renowned center of
excellence for pediatric care, which may have increased parents’
motivation for treatment. However, the only independent
predictor of child engagement in the multivariate analysis was
the level of parental engagement with intervention, as measured
by their chapter completion and time with the therapist. This is
consistent with previous literature [38-41], which found that
parental involvement was particularly key for younger CYP to
assist with their engagement with therapeutic interventions,
which in turn leads to better outcomes [42-44]. It has been
shown in the literature that parental engagement may impact a
provider’s ability to implement parent- and family-focused
evidence-based treatment with fidelity [42]. Therefore, it is
crucial to understand the role of parental support in the
implementation of DHIs for children, as without attention to
the key processes of child and family engagement, efforts to
improve the effectiveness and efficiency of the treatment are
less likely to succeed. Furthermore, it is crucial to assess whether
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parental support also predicts intervention efficacy and the
mechanisms through which its impact is achieved.

An interesting finding was the use and interactions with the
therapists in this study. Therapists interacted on the web with
their assigned child participants an average of 6 minutes per
child each week, which is lower than the 24 minutes average
time per week participants interacted with their therapist in the
Swedish pilot trial, on which ORBIT is based [14]. However,
in the United Kingdom, study therapists were encouraged to
use preprepared scripts to respond to the participants. Their
responsibilities involved reinforcing the ORBIT treatment
material with the aim of spending around 6 minutes a week in
response to each child. Detailed analysis of the content of
therapists’ interactions is outside the remit of this study, but it
is apparent from qualitative interviews that many participants
felt that the term therapist was somewhat misleading. Some
participants felt that therapist had connotations of a
clinically-trained individual delivering an intervention. This
may have limited their reliance on therapists. Therefore, in any
implementation of this intervention within routine health care,
it would be sensible to alter the title to coach, guide, or mentor
as this better reflects the therapist’s role.

Strengths and Limitations
To the best of our knowledge, this study is one of the first to
conduct an in-depth mixed methods process evaluation of a
complex intervention aimed at CYP with Tourette syndrome
and chronic tic disorders. A number of important findings
emerged from the process data, which helped us characterize
the intervention’s implementation within an RCT and provided
lessons for potential future implementation within routine care.
However, these lessons can only be fully realized once the main

RCT outcome data have been analyzed. Furthermore, a principal
component analysis of participants’ usage data provided an
objective, reliable, and comprehensive measure of engagement
to explore the role of contextual factors.

However, this study has some limitations. First, there was the
issue of potential recruitment bias. It may have been that the
more motivated families self-referred to the trial and that
recruitment from clinics was skewed toward punctual, frequent
attenders, in contrast to patients with multiple missed
appointments. This may have limited the power of this process
evaluation to detect socioeconomic biases in engagement.
Second, although comprehensive, the information on uptake
cannot fully capture the quality and quantity of engagement
with the ORBIT. For example, indices such as chapter
completion, number of pages visited, and number of log-ins
may not fully capture factors such as level of attention to
practice exercises. Finally, and perhaps most crucially, a major
limitation was that it was not possible to interview those who
had not taken part in the RCT or reach those who had withdrawn
early from the study. Their perspective is vital to fully
understand the factors influencing engagement with DHIs.

Conclusions
We conclude that the intervention had high fidelity of delivery
and was evaluated positively by CYP, although some
participants suggested some minor improvements, and the nature
of the RCT may have constrained reach. Parental engagement
was a strong, independent predictor of intervention
implementation, which has important implications for designing
and implementing digital therapeutic interventions in child and
adolescent mental health services.
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Abstract

Background: Facebook can be a suitable platform for public health interventions. Facebook users can express their reaction to
the given social media content in many ways using interaction buttons. The analysis of these interactions can be advantageous
in increasing reach and engagement of public health interventions.

Objective: This research aimed at understanding how Facebook users’ interactions correlate with organic reach and engagement
regarding the same smoking cessation support contents.

Methods: The study population consisted of Facebook users who were reached by a public smoking cessation support page
without advertising. We included 1025 nonpaid Facebook posts (N=1025) which used smoking cessation strategies based on a
motivational interviewing counseling style. The following data were collected from the “Post Details”: the number of people who
saw the given nonpaid content (organic reach) which consisted of fan and nonfan reach according to previous “page like” activity;
each rate of “engagement indicators” (such as the symbols of “like,” “love,” “haha,” “wow,” “sad,” “angry”; or other interactions:
“shares,” “comments,” “clicks”); and the rate of negative Facebook interactions (eg, “post hides” or “unlike of page”). Overall,
these data were analyzed with the Spearman correlation method.

Results: Surprisingly, we found a significant negative correlation between organic reach and the “like” reaction (rs=–0.418;
P<.001). The strongest significant positive correlations of organic reach were observed with the “haha” reaction (rs=0.396;
P<.001), comments (rs=0.368; P<.001), and the “love” reaction (rs=0.264; P<.001). Furthermore, nonfan reach correlated positively
with “shares” (rs=0.388; P<.001) and clicks (rs=0.135; P<.001), while fan reach correlated positively with the “haha” reaction
(rs=0.457; P<.001), comments (rs=0.393; P<.001), and the “love” reaction (rs=0.310; P<.001). Contrary to expectations, the “like”
reaction was sharply separated by significant negative correlations from “wow” (rs=–0.077; P=.013), “sad” (rs=–0.120; P<.001),
“angry” reactions (rs=–0.136; P<.001), and comments (rs=–0.130; P<.001). Additionally, a high rate of negative Facebook
interactions was significantly associated with “wow” (rs=0.076; P=.016) and “sad” reactions (rs=0.091; P=.003).

Conclusions: This study has shown that it is possible to hypothesize a disadvantage of the “like” reaction and advantages of
other interactions (eg, the “haha” reaction or “comments”) in content algorithmic ranking on Facebook. In addition, the correlational
analysis revealed a need of a further categorization to fan-specific interactions (eg, “haha” or “love” reactions) and nonfan-specific
interactions (eg, “shares” and “clicks”). Regarding the direction of the correlations, these findings suggest that some interactions
(eg, negative Facebook interactions, “wow,” “sad,” and “angry” reactions) may decrease the engagement, while other interactions
(“like,” “love,” “haha” reactions, “shares,” and “clicks”) may increase the engagement during Facebook-based smoking cessation
interventions. This hypothesis-generating research offers an important insight into the relationship between organic reach,
engagement, and Facebook users’ interactions for public health professionals who design Facebook-based interventions.

(J Med Internet Res 2021;23(6):e27853)   doi:10.2196/27853
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Introduction

Reaching to Facebook Users
Facebook is a widely available social media platform, which
could be highly relevant for people who seek help with health
behavior change [1]. Facebook is also used by public health
organizations to communicate health messages [2,3], especially
for reducing smoking [4-7]. Social media contents which support
smoking cessation can be more cost-effective than television
advertising [8]. Facebook can also be a useful tool to contact
hard-to-reach smokers [9]. On this platform a major intention
of smoking cessation or other public health interventions could
be to reach a large number of users through social media
contents [10]. A commonly used measure of dissemination can
be the Facebook “post reach” data, which represent the number
of people who saw the given social media content [11,12].
Facebook provides access to these reach data and allows page
administrators to increase the post reach by paying [13].
Therefore, “paid post reach” and “organic post reach” data must
be distinguished. These data refer to the number of people who
saw a paid or a nonpaid social media content, respectively
[11,14]. Previous research has found that nonpaid (organic)
reach is associated with higher engagement than paid reach
[11]. “Post reach” data can also be divided into fan reach and
nonfan reach based on the previous usage of the “page like”
button.

An increasing number of contents are being published on
Facebook; however, the number of posts a Facebook user is
able to see at a time is limited. Therefore, Facebook must filter
the social media contents for the users, and contents compete
with each other to reach Facebook users [15,16]. This
phenomenon has opened an exciting direction for research to
reveal the opportunities to increase organic post reach in
Facebook-based public health interventions [17,18]. Because
of the increasing number of posts, Facebook provides only the
most relevant content to each user [15,18]. The basis of this
highly personalized filtering is the “Facebook algorithm of
content ranking,” which ranks all available posts that can be
displayed on a user’s News Feed. This algorithm is reviewed
annually, but the details of the Facebook algorithm are unknown
(ie, not published) [11,15]. However, some major elements of
the algorithm which may determine the Facebook News Feed
content are suspected, such as the Facebook user’s past activity
(eg, sending a message to the page or using the “page like”
button); the past activity of the Facebook page (eg, violating
the Facebook Community Standards); the performance of the
given post (the rate of “like,” “shares,” “clicks,” or other
interactions); the post type (eg, image or video); or the timing
of the published content (eg, novelty) [2,11,16-18].

These indicate a need to understand how to correlate Facebook
users’ interactions with organic (fan and nonfan) reach during
a smoking cessation intervention, which is a major aim of our
research. The platform of the investigated smoking cessation

intervention was a public Facebook page, which published social
media contents based on a motivational interviewing counseling
style. We have summarized our problem statements, aims, and
research questions regarding organic reach in Textbox 1. The
relationship between total organic reach and different Facebook
interactions on a post level may highlight the way in which the
Facebook algorithm ranks available contents according to
Facebook users’ interactions. For example, some interactions
can have a higher impact on content algorithmic ranking due
to stronger positive correlation with organic reach, while other
interactions can have a negative role in content ranking because
of negative correlation with organic reach. Likewise, the
association between fan reach, nonfan reach, and Facebook
interactions may show which element is preferred by the
algorithm: for example, Facebook users’ interactions on the
given post or previous “page like” activity. For instance, some
interactions, which correlate negatively with fan reach, can have
a higher impact on content ranking than previous “page like.”
Finally, the correlational analysis between organic reach and
Facebook interactions separately for each year may also show
how the Facebook algorithm of content ranking is modified
annually. This study is an exploratory research, which analyses
a set of data searching for correlations, and then proposes
hypotheses which may then be tested in subsequent studies.

Interactions on Facebook
A Facebook interaction on a post level is defined as any action
on specific buttons that the user performs in relation to content,
and it can be divided into 3 groups: “positive interactions”
(reactions, shares, comments), “neutral interactions” (clicks),
and “negative interactions” (post hides, hides of all posts, reports
of spam, unlike of page) [2,11,19-22]. The Facebook reactions
(such as like, love, haha, wow, sad, angry) are designed to give
users a more nuanced way to express their emotions, and these
could have a special role in public health interventions [22].
For example, a tobacco cessation study has shown that receiving
1 “like” reaction on the Facebook-based intervention platform
is associated with smoking reduction by approximately 1
cigarette per week [23]. The “like” reaction was introduced in
2009, while other reactions were instituted in 2016, so there has
been little quantitative analysis of “love,” “haha,” “wow,” “sad,”
or “angry” reactions in public health interventions so far [2,22].

The “share” interaction covers several ways of sending the
content with optional privacy settings to others, such as share
content on the user’s or a friend’s timeline, share in a Facebook
group, share to a Facebook page, or send as a message via
Facebook [24,25]. Internet users tend to share content when
they perceive a low risk of reputational damage and high
benefits to their social network; nevertheless, further
investigation is needed to find what makes public health content
be shared [11,26]. With the “comment” button, users can publish
a text or an image message under a given Facebook post [26,27].
The total number of clicks contains more neutral actions on the
content, such as selecting a website, viewing the Facebook page
profile, or expanding photos to full screen [28].
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Facebook users’ interactions can be placed in a theoretical
framework of “engagement” [29]. In previous behavioral science
studies, “engagement” of digital behavior change interventions
was interpreted as the extent of usage [30,31]. In
Facebook-based interventions, engagement can be defined as
a group of Facebook interactions. These “engagement
indicators” include “reactions,” “shares,” “comments,” and
“clicks” [11,12,32]. Several attempts have been made to
determine the “depth” or the “spectrum” of engagement on the
basis of the fact that some Facebook interactions (eg, “shares”)
can have higher engagement than others (eg, the “like” reaction)
[33]. However, little is known about the spectrum of
engagement, and it is still not clear which Facebook interactions
may stand at a similar engagement level, or which interactions

may occur as a combination of engagement indicators [29,33].
Furthermore, the spectrum of engagement raises a need to
understand the relationship between positive emotional
interactions (eg, “like” or “love” reactions) and negative
emotional interactions (eg, “sad” or “angry” reactions). As
opposed to engagement, negative Facebook interactions (post
hides, hides of all posts, reports of spam, unlike of page) could
indicate a neglect of the Facebook-based intervention as a
negative engagement indicator. Nevertheless, there has been
little discussion in the literature about the role of negative
Facebook interactions in online public health interventions.
Textbox 1 provides the problem statements, aims, and research
questions related to engagement.

Textbox 1. Problem statements, aims, and research questions of this study.

Problem Statement 1

Broad reach is an essential condition for a successful web-based public health intervention. Organic reach on the Facebook platform depends on a
hidden algorithm, which includes Facebook users’ interactions.

Aim

To understand the association between organic reach and Facebook interactions during a smoking cessation intervention.

Research Questions

• What is the relationship between total organic reach and Facebook interactions on a post level during a smoking cessation intervention?

• How fan reach and nonfan reach of identical intervention contents are influenced by different Facebook interactions?

• How do the correlations between total organic reach and Facebook interactions change each year (in parallel with a modified Facebook algorithm)?

Problem Statement 2

High engagement rate is a relevant feature for a successful web-based public health intervention. Engagement on Facebook can be defined as a
combination of interactions. However, some Facebook interactions may express positive emotions, while others may express negative emotions.

Aim

To assess the correlations between positive and negative emotional interactions during a Facebook-based smoking cessation intervention.

Research Questions

• How does the direction of correlations change between engagement indicators which express positive and negative emotion during a smoking
cessation intervention?

• How does the strength of positive correlations change between engagement indicators at similar smoking cessation support contents?

• What is the relationship between engagement indicators and negative Facebook interactions on a post level during a smoking cessation intervention?

Methods

Stimuli
The investigated Hungarian “Cigarette break” Facebook page
[34] was a nonbusiness and nongovernmental smoking cessation
intervention. The primary aim of this program was to avoid
frightening and judgmental communication about smoking, and
support smoking cessation using a motivational interviewing
counseling style (ie, building on collaboration, partnership, and
empathetic understanding; emphasizing the autonomy of
smokers; supporting self-efficacy). Secondary aims of the
intervention were harm reduction in smokers, relapse prevention
in former smokers, and developing assertive and social support
skills in nonsmokers. Motivational interviewing strategies have
been deliberately involved in the moderator work and the
creation of Facebook posts. Social media contents were usually
published daily at 5 pm on weekdays and at 2 pm on weekends

from the beginning (March 7, 2017). The page was edited and
managed by the authors, university students, and health care
professionals experienced in motivational interviewing.

In all, 1269 social media contents were made during the research
period, between March 7, 2017 and August 14, 2020. We
excluded 244 Facebook posts in accordance with the following
exclusion criteria. First, we excluded 60 “boosted” Facebook
posts, which were promoted by paid Facebook advertising after
publication to increase reach and engagement. Boosted posts
can influence the results through the rate of interactions [11,33].
They can reach more Facebook users who are active in
engagement before the advertising, rather than other passive
users. Second, 24 video posts were also excluded because the
evaluation of the interactions was fundamentally different from
the assessment of the image posts (eg, minutes viewed,
10-second views), and also because the Facebook algorithm
evaluates these posts differently during content ranking [2,16].

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27853 | p.241https://www.jmir.org/2021/6/e27853
(page number not for citation purposes)

Pócs et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Third, we excluded 69 administrator’s posts and 16 posts which
were targeted at nonsmokers. We only included contents that
directly addressed to smokers. Fourth, 68 social media contents
were excluded because of noncessation topic (eg, second-hand
smoking or harm reduction). Only smoking cessation support
Facebook posts were included to focus on public health
interventions. Finally, we excluded 7 motivational interviewing
nonadherent posts, which did not conform perfectly to the spirit
of motivational interviewing during the retrospective analysis.
It should be emphasized that only original Facebook posts were
analyzed to evaluate the users’ response given to the same
stimulus. Therefore, shared Facebook posts were ignored,
because in these cases, Facebook users’ responses could have
been influenced by other stimuli (eg, the Facebook profile of
the person who shared the content), which may have resulted
in a higher rate of interactions than the original content [18].

After content exclusion, 1025 original posts were included,
which all followed the spirit of motivational interviewing,
supported smoking cessation, were targeted at smokers, and did
not use specific advertising. The majority of the social media
contents included (994/1025, 96.97) were image posts, but some
(31/1025, 3.02%) had only texts and links to other public health
websites. The stimuli were smoking cessation support contents
based on motivational interviewing on a public Facebook page;
therefore, the content analysis can only be interpreted in this
context. We present some examples of motivational interviewing
style contents (stimuli) in Multimedia Appendix 1 to illustrate
generalizability of the findings to other Facebook-based smoking
cessation interventions. We also show some examples of
excluded contents in Multimedia Appendix 2.

It should be highlighted that these social media contents were
public, and Facebook users used different interaction
opportunities voluntarily and freely, without external coercion.
It should be also noted that our researcher identity is transparent
to anyone in the description of the Facebook page. In addition,
we provided information about the research and results through
our publicly available posts.

Participants
The theoretical population of this research was formed by any
Facebook user who was reached by the included, nonpaid
contents of the investigated public Facebook page. It is difficult
to precisely determine the study population because the
Facebook platform and the audience of the public Facebook
page could have changed during this long research period.
Therefore, we used a convenience sample. However, Facebook
users’ data on a page level were exported from “Facebook
Insights” on August 14, 2020, which contains epidemiological
characteristics.

It should be emphasized that by creating Facebook profiles,
users accept the terms and conditions of Facebook. These terms
indicate that their data may be accessed by a third party. With
this informed consent, Facebook provides anonymized and
aggregate data to the page administrators.

At that time, the investigated Facebook page had 10,098
“Facebook fans,” who expressed their interest in and support
for the page by a “Facebook page like.” Based on the age and

gender information they provided in their user profiles, 52.91%
of the Facebook page fans (5343/10,098) were women, and
46.97% (4744/10,098) were men, and 83.4% (8457/10,098)
were between the ages of 18 and 34 years. The vast majority
(9634/10,098, 95.40%) were from Hungary; but some German
(96/10,098, 0.5%), Serbian (79/10,098, 0.78%), and Romanian
(78/10,098, 0.77%) Facebook locations also presented;
9720/10,098 (96.25%) Facebook fans spoke Hungarian,
275/10,098 (2.72%) English, and 103/10,098 (1.02) other
languages, based on the default language setting selected.

By contrast, the monthly total reach of the Facebook page was
wider: 96,654 people saw the Facebook page’s contents in the
last month; 43% of them were women and 57% were men; and
85% were between the ages of 18 and 34 years. The distribution
of location and language data was roughly similar to the
Facebook fans’ characteristics. The monthly total reach
consisted of paid reach (66,463 people) and organic reach
(30,191 people). Unfortunately, Facebook does not register
users’ smoking status, therefore the smoking habits of the target
population were unknown. However, we surveyed smoking
status among the audience of this Facebook page in our previous
study, where we found 65% were current smokers, 12% former
smokers, and 23% nonsmokers [35]. The majority of the
smokers (94%) used tobacco daily, while the minority (6%)
used tobacco occasionally [35]. The most common nicotine
product used in the sample was cigarette (98%), followed by
e-cigarette (32%), hookah (20%), cigar (6%), snus (2%), pipe
(2%), and snuff (2%) [35].

Design
Our research method was a hypothesis-generating, retrospective,
quantitative content analysis. The Facebook posts’organic reach
and interaction data were analyzed with the Spearman
correlation method. These data were collected from the “Post
Details” and belonged to the same social media content (same
stimulus). Therefore, we analyzed data on a post level.

It should be noted that in our research we analyzed only 2
well-known elements of the Facebook algorithmic content
ranking: users’ interactions on a post level (performance of the
given post) and previous “page like” through fan reach
(Facebook user’s past activity). There was not a remarkable
difference in other known elements of the Facebook algorithm:
mostly image contents were included (post type), all contents
were regularly published at the same time (timing of published
content), and the management of the investigated Facebook
page was not changed notably (past activity of the Facebook
page).

The definitions of organic reach and the different types of
interactions were discussed in the “Introduction” section and
we summarize them in Textbox 2. Facebook interactions can
indicate how social media contents increase the usage of a
Facebook-based intervention (reactions, shares, comments,
clicks) or decrease it (negative Facebook interactions). We used
the total number of negative Facebook interactions during the
analysis, because it was available together and not separate in
“Post Details.” It should be noted that the combination of
interactions (eg, the “like” reaction and the “share” interaction)
could arrive from different users or the same Facebook user,
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because these data were summarized. However, the combination
of reactions on the same content (eg, “like” and “love” reactions)
indicates different Facebook users, because 1 Facebook user
could choose only 1 reaction. It should be emphasized again
that organic reach and Facebook interaction data were
anonymized and aggregated, so Facebook users could not be
identified.

Facebook uses a private algorithm for highly personalized
filtering of social media contents, which influences the
methodology of our research at 2 points. First, the correlation
between organic reach and interactions were also analyzed
separately by years because Facebook changes this algorithm
annually. Second, interaction data had to be corrected for the
organic reach: the number of each interaction was divided by
the number of people who saw the nonpaid post (organic reach)
for the statistical analysis. This correction was necessary because
increased organic reach can directly enhance other interaction

numbers. In other words, if more Facebook users see the post,
they are more likely to use interaction buttons. Consequently,
the correlational analysis between organic reach and the total
number of Facebook interactions would highlight a simple
relationship rather than the impact of the Facebook algorithmic
content ranking. However, we used an “interaction rate” to
express the frequency of the given interaction at the same
organic reach. Facebook uses the same correction of interaction
data (called “engagement rate”), which is the number of people
who liked, commented, shared, or clicked on the post divided
by organic reach. “Engagement rate” can be accessed by page
managers in the “Facebook Insights,” and the Facebook
algorithm of content ranking may use this rate (as a performance
indicator of the given post). Therefore, the “interaction rate”
which was used in this study can be advantageous for the
correlational analysis between organic reach and Facebook
interactions or between Facebook interactions.

Textbox 2. Definitions of organic reach, different interactions, and engagement used in the current research.

Organic Reach

The number of people who saw the given nonpaid social media content.

• Fan reach: The number of people who had liked the Facebook page before they saw the given nonpaid social media content.

• Nonfan reach: The number of people who had not liked the Facebook page before they saw the given nonpaid social media content.

Facebook Interactions

Any action on specific buttons that the user performs in relation to content.

• Reactions: The number of people who used a “like,” “love,” “haha,” “wow,” “sad,” or “angry” reaction button under a given social media content
to express their emotions.

• Share: The number of people who used the “share” button under a given social media content to send the content with optional privacy settings
to others.

• Comment: The number of people who used the “comment” button under a given social media content to publish a text or an image message.

• Click: The number of people who used any other actions on a given social media content, for example, to select a website, to view the Facebook
page profile, or to expand photos to full screen.

• Negative Facebook interactions: The total number of people who used the following functions: post hides, hides of all posts, reports of spam,
unlike of page.

Engagement

A group of the following Facebook interactions: reactions, share, comment, and clicks. These interactions are called engagement indicators and have
been defined previously.

Procedure
Our retrospective research aim was to analyze the data of
Facebook posts published between March 7, 2017, and August
14, 2020. Two weeks were provided between August 14 and
August 28 for the internet users to give a response to the last
investigated Facebook post. The data collection was performed
between August 28, 2020, and August 30, 2020. First, 1025
Facebook posts were included based on our exclusion criteria
(N=1025). Second, organic reach and Facebook interaction data
were collected from the “Post Details.” Third, we divided
interaction data with organic reach to achieve “interaction rate.”
Then, we assessed Spearman correlation between organic reach
and Facebook interactions in the research period. In a second
analysis, this correlation was investigated separately for each
year to evaluate the potential effect of the Facebook algorithm

which is modified annually. Finally, we also used Spearman
correlation between Facebook interactions.

All analyses were conducted using the SPSS software (IBM).
Correlation statistics were performed rather than regression
because the cause-and-effect relationship between the
investigated variables was unclear. We used the nonparametric
Spearman correlation, rather than the Pearson correlation,
because of the non-normal distribution of the data. In all
analyses, the conditions of the Spearman correlation were met;
variables were measured on an interval or ratio scale, variables
represented paired observations, and monotonic relationship
was detected between the variables using scatterplot test. The
P value of less than .05 was taken to indicate a significant effect,
and the P value of less than .001 was taken to indicate a highly
significant effect. Original data supporting the results presented
in the paper can be found in Multimedia Appendix 3. The data
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on statistical analyses are available from the corresponding
author upon request.

Results

Trends in Reach and Interactions
We summarized the mean and SD of organic reach and
Facebook interactions in Table 1. Organic reach is divided into
fan and nonfan columns to illustrate the distribution of the
average (total) organic reach between these 2 indicators. The
average number of organic reach in the research period was
1328 (SD 981), of which 59% were Facebook page fan (783
Facebook users) and 41% were nonfan participants (545
Facebook users). Table 1 shows that the organic reach of social
media contents gradually increased from one year to another in
parallel with a growing fan reach percentage.

In the research period, the average number of Facebook
interactions for 1 social media content was 15.8 “like” reaction

(SD 11.7), 0.9 “love” reaction (SD 4.3), 3.2 “haha” reaction
(SD 7.3), 0.3 “wow” reaction (SD 2.2), 0.2 “sad” reaction (SD
0.8), 0.1 “angry” reaction (SD 1.3), 2.4 “share” interaction (SD
3.7), 3.2 “comment” interaction (SD 7.1), 84.9 “click”
interaction (SD 163.8), and 0.1 negative interaction (SD 0.4).
It should be highlighted that the low number of “sad,” “angry”
reactions, and negative interactions can be attributed to the spirit
of motivational interviewing (eg, partnership or acceptance),
which was a primary consideration in the creation of the
investigated Facebook posts. Table 1 represents that some
interactions (“haha” and “love” reactions or comments) followed
the notable increase in organic reach from year to year. By
contrast, the mean of some interactions (shares or negative
Facebook interactions) did not change remarkably annually.
Therefore, despite the greater number of Facebook users who
saw the social media content, the activity of Facebook users
regarding shares and negative Facebook interactions probably
decreased.

Table 1. Mean and SD of organic reach and Facebook interactions in the research period together and separately for each year.

Facebook interactions: Engagement indicators, mean (SD)Organic
reach

Period

Negative interactionsClickCommentShareReaction

AngrySadWowHahaLoveLike

0.14 (0.40)84.89
(163.82)

3.17
(7.06)

2.39
(3.68)

0.11
(1.29)

0.18
(0.84)

0.31
(2.20)

3.17
(7.33)

0.91
(4.29)

15.84
(11.7)

1328.30
(981.23)

ALLa

(N=1025)b

0.14 (0.39)70.36
(89.93)

1.31
(3.40)

1.67
(2.64)

0.03
(0.29)

0.10
(0.63)

0.08
(0.32)

0.48
(1.41)

0.15
(0.99)

11.78
(6.90)

709.38
(565.02)

2017

(N=215)c

0.08 (0.32)92.30
(216.93)

3.14
(6.44)

3.07
(5.00)

0.10
(0.65)

0.10
(0.45)

0.17
(1.98)

2.73
(5.27)

0.39
(1.64)

16.39
(11.4)

1380.96
(1107.79)

2018

(N=378)d

0.19 (0.46)73.31
(97.33)

3.65
(7.32)

2.31
(2.48)

0.07
(0.50)

0.25
(1.17)

0.43
(2.72)

4.58
(8.58)

1.08
(4.27)

17.92
(14.2)

1518.32
(775.13)

2019

(N=299)e

0.17 (0.44)113.36
(194.08)

5.17
(10.90)

1.76
(2.45)

0.36
(3.31)

0.35
(1.05)

0.75
(3.01)

5.58
(12.08)

3.22
(9.23)

16.19
(10.7)

1752.00
(1093.45)

2020

(N=133)f

aAll contents in the research period (2017-2020).
bFan and nonfan reach: 59% and 41%, respectively.
cFan and nonfan reach: 38% and 62%, respectively.
dFan and nonfan reach: 55% and 45%, respectively.
eFan and nonfan reach: 67% and 33%, respectively.
fFan and nonfan reach: 65% and 35%, respectively.

Correlations Between Reach and Interactions
The results of the correlational analysis between organic reach
and Facebook interactions are summarized in Table 2. First, we
analyzed the organic reach for the research period. The first
question in this research area was, “What is the relationship
between total organic reach and Facebook interactions?” We
found that most of the interactions had positive correlations
with total organic reach, except the “like” reaction and the
“share” interaction. The most surprising result was a highly
significant negative correlation between the “like” reaction and
organic reach (P<.001). Furthermore, we could not find a
significant difference between the “share” interaction and total
organic reach in the research period, although the correlational
analysis was nearly significant (P=.057). In addition, the highly

significant positive correlation between negative interactions
and organic reach was interesting (P<.001). The strongest highly
significant positive correlations were observed between total
organic reach and the “haha” reaction (rs=0.396, P<.001),
comments (rs=0.368, P<.001), and the “love” reaction (rs=0.264,
P<.001). In summary, these results suggest that the Facebook
algorithm of content ranking took the interactions into account
to varying degrees for the calculation of total organic reach.

The second research question was, “How are fan reach and
nonfan reach of the investigated contents influenced by different
Facebook interactions?” The direction of significant fan reach
and nonfan reach correlations was the same for most
interactions, except for the “share” and “click” interactions. We
found an opposite direction of 2 highly significant correlations
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between the “share” interaction and fan reach (rs=–0.177;
P<.001), and between the “share” interaction and nonfan reach
(rs=0.388; P<.001). This result may explain the absence of a
significant relationship between the “share” interaction and total
organic reach. Furthermore, a highly significant positive
correlation was found between “clicks” and nonfan reach
(P<.001), while there was no significant relationship between
“clicks” and fan reach (P=.87). Therefore, social media contents
which generated a high rate of “shares” and “clicks” reached
relatively more nonfan Facebook users than fan Facebook users.
By contrast, the strongest highly significant positive correlations
were observed between fan reach and the “haha” reaction
(rs=0.457, P<.001), comments (rs=0.393, P<.001), and the
“love” reaction (rs=0.310, P<.001). By contrast, less strong
correlations were found between nonfan reach and the “haha”
reaction (rs=0.153, P<.001), comments (rs=0.192, P<.001), and
the “love” reaction (rs=0.135, P<001). These results suggest

that social media contents which evoked a high rate of “haha”
and “love” reactions and “comments” reached relatively more
fan Facebook users than nonfan Facebook users.

Second, the Spearman correlation between organic reach and
Facebook interactions was tested separately for each year in the
research period. The last question in this research area was,
“What are the correlations between organic reach and Facebook
interactions each year?” The most striking result to emerge from
the data is that the negative correlation between total organic
reach and the “like” reaction gradually weakened, while positive
correlations between total organic reach and some interactions
(“haha,” “wow,” “sad,” “angry” reactions, comments, clicks)
strengthened year by year. Similar observations can be made
for the fan reach and nonfan reach. Taken together, these results
might reflect the modifications to the Facebook algorithmic
content ranking during the research period, if we assume that
the other elements of the Facebook algorithm did not change
significantly in those years.

Table 2. Spearman correlation between Facebook interactions and organic reach in the research period together and separately for each year.

Facebook interactions: Engagement indicators (Spearman correlation coefficients)Organic reach

Negative interactionsClickCommentShareReaction

AngrySadWowHahaLoveLike

ALLa (N=1025)

0.124b0.076c0.368b0.0590.160b0.231b0.164b0.396b0.264b–0.418bTotal

0.089c–0.0050.393b–0.174b0.173b0.245b0.169b0.457b0.310b–0.352bFan

0.104c0.135b0.192b0.388b0.103c0.144b0.096c0.153b0.135b–0.332bNonfan

2017 (N=215)

0.240b0.1240.266b0.255b0.0910.1130.0920.142c0.028–0.633bTotal

0.144c0.147c0.234c–0.186c0.0630.166c0.0860.144c–0.013–0.412bFan

0.196c0.0920.195c0.392b0.0690.0330.0710.0110.056–0.549bNonfan

2018 (N=378)

0.0130.305b0.403b0.157c0.152c0.180b0.137c0.295b0.178c–0.296bTotal

–0.0240.154c0.460b–0.235b0.210b0.236b0.140c0.420b0.173c–0.202bFan

0.0190.321b0.171c0.537b0.0620.0600.084–0.0050.115c–0.278bNonfan

2019 (N=299)

0.143c0.407b0.358b0.136c0.162c0.286b0.183c0.468b0.301b–0.043Total

0.120c0.473b0.423b–0.0470.151c0.251b0.221b0.516b0.321b–0.010Fan

0.119c0.166c0.119c0.420b0.125c0.248b0.0780.210b0.174c–0.106Nonfan

2020 (N=133)

0.289c0.658b0.509b0.258c0.254c0.280c0.206c0.438b–0.122–0.121Total

0.315b0.717b0.547b0.1260.259c0.325b0.218c0.428b–0.042–0.089Fan

0.1590.383b0.296c0.414b0.1640.1440.1520.326b–0.232c–0.112Nonfan

aOrganic reach of all contents in the research period (2017-2020).
bHighly significant, P<.001 (2-tailed).
cSignificant, P<.05 (2-tailed).
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Correlations Between Interactions
We investigated the 1025 social media contents in relation to
the Facebook interactions. Table 3 provides the intercorrelations
among the 10 types of Facebook interactions. First, the
engagement indicators (reactions, shares, comments, clicks)
were analyzed with the Spearman correlation method. The first
question in this research area was, “How does the direction of
correlations change between engagement indicators which
express positive and negative emotion?” We found that most
of the correlations between engagement indicators had a positive
direction; however, negative correlations were observed in some
cases, which might be associated with negative emotional
characteristics (eg, “sad” and “angry” reactions). Highly
significant negative correlations were found between “sad” and
“like” reactions (P<.001) as well as between “angry” and “like”
reactions (P<.001). The significant negative correlation between
“wow” and “like” reactions (P=.013) as well as between
“comment” and “like” interactions (P<.001) may suggest that
Facebook users could express their negative emotions also with
the “wow” reaction or a negative emotional comment. By
contrast, the significant negative correlations between
“comment” and “share” interactions (P=.001), and “love” and
“share” interactions (P=.004) can be explained more by the fan
reach than by negative emotions. Social media contents with a
high rate of “share” interaction may lead to low fan reach, which
can be associated with a decrease in the rate of “love” and
“comment” interactions. Overall, negative correlations between
engagement indicators can indicate that the integrity of
engagement should be assessed cautiously. The next research
question was, “How does the strength of positive correlations
change between engagement indicators?” Some highly
significant correlations were observed between reactions, which
indicated different Facebook users’ combined interactions on
the same content. The strongest highly significant positive
correlations were found between “sad” and “angry” reactions

(rs=0.302, P<.001), “love” and “wow” reactions (rs=0.204,
P<.001), and “love” and “haha” reactions (rs=0.141, P<.001).
Other combinations of interactions on the given content may
have arrived from different users or the same Facebook user.
In this case, the strongest highly significant positive correlations
were found between “comments” and “clicks” (rs=0.417,
P<.001), and between “comments” and reactions, especially
“sad” (rs=0.196, P<.001), “haha” (rs=0.174, P<.001), and
“angry” reactions (rs=0.165, P<.001). Together, these results
provide important insights into the type of combined reactions
or interactions applied by Facebook users to react on smoking
cessation support contents.

Second, the correlations related to negative Facebook
interactions were analyzed. The last question in this research
area was, “What is the relationship between engagement
indicators and negative Facebook interactions?” We observed
3 correlations between some reactions (“like,” “wow,” and
“sad”) and negative Facebook interactions, which might be
associated with negative emotional characteristics. A significant
negative correlation was observed between the “like” reaction
and negative interaction (P=.040), which can support its role
among the engagement indicators. We found significant positive
correlations between the “wow” reaction and negative
interactions (P=.016), or between the “sad” reaction and
negative interactions (P=.003), which can question their role
among the engagement indicators. Another significant positive
correlation was noted between “click” and negative interactions
(P=.03), which can be explained more by a combination of
interactions than by negative emotions. Facebook users might
have collected more information by clicks before they applied
negative interactions buttons. In summary, these results show
that some engagement indicators correlated with negative
Facebook interactions, which are activities against the smoking
cessation intervention (eg, reports of spam or unlike of page).
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Table 3. Spearman correlation matrix for the comparison between Facebook interactions regarding 1025 social media contents (N=1025).

Negative interactionsClickCommentShareReaction

AngrySadWowHahaLoveLike

Reaction

–0.064a0.147b–0.130b0.094a–0.136b–0.120b–0.077a0.063a0.0081.00Like

0.009–0.0070.123b–0.090a0.0080.063a0.204b0.141b1.00Love

0.0520.0020.174b–0.0490.080a0.140b0.132b1.00Haha

0.076a0.087a0.145b–0.0550.122b0.104a1.00Wow

0.091a0.070a0.196b–0.0110.302b1.00Sad

0.0320.097a0.165b0.0041.00Angry

0.0290.097a–0.105a1.00Share

0.0590.417b1.00Comment

0.066a1.00Click

1.00Negative interactions

aSignificant, P<.05 (2-tailed).
bHighly significant, P<.001 (2-tailed).

Discussion

Principal Results
The first aim in this research was to understand the association
between organic reach and Facebook interactions during a
smoking cessation intervention. Findings suggest that total
organic reach may correlate positively with most Facebook
interactions, except the “like” and “share” interactions. The
highly significant negative correlation between total organic
reach and the “like” reaction can highlight the widespread
misconception of “more likes cause higher reach” [2]. The lack
of a significant relationship between total organic reach and the
“share” interaction may be explained by the unique function of
“share.” “Share” is the only interaction that has a direct effect
on organic reach by sending the given content to others [24-26].
In this study, the “share” interaction correlated positively with
nonfan reach, and negatively with fan reach. This positive
correlation suggests that Facebook users who applied the “share”
button usually sent the content to nonfan Facebook users, which
led to higher nonfan reach. By contrast, the significant negative
correlation between “shares” and fan reach highlights that the
Facebook algorithm might decrease the fan reach in response
to the notable increase in nonfan reach. Therefore, the “share”
interaction may have a higher impact on content algorithmic
ranking than the previous “page like,” which is the basic
requirement of fan reach. This mechanism can act as a “brake”
of viral reach. Previous studies have showed that fan Facebook
users are characterized by higher “share” activity than nonfans
[2]. If “shares” would correlate positively with fan reach, a
higher “share” activity of fan users could lead to a viral reach.
This might be a possible explanation of the negative correlation
between “shares” and nonfan reach as a “brake effect.”

By contrast, the significant positive correlation between “clicks”
and nonfan reach may be explained by an opposite cause–effect

relationship. Nonfan Facebook users might apply “clicks” more
often to gain new information than fan users. Nevertheless, the
significant positive correlations between organic reach and other
interactions can provide important insights into how to enhance
total organic reach, especially fan reach. The “Haha” reaction,
“comments” and the “love” reaction proved the most typical
fan-specific interactions, which could also achieve the highest
increase in total organic reach. Finally, an unanticipated finding
was the significant positive correlation between organic reach
and negative Facebook interactions, probably due to the fact
that Facebook users could express their aversions related to the
given content with negative interactions (eg, post hides, or
reports of spam).

The second objective of the research was to assess the
correlations between positive and negative emotional
interactions during a Facebook-based smoking cessation
intervention. Negative emotional reactions (“wow,” “sad,”
“angry” reactions) and comments were sharply separated from
the other engagement indicators. First, significant negative
correlations were observed between the “like” reaction and
“wow,” “sad,” “angry” reactions, and comments. Second, we
found that a high rate of “wow” or “sad” reactions was
associated with negative Facebook interactions. These results
suggests that Facebook users could express their negative
emotions with these interactions as a resistance to smoking
cessation.

Finally, some special combinations of interactions are discussed.
The correlations of the “share” interaction should be interpreted
considering its special impact on fan reach. “Share” interactions
may indirectly reduce fan reach and the rate of fan-specific
interactions. This effect of “shares” can explain the significant
negative correlations with “love” and “comment” interactions.
In addition, the lack of a significant relationship with “haha,”
“wow,” “sad,” and “angry” reactions can be explained by the
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consequential low fan reach. The significant positive correlations
of “shares” with “like” and “click” interactions might indicate
frequently used combinations. Analyzing our data, the
significant positive correlation between “click” and negative
interactions was also a thought-provoking combined interaction,
which may help to elucidate the reason why negative Facebook
interactions could increase the organic reach.

Hypotheses for Future Research
This was an exploratory, hypothesis-generating study to get
insights into the correlations of organic reach, engagement, and
Facebook users’ interactions. Textbox 3 presents some
recommended hypotheses for more rigorous testing in the future.
First, the hypotheses related to organic reach are discussed. We
assume that the “like” reaction is likely to decrease the organic
reach of smoking cessation support contents on a public
Facebook page. Facebook users often used this interaction
[2,11], perhaps this is why the Facebook algorithm may use it
as a negative element in calculating organic reach. Future studies
investigating the “like” reaction would be very interesting in
Facebook-based smoking cessation interventions or other public
health campaigns. It is also hypothesized that “share”
interactions can increase the nonfan reach, and decrease the fan
reach of smoking cessation support contents on a public
Facebook page. This finding may have important implications
for designing social media contents for a target population. In
order to reach new (nonfan) Facebook users, “share” interactions
on the given content should be encouraged. However, these
social media contents probably fail to reach fan Facebook users
according to our hypothesis. Further research to analyze the
role of “shares” in fan reach and nonfan reach could provide
more definitive evidence.

It is assumed that the fan reach would be increased by “haha”
and “love” reactions and “comments,” which would have the
highest impact on the total organic reach of smoking cessation
support contents on a public Facebook page. This finding may
be a useful tool when creating Facebook posts to reach fan users
during smoking cessation interventions or other public health
campaigns. However, public health professionals who make
Facebook posts should give suggestions for their audience about
interactions carefully. Some techniques to increase engagement
(called “engagement bait”) should be avoided, because if
Facebook detects this, it will automatically reduce the organic
reach. In future investigations, it might be advantageous to use
various contents to give suggestions with and without
“engagement bait” for the Facebook page’s audience about
“like,” “haha,” “love” reactions, “shares,” and “comments.” It
should be also noted that organic reach and interactions data
for future studies are easily accessible in “Facebook Insights”
for 6 months, or in the “Post Details” for more than 6 months.

Further studies, which analyze these annual data of different
public health Facebook pages, may help us to understand how
the Facebook algorithm is modified each year, and public health
interventions can follow these changes in the future. Facebook
interactions are just one way of trying to improve organic reach
of the given content in a public Facebook page. Future research
should also consider other elements of the Facebook algorithm
(eg, the timing of published content) and other parallel used
deliveries (eg, Facebook groups, Facebook stories) [29].

Second, the hypotheses related to engagement indicators are
discussed. An important issue for future research is to find which
interactions can be classified as engagement indicators on
Facebook [33]. Based on this study, it is hypothesized that
negative Facebook interactions, negative emotional comments,
and reactions (“wow,” “sad,” “angry”) would reduce the
engagement of Facebook-based smoking cessation interventions,
because these interactions were separated from the other
engagement indicators owing to the opposite direction of
correlation. Furthermore, these results suggest that “wow”
should not be considered a positive reaction, as it seems to have
more similarities to a negative emotional response. It is also
assumed that “like,” “love,” “haha” reactions, shares, positive
comments, and clicks would raise the engagement of
Facebook-based smoking cessation interventions. Future
investigations should assess the impact of these Facebook
interactions on other dimensions of engagement (eg, the amount
or duration of usage) [29,33]. More broadly, research is also
needed to determine the role of these interactions in other
Facebook-based public health campaigns with different aims.
For example, the “sad” reaction or negative emotional comment
in addictology may indicate a resistance to the smoking cessation
intervention, whereas the same interactions in cancer prevention
may express Facebook users’ engagement as a response to
stories by patients with cancer [36].

Lastly, our findings suggest that some combined interactions
(eg, “comments” and “clicks”) would increase the probability
of eliciting the other interaction (eg, a high number of
“comments” can associate with the rise of “clicks”). This result
is only relevant for Facebook-based smoking cessation
interventions. In future investigations, self-report questionnaires
might be used to explore the popular interactions of different
public health target groups [29]. Despite its exploratory nature,
this study can improve the practical implementation of these
combined interactions. For example, if a public health
professional wants to increase the rate of “clicks” (eg, to
selecting a website), the usage of social media contents which
generate “comments” may be more advantageous than the usage
of contents which evoke reactions. This can be also an important
issue for future research.
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Textbox 3. Hypotheses for future testing based on this research.

Organic reach. Hypotheses for future testing are:

• “Like” reactions would decrease the organic reach of smoking cessation support contents on a public Facebook page.

• “Share” interactions would significantly increase the nonfan reach, and decrease the fan reach of smoking cessation support contents on a public
Facebook page.

• “Haha,” “love” reaction, and “comments” would have the highest impact on fan reach, and total organic reach of smoking cessation support
contents on a public Facebook page.

Engagement indicators. Hypotheses for future testing are:

• Negative Facebook interactions, negative emotional comments, and reactions (“wow,” “sad,” “angry”) would reduce the engagement of
Facebook-based smoking cessation interventions.

• “Like,” “love,” “haha” reactions, shares, positive comments, and clicks would raise the engagement of Facebook-based smoking cessation
interventions.

• Some combined interactions (eg, “comments” and “clicks”) would increase the probability of eliciting the other interaction in a Facebook-based
smoking cessation intervention.

Limitations
It should be noted that we used a convenience sample, and the
audience of the investigated public Facebook page was
heterogeneous. Furthermore, the availability of participants’
demographic data is also limited to a post level because it could
not be retrieved data from the “Post Details.” That is why the
results of the second correlational analysis cannot be generalized
widely. Therefore, the correlations between the Facebook users’
interactions can only be interpreted in the context of a smoking
cessation intervention based on motivational interviewing.

However, these limitations might not affect the interpretation
of the first correlational analysis because the relationship
between the organic reach and Facebook interactions depends
only on the “Facebook algorithm of content ranking.” This
algorithm is presumably free from demographic data or smoking
status. Using age, gender, or other demographic data to reach
users are against Facebook Community Standards. Furthermore,
smoking status cannot be an element of the Facebook algorithm
either because it is not registered in Facebook. Lastly, the
Facebook algorithm probably evaluates the performance of the
given post, rather than its public health content which supports
smoking cessation or not. Therefore, the results of the first
correlational analysis between the organic reach and Facebook
interactions can be generalized for other Facebook-based
interventions which use a public Facebook page. At the same
time, these results should be interpreted with caution, regarding
the other potential elements of the Facebook algorithmic content
ranking (eg, mainly image-type post was included in this current
research).

Finally, Facebook advertising can indirectly raise the organic
reach and the number of interactions during the advertising
period. The paid reach (66,463 people) was about double than
organic reach (30,191 people) in the last month of our research
period. However, this potential indirect growth in organic reach
and the number of interactions affected all Facebook posts
equally during the advertising period. Furthermore, boosted
(paid) Facebook posts were excluded to avoid the direct effects
of advertising.

Conclusions
The purpose of this research was to understand the relationship
between Facebook users’ interactions, organic reach, and
engagement, which may be informative for further research and
the design of Facebook-based smoking cessation interventions.
The key strengths of this study are the large size of the data set
and its long duration, which can shine new light on the pattern
of change in the Facebook algorithm. Returning to the research
questions described at the beginning of this paper, it is now
possible to state that most Facebook interactions can correlate
with the organic reach of a smoking cessation intervention
positively, while the “like” reaction can correlate negatively.
The strength of these correlations was proved to be different,
which may mean variant emphases in the Facebook algorithm.
This is the first study to report a disadvantage of the “like”
reaction and highlight the advantages of other interactions (eg,
the “haha” reaction or “comments”) in algorithmic content
ranking on Facebook. The analysis of fan reach and nonfan
reach suggests the need for further categorization of fan-specific
interactions (eg, “haha” or “love” reactions) and nonfan-specific
interactions (eg, “shares” and “clicks”). The generalizability of
these results is wide for Facebook-based public health
interventions, because these correlations depend only the
Facebook algorithm, which does not contain demographic data,
smoking status, or other health risks. In addition, the Facebook
algorithm of content ranking calculates with the performance
of the given post, and it ignores the specific aim of the given
public health intervention or the given theory or strategy of
health behavioral change used in the Facebook post. This study
made an attempt to explore the relationship between the
Facebook algorithm and users’ interactions; nevertheless, further
research is needed to investigate other elements of the Facebook
algorithm.

The correlational analysis of Facebook interactions raises some
exciting hypotheses for future testing. A novel classification of
engagement indicators should be considered in Facebook-based
smoking cessation interventions. Negative Facebook
interactions; negative emotional comments; and “wow,” “sad,”
and “angry” reactions may decrease the engagement, whereas
“like,” “love,” “haha” reactions, shares, positive comments, and
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clicks may increase the engagement of these interventions.
Furthermore, other specific combinations of interactions can
be useful to raise the probability of certain interactions under

smoking cessation support contents. Based on our findings, we
suggest implementing the continuous evaluation of Facebook
interactions during interventions.
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Abstract

Background: The digital health care community has been urged to enhance engagement and clinical outcomes by analyzing
multidimensional digital phenotypes.

Objective: This study aims to use a machine learning approach to investigate the performance of multivariate phenotypes in
predicting the engagement rate and health outcomes of digital cognitive behavioral therapy.

Methods: We leveraged both conventional phenotypes assessed by validated psychological questionnaires and multidimensional
digital phenotypes within time-series data from a mobile app of 45 participants undergoing digital cognitive behavioral therapy
for 8 weeks. We conducted a machine learning analysis to discriminate the important characteristics.

Results: A higher engagement rate was associated with higher weight loss at 8 weeks (r=−0.59; P<.001) and 24 weeks (r=−0.52;
P=.001). Applying the machine learning approach, lower self-esteem on the conventional phenotype and higher in-app motivational
measures on digital phenotypes commonly accounted for both engagement and health outcomes. In addition, 16 types of digital
phenotypes (ie, lower intake of high-calorie food and evening snacks and higher interaction frequency with mentors) predicted

engagement rates (mean R2 0.416, SD 0.006). The prediction of short-term weight change (mean R2 0.382, SD 0.015) was
associated with 13 different digital phenotypes (ie, lower intake of high-calorie food and carbohydrate and higher intake of
low-calorie food). Finally, 8 measures of digital phenotypes (ie, lower intake of carbohydrate and evening snacks and higher

motivation) were associated with a long-term weight change (mean R2 0.590, SD 0.011).

Conclusions: Our findings successfully demonstrated how multiple psychological constructs, such as emotional, cognitive,
behavioral, and motivational phenotypes, elucidate the mechanisms and clinical efficacy of a digital intervention using the machine
learning method. Accordingly, our study designed an interpretable digital phenotype model, including multiple aspects of
motivation before and during the intervention, predicting both engagement and clinical efficacy. This line of research may shed
light on the development of advanced prevention and personalized digital therapeutics.

Trial Registration: ClinicalTrials.gov NCT03465306; https://clinicaltrials.gov/ct2/show/NCT03465306

(J Med Internet Res 2021;23(6):e27218)   doi:10.2196/27218
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Introduction

Background
The use of mobile tools, such as smartphones, to assist health
care systems is rapidly growing in the current era. As the
interactions between individuals and digital communities via
mobile devices are progressively embedded in human lives,
understanding the concept of a digital phenotype is also
important. A digital phenotype is a collected set of data in a
digital system intentionally demonstrated by humans or as a
secondary outcome of other activities, influencing human
behavior. Specifically, the expanding body of health-related
data from mobile devices allows us to address real-world life
events with problematic behaviors. For example, data related
to the timing and periods of one’s digital footprint can be
examined as part of a patient’s features with insomnia [1].
Similarly, data from Google searches can recognize suicidal
ideation [2]. To date, digital technologies such as smartphone
apps afford moment-by-moment perceptible measurements of
a person’s behavior regarding preventive and predictive ways
to manage health.

Obtaining app users’ attention is a critical issue related to the
app’s potential efficacy for behavior change. The association
between intervention exposure and efficacy emphasizes the
need for a detailed understanding of user engagement [3]. When
we deliver an intervention via a mobile app, the users must
actively and frequently engage with mobile apps to succeed
within the treatment. Thus, identifying predictive markers that
can inform engagement in mobile health (mHealth) interventions
could potentially strengthen its effectiveness. Previous studies
have found that the involvement of social and gamified
components or offering personalized feedback from human
factors effectively enhances user engagement for app-based
interventions [4,5]. In fact, identifying the major principles that
can predict users’engagement and health outcomes is important
for exploring systemic elements to strengthen user engagement
in digital intervention. Engagement with digital technology is
intricate because it is not stationary but a progressive process
[6]. It is also multifaceted in its environment, reflecting the
quality of the user’s practice, their communication features, and
their willingness to use the app over time or repeatedly [7]. Of
special interest to this issue, it is noted that intrinsic motivation
is a significant precursor for engagement [8]. Moreover, a wide
range of cognitive and emotional states, such as self-interest
and self-efficacy, are closely related to the user’s engagement
[7]. Therefore, it is important to examine motivation, behavior,
emotion, and cognition to understand the changes in users’
engagement and predict clinical outcomes. This will intensify
the treatment’s efficacy and find good responders to precision
medicine. However, finding the major indicator that predicts
who will benefit the most from a digital intervention is
insufficient. This resulted in only a minor portion of users
obtaining advantages from the digital health care system [9,10].
Thus, it is necessary to explore how comprehensive and
multidimensional digital phenotypes detect individual
differences and determine user engagement in digital
interventions.

Another major issue in the digital era is the interpretation and
filtering of data for clinical decisions. Although the rapid growth
of digital technologies has led to comprehensive and abundant
information about one’s health status, analytical methods to
clarify and simplify it have not advanced at a compatible pace
[11]. This could be addressed as the main bottleneck in current
digital phenotyping studies. Some pioneering research has
demonstrated statistical methods to derive insights (which
predict outcomes) from various digital phenotypes [12-14].
However, the data are mostly heterogeneous and mixed with
structured and unstructured frames containing random sampling,
artifacts, and inconsistent completion, making traditional
statistical models difficult. This can lead to limited or biased
results from the data and a lack of replicability of the
conclusions. Compared with conventional analytical methods,
machine learning analysis can obtain information from scattered
and intricate data, offering insights to promote clinical decision
making. A recent study has shown that mortality prediction
models using intensive care unit data based on a machine
learning approach are superior to conventional methods [15].
Algorithms supporting individual-specific predictions may
enhance the usability of machine learning prediction models.
This could aid in the adaptation of machine learning models as
clinical decision-support tools.

Objectives
In this study, we aim to investigate multidimensional
information at different time points using various assessment
methods to monitor and predict the engagement and efficacy
of the primary outcome. This study plays a significant role in
establishing the most practical and effective mHealth
intervention paradigm.

Methods

Study Design and Participants
We performed a post hoc analysis based on data from a
previously reported open-label, 8-week, active comparator
randomized controlled trial in the digital cognitive behavioral
therapy (dCBT) study. The trial was registered with
ClinicalTrials.gov (NCT03465306) in March 2018. Methods
of recruitment, inclusion and exclusion criteria, and
demographics have been published elsewhere [16]. All study
participants provided written informed consent before
enrollment in the study. The Institutional Review Board of Seoul
National University Hospital approved this study
(H-1707-122-872). The study protocol was registered at
ClinicalTrials.gov (NCT03465306) on January 15, 2018. This
study was conducted to validate the clinical efficacy of the
obesity dCBT model and to identify factors related to its
efficacy. Furthermore, all the digital phenotypes were averaged
for each participant to predict their engagement during the
intervention and their health outcomes for both the short term
(8 weeks) and long term (24 weeks). A conceptual framework
of mHealth components, including examples of digital
phenotypes, is presented in Figure 1.
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Figure 1. A conceptual framework of mobile health components and examples of digital phenotypes.

A total of 70 female participants aged between 18 and 39 years,
with a BMI of 25-40, eligibility for smartphone use (assessed
during the screening interview), and scores in the highest 40%
on the Situational Motivation Scale (SIMS; scores above 68 out
of 112 in total) were enrolled. We analyzed only 45 participants
from the dCBT group. No analysis was performed in the control
group. Among the dCBT group, we excluded 6 participants due
to dropout, 1 participant due to withdrawal, and 1 participant
due to lack of participation (less than 15 days). Therefore, the
data analyzed included 37 participants.

Randomization and Masking
Participants were randomly assigned to a control group or dCBT
group with a ratio of 1 to 2 to amplify the power of the dCBT
group within analysis and to administer a more robust test within
resource restraint. Research participants and research staff were
aware of group assignments, but the group assignments were
blinded to the technicians and clinical staff.

Procedures
The aim of this analysis was a post hoc analysis of the effects
of a dCBT intervention on obesity. The detailed design and
procedures have been described elsewhere [16]. Briefly, the
participants in the dCBT group (app+human cognitive
behavioral therapy) consisted of daily individualized feedback
and assignments from a clinical psychologist based on the CBT
modules for 8 weeks. CBT contents were obtained from the
program used by the clinicians’ guidelines [17]. The therapist
monitored multidimensional components related to the behavior,
cognition, emotion, and motivation of each participant in the

dCBT group. In contrast, the participants in the control group
(app only) were instructed to use the food diary by themselves.
All participants were asked to visit at baseline and at 8 and 24
weeks. Anthropometric and self-administered questionnaires
were collected at each study visit. The Noom app was mainly
used to log food diaries and deliver messages between the
therapist and participants.

Measures
The statistical information for the baseline characteristics and
in-app measures is presented in Table 1. There are two main
structures: conventional and digital phenotypes, which are
classified based on different algorithms. Conventional
phenotypes were composed of previously developed and
validated surveys. Digital phenotypes are generated by a newly
devised scoring system consisting of a combination of active
and passive digital features gathered from digital devices. These
phenotypes are categorized into four different dimensions:
behavioral, cognitive, emotional, and motivational. For
conventional phenotypes, four indices for each behavioral and
emotional dimension and one index for cognitive and
motivational dimensions were assessed. A total of 17 indices
for behavioral, 1 for cognitive, 5 for emotional, and 4 for
motivational dimensions were assessed regarding digital
phenotypes. These categorizations among the four dimensions
were proposed based on previous studies [18-21]. The surveys
for each dimension were also developed and not validated
because they were used only to monitor the users’ condition
and not for clinical diagnosis.
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Table 1. Participant characteristics on demographic, behavioral, cognitive, emotional, and motivational measures.

Value, mean (SD)Phenotype

Demographic information

22.59 (3.68)Age (years)

27.86 (3.14)Presession BMI

27.01 (3.51)Postsession BMI

Conventional phenotypes

Behavioral

29.81 (6.90)Restricted eating (DEBQ-REa)

37.54 (9.85)Emotional eating (DEBQ-EMb)

34.76 (4.82)Environmental eating (DEBQ-ENVc)

2.54 (1.30)Food addiction (YFASd)

Cognitive

56.92 (21.81)Automatic thoughts (ATQ-30e)

Emotional

13.22 (8.04)Depression (BDIf)

47.92 (10.03)Anxiety (TAIg)

35.84 (7.30)Body satisfaction (BSQ-8Ch)

19.65 (5.15)Self-esteem (RSESi)

Motivational

75.97 (5.89)Conventional motivation (SIMSj)

Digital phenotypes

Behavioral

142.95 (26.49)Carbohydrate

49.69 (10.60)Protein

38.46 (9.37)Fat

2190.52 (585.95)Sodium

39.47 (11.42)Sugar

201.03 (108.33)Breakfast

18.28 (15.98)Morning snack

402.16 (98.56)Lunch

56.71 (39.97)Afternoon snack

438.98 (120.26)Dinner

67.98 (56.61)Evening snack

0.29 (0.09)High-calorie food

0.48 (0.06)Moderate calorie food

0.18 (0.09)Low-calorie food

6485.00 (2618.54)Steps

8.17 (8.14)Exercise

9.48 (2.34)Interaction frequency

Cognitive

0.49 (0.64)Obesity automatic thoughts
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Value, mean (SD)Phenotype

Emotional

46.53 (23.39)Irritated

49.43 (24.52)Lonely

47.26 (23.81)Nervous

47.74 (24.18)Bored

47.04 (24.27)Depressed

Motivational

4.58 (2.23)Will

3.73 (2.10)Importance

4.11 (2.20)Confidence

4.46 (2.40)Satisfaction

aDEBQ-RE: Dutch Eating Behavior Questionnaire–Restricted Eating.
bDEBQ-EM: Dutch Eating Behavior Questionnaire–Emotional Eating.
cDEBQ-ENV: Dutch Eating Behavior Questionnaire–Environmental Eating.
dYFAS: Yale Food Addiction Scale.
eATQ-30: Automatic Thoughts Questionnaire-30.
fBDI: Beck Depression Inventory.
gTAI: Trait Anxiety Inventory.
hBSQ-8C: Body Shape Questionnaire-8C.
iRSES: Rosenberg Self-Esteem Scale.
jSIMS: Situational Motivational Scale.

Participants’ situational motivation toward the weight loss
program was assessed using an adapted version of the SIMS.
SIMS typically measures four types of motivation to engage in
a task (herein, the weight loss program) at a specific point in
time, with four items per subscale: intrinsic motivation,
identified regulation, external regulation, and motivation. SIMS
has demonstrated acceptable levels of reliability and validity in
previous studies. The Body Shape Questionnaire-8C (BSQ-8C)
is a brief form of the BSQ and consists of eight items extracted
from the full version measuring the extent of the
psychopathology of concerns about body shape. Higher BSQ
values indicated greater body dissatisfaction. Depression was
assessed using the Korean version of the Beck Depression
Inventory scoring system. A total score from 0 to 9 indicated
no depression, 10 to 15 indicated mild depression, 16 to 23
indicated moderate depression, and 24 to 63 indicated severe
depression. Anxiety was measured using the 20-item Trait
Anxiety Scale of the State-Trait Anxiety Inventory, with greater
scores indicating more trait anxiety. The Rosenberg Self-Esteem
Scale measure of self-esteem was used in this research with a
10-item scale with all negatively worded items. Thus, higher
scores implied lower self-esteem. Eating behavior was measured
using the Dutch Eating Behavior Questionnaire, which has three
different psychologically based eating behaviors: restrained
eating, emotional eating, and external eating. It contains 33
items, with higher scores indicating a greater tendency to present
subscale behavior. The frequency of automatic negative thoughts
associated with depression was assessed using the Automatic
Thoughts Questionnaire-30. The scores ranged from 30 to 150,
and higher scores implied that the participants experienced

automatic negative thoughts more often. All psychological
questionnaires were presented in Korean.

Six types of behavioral phenotypes, modified and extended
from previous studies [22,23], were assessed in apps: food
restriction, overeating and binge eating, late-night meals,
snacking, food choice, and activity rate. Food restriction was
evaluated using calories per meal per day. Overeating and binge
eating were assessed by calories per meal per day and the speed
per meal—the late-night meal was investigated using the dinner
calories and the time per meal. Snacking was estimated using
snack calories. Food choice was examined based on the type of
food per meal, total amount of sodium and sugar, number of
food types per meal, and percentage of nutritional types
(carbohydrate, protein, and fat). The activity rate was measured
as the number of steps and the total hours of exercise. Automatic
thoughts were grouped into six categories: selective abstraction,
arbitrary inference, overgeneralization, magnification or
minimization, personalization, and absolutism. There were 20
automatic thoughts, and participants could add thoughts related
to food or eating behaviors. Example statements for automatic
thoughts are listed in Table S1 in Multimedia Appendix 1. We
assessed 5 negative emotions closely related to problematic
eating habits: irritation, loneliness, nervousness, boredom, and
depression. The participants were asked to report each type of
negative emotion score using a visual analog scale between 0
and 100. Motivation was assessed using four dimensions: will,
rank of importance, confidence, and satisfaction. These different
types of motivation were scored using a 10-point Likert scale
(1-10).
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Outcomes
The primary outcomes were changes in body weight and number
logged into the app. Body weight was assessed by InBody H20B
(InBody Co, Ltd) at baseline and 8 and 24 weeks in light street
clothing and without socks and shoes. The number logged into
the app was examined by tracking the actions such as responses
to the daily assessment (responses per day), meals logged (meals
per week), green foods defined by Noom (logged per week),
exercise logged (times per week), exercise time registered
(minutes per week), steps recorded (steps per week), weigh-ins
logged (times per week), articles read (articles per week), group
posts (posts per week), group comments (comments per week),
messages sent to coaches (messages per week), and group likes
(likes per week). The engagement rate was assessed using these
objective indices for each participant.

Statistical Analysis
We analyzed the data to predict three target outcomes: (1) the
number of mobile activities during the experiment session, (2)
the weight change rate between presession (week 0) and
postsession (week 8), and (3) the weight change rate between
postsession and follow-up. The weight change rates were
calculated as the ratio of the weight difference to the baseline
weight as (weightbefore–weightafter)/weightbefore. Correlations
between the number of logs and weight change rates were
analyzed to determine the relationship between engagement and
health outcomes.

A machine learning approach using an elastic net was conducted
[24]. The elastic net is a penalized regression method that
automatically selects significant variables by reducing the
regression coefficients of unimportant features to zero. Using
37 behavioral, cognitive, motivational, and emotional measures,
we tried to reveal which measure contributes to predicting
behavioral changes before and after treatment.

The analysis procedure for the out-of-sample regressions was
similar to that in a previous study [25,26]. To conduct
out-of-sample regression, we used leave-one-out
cross-validation, which trains a model with data except for a
single point and then evaluates the point’s prediction. The root
mean squared errors (RMSE) computed for all possible train
test splits are averaged to the leave-one-out cross-validation
error, which is a measure for evaluating the model fit.

To acquire generalizable coefficients, we conducted model
fitting 1000 times for each possible α value, which is the ratio
between the ridge and lasso penalty terms. The number of
iterations was chosen according to previous literature using a
similar approach [25,26]. Figure S1 in Multimedia Appendix
1 shows the RMSE with 100 α values (from 0.01 to 1 with an
interval of 0.01), and we chose the α value that minimizes
RMSE across all participants. Then, to identify predictors for
engagement and health outcomes, we computed mean β
coefficients across 1000 iterations, and only phenotypes that
were significant in more than 5% of 1000 iterations were
selected as predictors for each model [25,26].

Results

Relationship Between the Number of Logs and Weight
Changes
Figure 2 shows the correlations between the number of logs
(engagement) and weight change (health outcomes). For the
weight change during the 8-week intervention, two variables
were highly correlated (r=−0.59; two-tailed t35=−4.32; P<.001;
Figure 2), which indicates that participants who had engaged
in the in-app activity more actively lost weight. This result was
the same for the weight change between baseline and follow-up
(r=−0.52; two-tailed t35=−3.59; P<.001). These short-term and
long-term health outcomes were highly correlated (r=0.74;
two-tailed t35=6.60; P<.001).
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Figure 2. Relationships between engagement and health outcomes. The health outcome larger than zero indicates weight loss compared with baseline.

In addition, we tried to check whether there exist nonlinear
relationships between the log number of activity logs and
short-and long-term health outcomes. Such log transformations
did not show significant differences for the relationship with
short-term health outcomes (rlog=0.58; z34=0.7843; P=.43) and
even for those with long-term health outcomes (rlog=0.50;
z34=1.4579; P=.14).

Elastic Net Results
Through the leave-one-out cross-validations with different
values for the mixing parameter (α), we chose the best value
for each model that showed the minimum RMSE between the
data and predicted outcomes. The estimated mixing parameters,
α, were .08, .15, and .53 for predicting engagement, short-term
health outcome, and long-term health outcome, respectively
(Figure S1 in Multimedia Appendix 1). The α estimate for the
long-term health outcome was much higher than that in the
other two models, suggesting that the multivariate pattern is

more parsimonious. Its coefficients are prone to shrink to zero
while predicting long-term weight changes.

Figure 3 illustrates the multivariate profiles of conventional and
digital phenotypes to predict in-app engagement and the health
outcomes of digital health care. In-app engagement, computed
as the number of daily activity logs, was significantly associated
with lower self-esteem, lower body satisfaction, and higher
external eating behaviors, measured as conventional phenotypes.
For digital phenotypes, engagement was predicted by lower
intake of food with a high calorie density index (CDI), higher
food intake in the morning (breakfast and morning snack), lower
food intake after that (lunch, dinner, and evening snack), higher
sugar intake, higher intake of moderate or low CDI food, and
higher frequency of interactions with the therapist. Higher
emotional and motivational measures in digital phenotypes were
also involved, such as irritation, boredom, depression,
satisfaction, will, and confidence.
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Figure 3. Multivariate patterns of conventional and digital phenotypes for predicting engagement (red) as well as short-term (green) and long-term
(blue) health outcomes. Points indicate the averaged β coefficients across 100 repetitions of net elastic analysis (see the Methods section for details).
A positive β estimate of a phenotype indicates an association between the phenotype and higher in-app activities (engagement) or more weight loss
(health outcomes). The points, which contain zero in the simulated 95% ranges, are omitted.

For short-term health outcomes, lower emotional eating
behavior, lower self-esteem, lower anxiety, higher external
eating behavior, and higher motivation predicted the weight
change rate for 8 weeks. The 8-week weight change was also
predicted by lower intake of high CDI food, lower carbohydrate,
lower sodium, lower fat intake, higher afternoon snack intake,
lower dinner intake, higher intake of low CDI food, and higher
frequency interactions with a health care mentor. Furthermore,
short-term health outcomes were positively associated with

emotional and motivational features in digital phenotypes, such
as boredom, irritation, will, satisfaction, and confidence.

In contrast, fewer phenotypes are involved in the prediction of
long-term health outcomes. Lower self-esteem, lower food
addiction, lower body satisfaction, higher motivation, and higher
restricting eating behavior in conventional phenotypes predicted
the 24-week weight change. For digital phenotypes, the
long-term health outcome was predicted by lower carbohydrate
intake, lower lunch and evening snack intake, lower fat intake,
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lower steps in a day, higher satisfaction, higher will, and higher
confidence.

Common predictors across dependent variables were associated
with different phenotypes (Figure 4 and Table 2). Engagement
and health outcomes were commonly affected by lower
self-esteem in conventional phenotypes and higher in-app
motivational measures in digital phenotypes. In other words,
decreased self-esteem before the intervention and inclined
motivation during the intervention highly predicted more in-app

activities and more weight loss following the intervention.
Furthermore, common predictors between engagement and
short-term health outcomes include the behavioral dimension
of digital phenotypes, such as the frequency of coach interaction
and low- or high-calorie food intake. Carbohydrate intake was
the most commonly influential predictor of short-term and
long-term health outcomes. Conversely, conventional and digital
phenotypes’ motivational measures were positively associated
with health outcomes (Figure 5).

Figure 4. Common predictors between engagement and health outcomes for (A) health outcome (short term) versus engagement, (B) health outcome
(long term) versus engagement, and (C) health outcome (long term) versus health outcome (short term). Each axis indicates the β estimate for predicting
engagement and health outcomes. A positive β coefficient indicates a positive association with engagement but negative associations with health
outcomes (weight changes).
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Table 2. Common and specific predictors of conventional and digital phenotypes for predicting engagement and health outcomes.

Predictors specific to each dependent variableCommon predictorsaPhenotypes

Health outcome (long term)Health outcome (short term)Engagement

Conventional phenotypes

•••• Food addictionbEmotional eatingbBody satisfactionbSelf-esteemb

••• Body satisfactionbAnxietybEnvironmental eatingc

•• Conventional motivationcEnvironmental eatingc

•• Restrictive eatingcConventional motivationc

Digital phenotypes

Behavioral

N/Ad ••• CarbohydratebHigh-calorie foodbHigh-calorie foodb

••• Night snackbCarbohydratebNight snackb

••• LunchbSodiumbLunchb

• ••Dinnerb FatbFatb

•• •Afternoon snackbBreakfastc Stepsb

•• Low-calorie foodcSugarc

• •Morning snackc Interaction frequencyc

• Moderate calorie foodc

• Low-calorie foodc

• Interaction frequencyc

Emotional

N/AN/A •• IrritatedcIrritatedc

•• BoredcBoredc

• Depressedc

Motivational

N/AN/AN/A• Satisfactionc

• Willc

• Confidencec

aCommon predictors in the first column were involved in all models. The cognitive dimension of digital phenotypes was omitted because of a lack of
significance.
bPredictors having positive associations with the engagement in app or health outcomes.
cPredictors having negative associations with the engagement in app or health outcomes.
dN/A: not applicable.
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Figure 5. Two examples of common predictors between short-term and long-term health outcomes: (A) carbohydrate intake and (B) confidence in
digital phenotypes. VAS: Visual Analogue Scale.

Regarding the model performance of the three prediction
models, the machine learning approaches successfully predicted

the engagement rate (mean R2 0.416, SD 0.006), short-term

weight change (mean R2 0.382, SD 0.015), and long-term weight

change (mean R2 0.590, SD 0.011). In predicting long-term
weight change, approximately 59% of the outcome variance
was explained by the prediction model. In summary, these model
performances suggest that the multivariate profiles in
conventional and digital phenotypes provide phenotypes that
are significantly associated with engagement and health
outcomes.

Discussion

Principal Findings
Using a machine learning approach based on elastic net
regression, we successfully demonstrated the applicability of
the conceptual paradigm with complex dimensions of how
in-app engagement is formed and affects health outcomes. This
study showed that mobile apps’ engagement was significantly
associated with health outcomes, even 4 months after the
cessation of digital interventions. We also found that both
conventional motivation (before the intervention) and in-app
motivation (during the intervention) were closely related to both
engagement and clinical outcomes. Multiple aspects of
motivation before and during the intervention could be used to
predict engagement and health outcomes. Furthermore, both
engagement and health outcomes are associated with
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multivariate psychological indices patterns, such as behavioral,
cognitive, emotional, and motivational components, driven by
regularized multivariate profiles obtained using the machine
learning approach. From the results, we conclude that
individuals’ psychological states are the primary elements that
influence engagement and health outcomes.

This study makes a clear implication on how engagement with
apps influences clinical outcomes. Our finding that a higher
frequency of logging into an app drives more significant
improvements in health outcomes during the active intervention
period is consistent with previous studies [27,28]. However, a
notable finding in this study is that those who logged into the
app more frequently also showed more favorable health
outcomes after the cessation of the active intervention period.
These results indicate that engagement is paramount to the app’s
potential effectiveness for behavior change, leading to a change
in symptomatology. Thus, it is feasible for clinicians and users
to predict their health outcomes according to the intensity of
their participation in apps.

Digital interventions via apps are not the only realm in which
engagement is an issue. Both face-to-face and digital interfaces
encounter difficulties in maintaining adherence and engagement
with monitoring, medications, and psychotherapies [29]. Digital
therapeutics are beneficial for monitoring and analyzing
real-time data and reaching out to users without barriers in space
and time; however, they are more applicable to offer immediate
feedback and prevent attrition than face-to-face clinics. From
this perspective, a previous meta-analysis claimed that
integrating a human factor into the treatment is an actionable
strategy to alleviate dropout rates in the digital intervention
[30]. Our result is also supportive in that the number of messages
(interaction frequency between the user and therapist) showed
the highest positive standardized coefficient with engagement
with the app. Taken together, we suggest that human feedback
is involved in the development of digital therapeutics to
strengthen the engagement rate, leading to greater clinical
efficacy.

For the first time, this study evaluated the multiple dimensions
of motivation at two different periods: before (conventional
motivation) and during (in-app motivation) the intervention
[31,32]. Previous studies assessed motivation at several time
points but only one dimension (ie, usability or satisfaction with
digital intervention) [33,34]. Furthermore, other studies
measured multiple dimensions of motivation (ie, satisfaction,
acceptability, and usability) but only assessed one period (ie,
after the digital intervention) [35,36]. These previous designs
have limitations in reflecting the users’ true motivation and
predicting both engagement and clinical outcomes. According
to our results, the common predictors of both engagement rate
and health outcomes were in-app motivational phenotypes,
referred to as satisfaction with the intervention, desire to
improve health outcomes, and self-confidence. The level of
self-esteem at baseline was also a common predictor of both
engagement and health outcomes. Moreover, before
implementing the intervention, the level of motivation was
strongly related to health outcomes in both the short- and
long-term courses. Altogether, these results suggest that

motivation is the main component that determines engagement
and health outcomes.

Previously, pragmatic qualities, systematic flow, satisfaction,
usability, and esthetics were known as the major contributors
to digital therapeutic engagement [7,27,29]. These previous
results only serve as a basis for preliminary hypotheses on what
may force engagement with apps. Few studies have examined
engagement based on individuals’ interactions with various
intervention elements such as frequency of access, an average
of steps, article views, and message views [28,37,38]. However,
it is still challenging to establish a standardized approach to
assess the engagement of these phenotypes because of various
factors, such as diverse technological aspects, different
intervention exposure times, and individual characteristics.
Thus, we suggest measuring the multiple aspects of motivation
directly before and during the intervention to predict dropout
and give each participant individualized attention.

This is the first study to categorize diverse digital phenotypes
into four different constructs: behavior, cognition, emotion, and
motivation. This allows a comprehensive understanding of the
nature of behavior change, which is closely related to the
engagement and clinical outcomes of digital interventions. We
suggest that the behavioral phenotypes (calorie density of food,
snack time of the day, amount of food intake per meal, and
frequency of message interactions with the therapists), emotional
phenotypes (irritated, bored, and depressed), and motivational
phenotypes (satisfaction, will, and confidence) are the favorable
phenotypes for predicting the engagement in app and health
outcomes. However, none of the cognitive phenotypes were
capable of engaging in the app. The phenotypes predicting the
health outcomes were similar but not identical to the engagement
because the amount of nutritional intake was included instead
of the amount of food intake per meal for the behavioral
phenotypes, and depressive moods were excluded from the
emotional phenotypes. These findings imply that not only users’
physical participation in a specific target behavior (eg, logging
food diary and number of steps) and behavior in digital spaces
(eg, number of accesses) but also the user’s psychological
conditions (eg, emotion and motivation) are relevant to
engagement and clinical outcomes.

To the best of our knowledge, this is the first study to apply a
machine learning approach to provide relevant insights into
improving both the adherence and clinical outcomes of digital
interventions. Although previous mHealth intervention studies
have shown that user engagement is critical to clinical outcomes,
little effort has been made to conceptualize and estimate it. The
major reason is that only a few mHealth programs predominantly
use the applicable data to investigate participants’ engagement
or to examine its correlation with primary outcomes. However,
we demonstrated the whole framework of how different types
of phenotypes at baseline and during the intervention carry out
in-app engagement and health outcomes. We used machine
learning strategies with digital phenotypes to find an applicable
model to predict intervention adherence for the first time.

This is also the first study to examine the determinants of
significant weight changes from digital interventions. In
addition, our first attempt to explore the phenotypes in two
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different periods (at baseline and during the intervention) and
categorize them into four distinctive dimensions (behavior,
cognition, emotion, and motivation) presents more
comprehensive perceptions of engagement mechanisms and
clinical outcomes. Finally, this study applied two specific
methods, in-app and a web-based survey, for the first time to
collect sufficient data, which led us to explore various
components attaining favorable solutions for the issue of
engagement and clinical efficacy in digital therapeutics. Using
digital phenotypes and enhancing our insight into them to
promote management will involve refined approaches for
choosing and investigating diverse digital health data streams
in a definite manner.

Limitations
This study had several limitations. First, all participants received
cognitive behavioral therapy, so it lacked a control group that
did not receive any intervention. Second, the number of
participants was relatively small, which might not be sufficient
for a reliable interpretation. However, as we extracted
multivariate profiles to predict engagement and health outcomes,
we remedied the shortage by using a machine learning approach.

Furthermore, as this study explores the challenging concept of
digital interventions, a small number of participants are still
tolerable to apply the machine learning analysis [39]. Third,
considering the relatively small sample size, the leave-one-out
cross-validation may be sensitive to outliers in the data set.
Furthermore, our study is somewhat exploratory, limited by the
small sample size, which requires further investigation with
large data sets to consolidate the validity of our findings. Finally,
the experiment did not track longitudinal changes in health
outcomes in the app.

Conclusions
Using a machine learning approach, we successfully established
and validated an intuitive analytic strategy and provided
visualization with a multiplex component paradigm of causality
underlying digital psychotherapy on health outcomes. Our
results revealed a key mechanism of psychological features
interacting with multiple dimensions of motivation, which
induce engagement in the app and enhance clinical efficacy.
We expect that this study will play a significant role in
establishing the most practical and effective mHealth
intervention model, a vital insight for precision digital medicine.
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Abstract

Background: As the use of smartphones and mobile apps is increasing, mobile health (mHealth) can be used as a cost-effective
option to provide behavioral interventions aimed at educating and promoting self-management for chronic diseases such as
diabetes. Although many mobile software apps have been developed for this purpose, they usually lack a theoretical foundation
and do not follow the guidelines suggested for evidence-based practice. Therefore, this study aimed to develop a theory-based
self-management app for people with type 2 diabetes and provide an app based on a needs assessment analysis.

Objective: This paper describes the development and usability evaluation of a cloud-based and mobile-based diabetes
self-management app designed to help people with diabetes change their health behavior and also enable remote monitoring by
health care providers.

Methods: The development of this mHealth solution comprises 3 phases. Phase I: feature extraction of the Android apps that
had a user rating of 4 stars or more and review of papers related to mHealth for diabetes self-management were performed followed
by seeking expert opinions about the extracted features to determine the essential features of the app. Phase II: design and
implementation included selecting which behavioral change and structural theories were to be applied the app and design of the
website. Phase III: evaluation of the usability and user experience of the mobile app by people with diabetes and the portal by
health care providers using the User Experience Questionnaire.

Results: The developed mobile app includes modules that support several features. A person’s data were entered or collected
and viewed in the form of graphs and tables. The theoretical foundation of behavioral intervention is the transtheoretical model.
Users were able to receive customized messages based on the behavioral change preparation stage using the Kreuter algorithm.
The clinician’s portal was used by health care providers to monitor the patients. The results of the usability evaluation revealed
overall user satisfaction with the app.

Conclusions: Mobile- and cloud-based systems may be an effective tool for facilitating the modification of self-management
of chronic care. The results of this study showed that the usability of mobile- and cloud-based systems can be satisfactory and
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promising. Given that the study used a behavioral model, assessment of the effectiveness of behavior change over time requires
further research with long-term follow-up.

(J Med Internet Res 2021;23(6):e18167)   doi:10.2196/18167

KEYWORDS

type 2 diabetes; mobile health; mHealth; mobile app, self-management; behavior change

Introduction

Diabetes is a chronic condition in which the pancreas is unable
to produce enough insulin to regulate glucose or the body cells
cannot respond to insulin properly [1]. Diabetes is one of the
most common metabolic causes of mortality because of its
complications [2]. The prevalence of diabetes worldwide was
estimated at 8.4% in 2017. This is projected to increase by 1.5%
in 2045 [3]. The high prevalence of diabetes has high social and
financial consequences, especially in low- and middle-income
countries [3], including the Middle East and North Africa region
[4]. The prevalence of diabetes in Iran is high and the number
of affected people is continuously increasing. From 2005 to
2011, the prevalence of diabetes has grown by 35% in Iran [5-7].
The frequencies of diabetes-related complications among people
with diabetes admitted to tertiary care centers in Iran are
relatively high [7].

To minimize the potential risks of diabetes-related
complications, patients should be educated and monitored to
enhance their self-management abilities. People with diabetes
who are empowered by self-management abilities show
improvements in health outcomes [8]. People with diabetes
must have access to ongoing health care services. However, in
developing countries, financial and human resources are limited.
Face-to-face education and self-management training for a
person’s empowerment to control their illness are often
suboptimal and limited [1]. Due to limited resources, the use
of information technology has been suggested to improve a
person’s self-management skills regularly. Although the use of
the latest mobile technologies is valuable in empowering people
with diabetes for self-management, health-related mobile apps
are still relatively new and need more attention in developing
countries [1].

The popularity of mobile health technologies has become an
opportunity for education, remote monitoring, self-management,
and data collection for diabetes care [9]. This opportunity can
be used to provide interventions for user-centered and
evidence-based self-management for people with diabetes [10].
Meanwhile, the development of these technologies, referred to
as mHealth, has been greater than other apps [9]. mHealth is
defined as “medical and public health measures supported by
mobile devices, such as cell phones, personal monitoring
devices, personal digital assistants, and other wireless devices”
[11]. We have seen a large number of developed apps in the
clinical care setting for patient self-management intervention
[12], but few apps developed based on validated behavioral
theories [13]. Interventions will have a greater chance of
changing a person’s behavior if they use a behavioral model
than interventions that have not used any behavioral model [14].

It is noteworthy that each behavioral theory can help us to
understand why people behave concerning their health.
Therefore, approaches that do not use these theories might fail
[15]. Behavioral theory-based data collection for diabetes care
can lead to customized feedback to enhance self-management
skills. This feedback is a fundamental aspect of changing
behavior that leads to improvement in a person’s
self-management [9]. However, there is still no definite opinion
on which behavioral models should be used to design an
appropriate intervention for improving diabetes care [16].
Research shows that cognitive theories such as theory of planned
behavior; transtheoretical model (TTM); and use of self-efficacy,
information motivation, and behavioral skills were most widely
used in technology-based interventions, especially mHealth
apps [14].

One particular model provided by Prochaska and DiClemente
[17] is the transtheoretical model. In this model, behavior change
is considered as a 5-step process over time rather than an event.
Since the results obtained from the use of this model have been
reported to be useful for patients with type 2 diabetes mellitus
(T2DM) [18], we decided to use this model in our study.

Two important points motivated the conduct of this study. In
contrast to developed countries, in Iran, with the highest rate
of diabetes prevalence in the Middle East and North Africa
region [19,20], no study has been conducted to design a cloud-
and mobile-based intervention underpinned by a behavioral
model. Second, while most of the apps have been developed in
the English language and there are already extensive studies on
the usability of such apps [13], language remains one of the
barriers in the adoption of English mobile apps by patients in
non-English speaking countries [21]. There are numerous
English apps in the public app stores for T2DM. Despite a large
number of apps in this field, few of them are supported by
scientific evidence, have been designed based on a behavioral
model, and endorsed by health care professionals.

We felt the need for a Persian app for Iranian patients. However,
we were not able to find any app in the Persian language that
can provide management, monitoring, and education modules
to Iranian patients based on a behavioral model. This paper
reports on first Persian mobile app for diabetes care developed
in Iran. In this study, we aimed to create a cloud- and
mobile-based system for people with T2DM and health care
providers to support diabetes self-management. We also
evaluated the usability of the app. This paper sets out the steps
taken to design and implement this app and highlights the
limitations and results of the study. We believe the insight
gained in this study illuminates the path for future studies in
this field.
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Methods

Study Overview
This study consisted of three main phases. To achieve a
theory-based mobile- and cloud-based system that delivers a
set of tailored messages, we first had to determine and define
the requirements of such a system. One of these requirements
was a behavioral model as a basis to design appropriate
messages. Therefore, in the next phase, we determined which
behavioral model we wanted to use according to the intended
purpose of the system. The choice of model should be such that
it can have the capacity to track patients over time and provide
a suitable strategy for each stage of changing the patient’s care
process. After that, the third phase was to design the mobile
app and cloud-based system that included modules to meet the
suggested requirements.

Phase I: Needs Assessment and Planning
Initially, we conducted a survey to determine what features and
functions are required for an ideal mobile app for people with
T2DM [22]. We reviewed the literature and available diabetes
apps for iOS and Android to investigate the features of diabetes
apps to get familiar with them. The inclusion criteria were free
apps directly related to diabetes with 4 or more stars (out of 5)
in user ratings. Exclusion criteria were supporting only a single
feature (for example, insulin calculation, recording data in an
electronic notepad); not designed for diabetes self-management;
provide information only such as how to use glucometer or
educational materials about diabetes; not updated within 12
months prior to the search date; or solely targeting fitness,
physical activity, or diet of people with diabetes. Relevant
English articles indexed in Web of Knowledge, Google Scholar,
PubMed, Scopus, and Science Direct published from 2012 to
2017 were retrieved using the keywords “diabetes,” “glucose,”
“blood sugar,” “insulin,” “mobile Health,” “mobile apps,”
“smartphone,” “mobile phone,” and “mHealth.” Articles that
did not directly mention the use of mobile devices for the
self-management of T2DM were excluded.

The validity of extracted features was then analyzed. For this
task, we examined both the relevancy and necessity of features.

We requested the members of 6 national interdisciplinary expert
teams, including the Iranian Board of Health Informatics, Health
Information Management, Endocrinology, and Health Education
and Promotion, to provide comments on the most necessary and
relevant features of a mobile app for diabetes management.
Afterward, we designed a Likert-style questionnaire by verified
features, to determine the final features list, and analyzed their
level of importance (Multimedia Appendix 1). The response
options to the questions ranged from 1=totally disagree to
5=totally agree. A total of 21 experts participated in the survey.
The details of this phase have been reported elsewhere [22].

Phase II: Design and Implementation

System Architecture and Model
A 3-tier model was applied as the conceptual model of the app.
At the highest level, the logic layer presents the main functions
of the app. This layer is responsible for processing the data and
rendering them to the display layer. The data layer provides an
interface to the logic layer and performs the necessary
operations, including storing, editing, deleting, and retrieving
data without engaging in the complexity of the database. In this
layer, the database is designed and used. We needed to use a
suitable model for customization of the message here. In the
display layer, the application is placed under a web browser and
a mobile app.

The mobile apps are designed for people with T2DM and health
care providers. The users record the required data using the app
and connected devices. Based on the status of the patient’s
behavioral stage and other caregiving data such as blood
glucose, physical activity, and calorie intake, message embedded
in the library on the application server was called and displayed
on the mobile phone screen. It is also possible to view care
charts of the user at weekly, monthly, quarterly, and yearly
intervals. The clinicians, on the other side, can monitor the
patients’ data and be informed of their medication status, blood
sugar, nutrition, and physical activity. The clinicians also can
view notifications and messages sent to the patients. Figures 1
and 2 provide an overview of the framework designed for this
cloud-based system and the mobile app.
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Figure 1. Proposed architectural framework for functionalities of a system for people with diabetes.

The self-management app was designed to enable people with
diabetes to manage their required care by monitoring blood
glucose, physical activity, and diet as well as leverage the
behavioral stage by receiving customized messages using
smartphones. The app includes 5 modules that provide a
platform for facilitating diabetes management, as suggested by
American Diabetes Association. These modules include log-in
and data management, logbook, analysis, overview, and
education [23]. By module we mean a group of related features
for performing a function in a mobile app. In this way, each
module includes a set of features with specific tasks. For
example, the overview module can provide an overview of the
results of the care parameters over different periods, such as
weeks, months, and years.

Many different theories guide health interventions. We explored
and compared the existing behavioral models to identify the
best model for further adaptation of the system according to the
research goals and needs. To do this, the existing models were

reviewed to reveal which model would help people with T2DM
the most, and can be used for customizing messages for behavior
change at a specified stage. TTM was identified as the best one
for this purpose and formed the theoretical base of the app. TTM
considers a person’s behavioral change in a chronic status as a
multistep process [17]. In this case, the person’s behavioral
stage status can be determined from the beginning (time of
registration in the service) to the end (conclusion of the service).
Staging of individual behaviors can be performed in two ways.
One approach is to identify key behaviors based on their
importance in diabetes management. They then implement
step-by-step interventions for behavior change. The second
approach is to focus on behavior that is almost ready for change
[24]. In this study, we use the first approach, focusing on the
important self-management behaviors of diabetes and
monitoring the stages of change. These behavior aspects include
physical activity, blood glucose monitoring, diet and nutrition,
and medication, according to the International Diabetes
Federation recommendations [25].
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Figure 2. Proposed architectural framework for functionalities of a system for health care providers.

We also used the Kreuter algorithm, which was proposed in
1999, as a structured process to determine the customization of
interventions. The reason for choosing this algorithm is to
determine the level of intervention presented in this study that,
based on a behavioral model, aims to deliver customized
messages to help the self-management ability of diabetes persons
[26]. The first step of the Kreuter algorithm is instrument
identification and analysis. At this stage, a behavioral model is
usually used as the baseline model to identify items for better
diabetes care. In this study, the basic behavioral model for
identifying the person’s problem is TTM. The second step of
the algorithm is to use a tool or construct to evaluate the current
condition of a person with T2DM by asking some questions
about diet, medication, blood glucose measurement, and physical
activity habits and behaviors. In the third step, messages were
designed, and a library of messages was created. We chose those
messages from publications that had developed the messages
according to a scientific methodology. The messages were
chosen according to their validity and relevance in the area of
diabetes. To prepare a set of messages for this phase, we
explored similar messages in past studies and existing
educational resources and met several times with a health
education specialist. We use the online training resources of the
Iranian Ministry of Health and Medical Education [27],
Association of Diabetes Care & Education Specialists [28],
International Diabetes Federation [29], and American Diabetes
Association [30]. In the fourth step of this algorithm, according
to the previous step, the necessary responses were prepared and
different modes were considered. In the final step of the
algorithm, the rational rules for the relationship between the

status and the appropriate message were made (ie, in other
words, the relationship between the database and the library
was designed).

System Modules
Before creating an app, it is necessary to provide a structure of
each module to determine its functions and the relationship
between these modules. To meet this need, we used diagrams
to represent the structure and relationship of data elements and
other components involved in each module and a scenario to
illustrate the activities of that module. These diagrams are used
during app analysis to identify requirements and illustrate how
the app works. Actors in the mobile app and web application
design include person with T2DM, specialist physicians,
diabetes care nurses, and system administrators. Scenarios are
the details of the set of commands or activities performed in a
particular routine in an information system and include a
sequence of operations that objects perform in the system.

As illustrated in Figure 1, a person with diabetes communicates
by smartphone with the server. In this figure, the person with
diabetes is the end user of the app, which encompasses 5 data
modules. In Figure 2, on the server side, the databases include
demographic information, data collection and analysis, drug
and food list information, message and stage information, and
the person’s stage according to TTM. The data for each database
is called for its segment on which the relevant analysis is based.
For example, a person’s data in addition to their stage of changes
based on TTM is invoked and combined with the messages in
the relevant database and displayed to them.
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On the user side, the health care provider and the webmaster
are the end users of the web portal, each with different levels
of access. Moderator modules include log-in, access to
medication list, physical activity, and food names. The manager
has access to the list of health care providers. The health care
provider has access to a list of people with diabetes and their
care process, as well as a score based on the level of change,
received and reported by TTM. Patients are scored in order of
each stage of the change. For example, a patient who is in the
first step of the physical activity does not even think about
having an exercise program and gets a score of 1, and a patient
who is in the fifth step of physical activity has been exercising
for more than 6 months. On the server side, databases include
demographic information, measurement and analysis
information, drug and food list information, message
information, and stage information according to TTM. The data
for each database is called for its segment on which the relevant
analysis is based. For example, data on monitoring a person’s
information from their self-management process is called from
the relevant database and displayed to the health care provider.

The use of the app begins with registration. The person enters
the phone number (which triggers a confirmation code to be
sent to the mobile number). The patient then enters a password
and demographic information. A questionnaire based on TTM
is presented in this section. The person completes the options
for this questionnaire. The data from this section will be used
to apply the rules of the Kreuter algorithm. People with diabetes

should also include information about their weight, height, and
level of physical activity. As mentioned earlier, these data will
be used to calculate the number of calories needed and adjust
their diet.

In the logbook module (Figure 3), the person’s blood glucose
levels, medications, diet, and physical activity should be entered.
By selecting the 2-hour or fasting blood glucose (BG), the type
of blood sugar measured will be recorded. In addition to
receiving text messages, the app will display an emoticon that
shows the patient’s blood sugar status in green (normal range),
yellow (warning range), and red (danger range). Another
parameter is the list of medications used. These medications
are listed in alphabetical order, and pills and insulin can be
selected from this list and the date and method of administration
recorded. The next parameter is the database of foods that can
be continuously updated. The app includes customized Iranian
food databases for dietary intake. When a user exceeds the
number of calories recommended for a day compared with the
normal level and required calories based on the basic data, the
person will receive a notification informing them to observe
their diet. The food list is arranged alphabetically and allows
people to determine the amount of food consumed. Depending
on the type and amount of food consumed, the person’s intake
calorie count will be calculated. For the physical activity, the
person can select name and duration of their activities from the
list, and their activity level will be calculated based on
International Physical Activity Questionnaire.

Figure 3. Logbook module where participants can enter their clinical data. This screen shows that the blood glucose level was entered and saved on a
specific day and time.

In the overview and analysis modules (Figure 4), users can see
the daily and weekly charts of the 4 self-management aspects.
There is also a graph to compare the calorie intake versus the
number of calories consumed. Another feature of this module

is that person’s data can be examined in a data table. In this
table, we analyzed the statistical indices of mean, standard
deviation, maximum and minimum blood sugar, calorie intake,
and calories burned.
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Figure 4. Overview and analysis module: participants can view the entered data in a chart format and see trends over time. Charts show physical activity
range and calorie intake.

The data in the overview module can be explored in greater
detail in the analysis module. In the analysis module of recorded
data, monthly, quarterly, and annually surveyed comparisons
are presented in linear graphs. The data comparison table of this
module contains data in these time intervals. Another feature
of this module is the ability of the people to define their own
reminders. The user can set a specific time for a reminder during
the process of self-management.

In the education module (Figure 5), users can receive general
education and customized messages. The education module
makes this information available to users regardless of the stage
of change. The content of this module is also derived from the
texts used to customized messages in addition to behavioral
self-management recommendations, which are recommended
by the Association of Diabetes Care & Education Specialists.
This education includes tips on reducing risk, problem solving,
healthy coping, and some general information about diabetes
and using a glucometer.

Figure 5. Education module: participants will learn tips on controlling diabetes, improving problem-solving skills, reducing risks, and healthy coping.

For the health care providers, the web portal opens to a summary
page that displays the person’s history and their trend in BG,
diet and calories, physical activity, and behavioral stages.
Selecting a person links to a web page displaying their contact
details and details of their diabetes medication and expected
number of BG recordings per week, month, and year. Once a
person is selected, health care professionals can see a tabular
display of BG readings that mimics a paper diary.

Graphical representations similar to the graphs displayed on the
phone are also implemented on the web portal. The database,
algorithms, and user interface for people with diabetes and
health care providers were realized through coding. The
developed app used the Android SDK platform 4.4.2 Java
Development Kit. The database management program was
developed using MYSQL. The app works on mobile phones
running the Android operating system versions 2.3 to 4.4. The
Laravel framework and the PHP programming language have
been used to develop cloud-based software.
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Phase III: Usability Evaluation
The usability of the system and user satisfaction were assessed
using health care providers and diabetes person’s data via using
the User Experience Questionnaire (UEQ). UEQ is a
standardized questionnaire in which end users describe their
perception regarding aspects such as whether the app is easy to
use, clear, confusing, and so on. This questionnaire measures
6 scales: efficiency, perspicuity, attractiveness, dependability,
simulation, and novelty. The scales of the UEQ cover a
comprehensive impression of user experience. Both classical
usability aspects (efficiency, perspicuity, dependability) and
user experience aspects (originality, stimulation) are measured.
It consists of 26 contrarian adjective pairs randomly ordered to
represent the 6 scales. The items are scaled from –3 to +3 with
–3 representing the most negative answer, 0 a neutral answer,
and +3 the most positive answer. All 14 recruited users evaluated
the app for 10 days. This questionnaire has a useful tool
developed in Excel (Microsoft Corp) that interprets the results
and compares them with the results of previous studies in the
same field.

Participation was voluntary, and the respondents could opt out
of any phase of the study at any time. All participants were fully
informed about the project. The identities of the participants
were kept confidential throughout the process of data collection.
The UEQ questionnaire was used to evaluate the app in the
section based on the smartphone for people with diabetes and
a cloud-based app for health care providers. We recruited 14
people with diabetes at the beginning, and all of them concluded
the study. People were included if they met predefined criteria:
aged over 18 years and under 60 years, have a smartphone with
Android OS versions 2.3 to 4.4, not be insulin-dependent, at
least 2 years have passed since they developed T2DM, be literate

about using a smartphone, and be willing to participate in the
study. The usability evaluation was conducted in Shahid
Motahari Clinic of Shiraz and lasted for 10 days. Due to the
limited number of health care providers (n=7), we did not
consider any criteria and invited those who were interested in
participating in the study to use and evaluate the intervention.

Results

Verified Features
The details of methods and results of the literature review as
well as the process of selecting and verifying the features were
published previously [22]. Based on expert opinions, 23 relevant
features out of 33 were approved. These features were included:
blood glucose, insulin and medication, physical activity, diet,
weight and BMI, and blood pressure tracking; mealtime tagging;
food database; educational materials; healthy coping; reducing
risks; problem solving; messaging; color coding; alerts;
reminders; target range setting; trend chart view; logbook view;
numerical indicators view; customizable theme; preset notes;
and custom notes.

Testing the Cloud and Mobile-Based App
The mobile and cloud-based systems was then piloted in a
usability evaluation by health care providers and people with
T2DM. They were asked to use the app for 10 days and complete
the UEQ questionnaire and give their feedback and suggestions.

In total, 14 patients (Table 1) and 7 health care providers took
part in the study. The age range of patients was 24 to 53 years,
most of them were female (10/14, 71%). The age range of health
care providers was 35 to 42 years. Most of the health care
providers who took part in this study were female (6/7, 85%).

Table 1. Results of the User Experience Questionnaire completed by patients (n=14).

IQR (Q3–Q1)Median (SD)Item

0.561.56 (0.43)Attractiveness

1.082.35 (0.82)Perspicuity

0.661.76 (0.50)Efficiency

0.561.70 (0.46)Dependability

0.641.96 (0.48)Stimulation

0.802.30 (0.60)Novelty

The highest median belongs to perspicuity and novelty and the
lowest for attractiveness. The reason for the high perspicuity
measure seems to be due to the simple design of the system. In
designing this system, the features and modules were put
together simply and clearly and enough explanations were
written about each module for users. The point with the next
highest measure is novelty. As mentioned in the previous
sections of the paper, the existence and use of mobile-based
systems in patient care and monitoring in Iran are still in its
infancy. Therefore, when patients have used this system on their
phones, its novelty seemed like one of the most prominent
features. This measure has led to an increase in patients’
stimulation to use it.

The lowest level is related to the measure of attractiveness.
Perhaps one of the main reasons for this is related to the simple
design of the system. The textual content of the system instead
of its visual content was applied. In other words, patients used
this system by looking at the numbers in the charts, receiving
recommendations and text messages, and selecting and typing
the name of foods and physical activities in text form instead
of images. Also, the lack of use of sound and music in the
relevant sections could have reduced the attractiveness for
patients. This content can increase the system attractiveness to
users.

The UEQ offers such a benchmark, which contains the data of
previous product evaluations with these results. The benchmark
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classifies a product into 5 categories for each measure. Figure
6 illustrates this comparison for mobile-based system.

A total of 4 nurses and 3 physicians collaborated to evaluate
the cloud-based app. Table 2 shows the median, interquartile

range, and standard deviation of each measure asked among the
health care providers. The highest average is for perspicuity
and the lowest for attractiveness (Table 2).

Figure 6. Comparison chart of average mobile app system measurements with previous studies.

Table 2. Results of the User Experience Questionnaire completed by health care providers (n=7).

IQR (Q3–Q1)Median (SD)Item

0.321.53 (0.25)Attractiveness

0.622.45 (0.62)Perspicuity

0.442.05 (0.34)Efficiency

0.622.15 (0.45)Dependability

0.601.95 (0.43)Stimulation

0.402.05 (0.30)Novelty

The highest scores were given for perspicuity. The reason for
this is that we intended to design the system as clearly as
possible for health care providers. We aimed to make it
user-friendly so that working with it was not time-consuming.
In addition, they were provided with sufficient explanations for
each module. One of the reasons for the high dependability
measure for health care providers could be the ability to view
and access the data online and instantly. They could check the
lists of educational recommendations and messages in addition
to monitoring data and the process of changing stages of patients

in the form of charts. In the usual state of care, it was not always
been possible to observe the retrospective data in this way or it
may have taken more time.

Similar to the results of the usability evaluation for patients, the
lowest level of measurement is related to attractiveness. Perhaps
one of the reasons for this is the simple design of the system.
As mentioned, the appearance of the system was as simple as
possible, so the use of images and a lot of colors was avoided.
Figure 7 illustrates this comparison for the web-based system.
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Figure 7. Comparison chart of average web-based system measurements with previous studies.

Discussion

Principal Findings
Using a cloud- and mobile-based system had many advantages
for people with diabetes and health care providers. These apps
could be helpful for persons receiving online education in
self-management, relevant messages, and tips for their needs.
Health care providers could also get an overview to conveniently
obtain information about a person’s health and behavior status.
Since cloud-based systems and mobile apps can be used as a
tool for remotely monitoring and managing a person’s health,
this feature can be effective in providing organized care for
many other chronic diseases [1].

The app that we developed in this study differs from previous
Iranian apps in a number of key aspects. It was developed based
on a behavioral framework and provided customized messages
and recommendations. Using this app, people with T2DM and
their health care providers had multifunctional apps that enabled
them to enter data in the logbook, view results in charts and
tables, view them in more extensive time trends, receive
generalized and customized messages and education, receive
reminders and alarms, and have a concise useful clinical record.
Apps that have multiple functions appear to be more likely to
be used than those that have only a single function. The most
common functions in diabetes apps include data documentation,
data transfer, information collection, analysis, and reminders
[31]. However, there must be a balance between the proper
performance of an app and its user digital literacy level. The
number and type of functions of the proposed app in this study
were based on the applicable standards in the field and opinion
of the specialists that we consulted.

Several studies have proven the effectiveness and benefits of
charting data for diabetes care [32-35]. One of the features used
in our proposed app was the use of charts to represent the data.
Using visual approaches such as charts for blood sugar, physical
activity, and calorie intake can be valuable to both people with
diabetes and health care providers because they will be able to
understand the information hidden in the data at a glance and

make informed decisions better and faster by observing the
process of change. Well-designed features in the mobile-based
systems such as customized education demonstrated the potential
for enhancing a person’s self-management outcomes.
Developing such an app with customized feedback may help
increase a person’s participation in telemedicine interventions
as it provides relevant, timely, and specific feedback. Individual
and behavioral characteristics of individuals are unique to them
and can affect the level of self-management of each person
differently. Therefore, tailored interventions can be more
appropriate for each person’s individual needs [36].

In the study by Broderick and Haque [37], it was shown that
there are 3 main barriers to mHealth interventions. These
barriers include technical and human resources in organizations
to support the implementation of these projects, lack of sufficient
funding to finance investment in mobile technology solutions,
and the challenges of merging health solutions with electronic
health records and others. These barriers can also be
compounded by user disinclination to cooperate and the fear of
using tools, more common in developing countries. This can
be attributed to a large number of specialist visits and the lack
of sufficient time. People with diabetes themselves also
acknowledge the concerns of using these apps, which may be
related to their experiences of using unreliable online tools. This
is a reasonable concern because few apps are research-based
and even may be developed without any guideline-based or
expert-approved content [22]. The results of this study showed
that users were generally satisfied with the app. This overall
positive feedback can be effective and promising for the first
steps of implementing such apps in Iran. However, training on
this issue and providing the right context can always be a
challenge. Therefore, there should be more extensive research
to respond to the growing needs under such circumstances. After
this pilot study, further research is needed to investigate user
attitudes and the likelihood of use in a larger population.

Since the researchers aimed to design and develop a new app
rather than investigate the effects of using a predesigned system,
the small number of users was not an obstacle to this goal.
However, this number was really limited. Only 21 users (include
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14 people with diabetes and 7 health care providers) used and
evaluated this cloud- and mobile-based system, and the results
cannot be generalized to all people diagnosed with T2DM. In
other words, the purpose of this study was to design an mHealth
intervention by using TTM, and the recruitment of potential
users was required only for the initial deployment of the
program. We performed only a usability evaluation in the real
environment. The clinical outcomes of this intervention have
not been studied yet and will be the topic of our next studies.
Further clinical trial studies are needed to reveal the efficacy of
this product compared with routine care.

Conclusion
This study describes the development of a cloud-based and
mobile-based system for people with diabetes and their health
care providers. We used TTM as the theoretical foundation of
this system and tailored massaging for improving the
acceptability of the system by the users. Although some positive
evaluation metrics were observed, a limited sample size did not
allow for any concrete conclusions to be drawn from this study’s
findings. More in-depth exploratory analysis of usability issues
is needed to inform the design of clinical trials in this field.
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Abstract

Background: Many young adult patients do not receive adequate psychosocial services to help them cope with cancer.

Objective: This study aims to assess the feasibility and acceptability of a smartphone app (iaya) intervention that was designed
to create an engaged community of young adult patients and help them learn emotional coping skills.

Methods: For this single-group pilot trial, 25 young adult patients aged 18-39 years who were receiving active cancer treatment
were asked to use the iaya app for 12 weeks. To collect app use data, we used Mixpanel, an analytics platform for apps. Feasibility
was assessed through rates of app sessions and the number of coping exercises engaged, and intervention acceptability was
evaluated by using an app usability questionnaire and through qualitative interviews at study completion. We collected
patient-reported outcome data at baseline and at week 12 to explore self-efficacy for coping with cancer, self-efficacy for managing
emotions, perceived emotional support, and quality of life.

Results: Baseline patient-reported outcome data indicated that participants scored relatively low on perceived emotional support
but reasonably high on self-efficacy for coping with cancer and managing emotions as well as quality of life. Participants had a
mean of 13 app sessions (SD 14) and 2 coping exercises (SD 3.83) in 12 weeks. Only 9% (2/23) of participants met our combined
feasibility definition of ≥10 app sessions and ≥3 coping skills from different categories. The participants’ mean usability score
was 73.7% (SD 10.84), which exceeded our predefined threshold of ≥70%, and qualitative feedback was generally positive.

Conclusions: Although perceived acceptable by patients, the iaya smartphone app did not meet the a priori feasibility criteria
as a stand-alone app intervention. Future studies should screen participants for unmet coping needs and consider integrating the
app as part of psychosocial care for young adult patients.

(J Med Internet Res 2021;23(6):e25069)   doi:10.2196/25069

KEYWORDS

mobile phone; mobile phone application; cancer; feasibility

Introduction

Background
Young adults (aged 18-39 years) experience a unique set of
psychosocial needs while receiving treatment for cancer. Young

adulthood, a phase of life critical to development, is
characterized by establishing identities, negotiating
independence from parents, completing education, starting a
career, and making life decisions about relationships and family
[1]. A cancer diagnosis can interrupt these milestones and
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severely alter a young adult’s life and affect their psychological
well-being [2,3]. Moreover, young adults are at a unique stage
in their emotional, cognitive, and social development, and many
young adults with cancer report high levels of cancer-related
distress and other psychological issues, such as isolation,
anxiety, and depression [4].

The National Comprehensive Cancer Network guidelines call
for developmentally appropriate psychosocial support services
for young adults with cancer. These services must be flexible
in approach; provide age-appropriate information on important
topics such as financial health, fertility, work, body image, and
sex; and recognize the importance of peer support [5]. Despite
the existing body of research in this field and the subsequent
recommendations, a substantial proportion of young adults
(41%) report unmet needs for psychosocial support during the
first year following diagnosis [2]. Failure to meet such
psychosocial support needs is associated with increased distress
in this population [6]; therefore, providing these services is of
utmost importance in the care of young adults with cancer.

Several factors may interfere with young adults’ access to or
utilization of psychosocial care services. One barrier is the lack
of awareness among the general adult cancer population about
the available services. In 2010, the National Health Interview
Survey reported that 90% of patients did not know that
psychosocial services existed or that they were available to them
[7]. Furthermore, young adults can be difficult to engage in
psychosocial services because of the stigma of accessing mental
health services [8]. In addition, young adults typically have
lives with multiple demands outside of coping with cancer,
which may reduce a young adult’s ability and willingness to
attend on-site peer support activities and psychosocial care visits
[9]. More specifically, young adults may be unable or less
willing to participate in in-person activities that address their
psychosocial needs because of ill-health, treatment side effects,
and the considerable effort required to manage and complete
treatment [10,11]. Therefore, it is important to explore
interventions that promote psychosocial support services that
young adults can easily access and incorporate into their lives
without jeopardizing competing priorities.

Solutions involving technology and social media show promise
for delivering age-appropriate psychosocial care to young adults
with cancer, as they can also eliminate some of the access
barriers. As of 2019, 96% of young adults aged 18-29 years
reported having a smartphone, and 100% of millennials aged
23-38 years said that they used the internet [12,13]. In addition,
the majority of young adults are comfortable using social media
platforms, and over half of all 18-29–year-olds who are on the
web access these types of sites daily [14]. Specifically, within
the cancer sphere, young adults have expressed interest in
smartphone apps and social media interventions aimed at
providing mental health care and peer support [15,16]. Other
investigators have also recognized the potential of delivering
cancer-related care via smartphone app. However, most
cancer-related apps aim to raise awareness and provide
information, whereas a smaller subset targets prevention, early
detection, management of cancer, and social networking [17,18].
Very few studies on cancer-related apps have attempted to
explore the effectiveness and utility of delivering psychosocial

care, and even fewer studies have explored the delivery of
age-appropriate psychosocial care for young adults with cancer
[19,20].

Objective
In this work, we describe the pilot testing of a smartphone app
intervention (iaya) in young adults who were receiving active
cancer treatment. The iaya app was designed with input and
feedback from young adults to build an engaged community,
to develop coping skills, and to encourage personal
development. The goal of this study is to assess the feasibility
(defined as number of app sessions and coping skills engaged)
and acceptability of the iaya app intervention among young
adults with cancer.

Methods

Study Setting and Participants
We conducted a single-arm pilot study in the lymphoma,
leukemia, breast, melanoma, sarcoma, gastrointestinal, and
neuro-oncology clinics at the Dana-Farber Cancer Institute in
Boston, Massachusetts, between November 11, 2019, and March
13, 2020. The eligibility criteria were as follows: had a diagnosis
of cancer, were receiving active cancer treatment, were under
the care of a Dana-Farber oncologist, aged 19-39 years, had
access to a smartphone (iOS or Android), and had a willingness
to use the iaya app and complete study surveys as well as a
qualitative exit interview. Exclusion criteria included the
following: an inability to provide informed consent in English
and cognitive or neurological impairments that might preclude
study participation, as evaluated by the research study staff or
oncology provider. We aimed to enroll 30 participants for this
pilot feasibility trial over a 6-month enrollment period but
suspended recruitment 2 months earlier because of halted
research operations related to the COVID-19 pandemic.

Enrollment
We conducted a limited review of clinic schedules to identify
potentially eligible patients. A research staff member (AR)
contacted the patient’s oncology provider to confirm eligibility
and request permission to approach the patient at an upcoming
clinic visit. Patients approved for approach for enrollment were
invited by a research staff member to enroll in the study. Patients
were informed during the consent process that the app was freely
available outside of study participation, as the app was first
launched as a clinical tool on April 6, 2019, as part of the
Dana-Farber Young Adult Program. Participants were
specifically informed about the data that would be collected
from their phone, the methods used to secure and encrypt these
data, and the information that would be used for the study. All
participants provided written informed consent for all the study
procedures. The participants did not receive financial incentives
for completion of study procedures. The study was approved
by the Institutional Review Board of the Dana-Farber/Harvard
Cancer Center.

Intervention
The iaya intervention was a smartphone app intervention
designed to improve the psychological care for young adults
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with cancer, and it consisted of several components. Clinical
content for the iaya app was developed by mental health
clinicians specializing in the care for young adult patients with
cancer (KM and KF). We sought to accomplish our goal of
improving young adult–specific psychological care by providing
users with an app that included a combination of
psychoeducational resources, coping skills training, and the
opportunity to connect and share personal content with peers.
All these components have theoretical underpinnings, including
the sense of coherence theory [21,22], coping theory [23], and
social support theory [24,25]. In addition, the opportunity to
connect and share personal content with peers was also endorsed
as a cancer-specific need by our app development stakeholder
group (refer to the App Development section). The iaya app also
included a geolocation feature that users could opt for if they
were at Dana-Farber and which was meant to serve as a virtual
waiting room to connect with other young adults with cancer
on the app and at Dana-Farber at the time.

Figure 1 displays the interface and 5 main features of the app:
the home page, community feed, private messaging, private
feed, and coping exercises section. The dynamic home page

had a rotating community question that users could respond to;
a shortcut to the coping exercises; and the YAP Daily Post,
which featured a different young adult resource every day.
Notifications could be enabled or disabled based on an
individual user’s preference. If left enabled, users would receive
a notification every time the community question rotated on the
home page, which was 2-3 times a week. Similarly, users could
either create a profile with their real name or create a username
based on their individual preference. In the community feed,
users could post information on a public forum and comment
or react to other users’ posts. If users wanted to connect with
other users privately, they were able to send direct messages,
in the private messaging section, to individuals that they met
on the community feed. The private feed served as a space for
users to note their thoughts and save meaningful information
they found on the community feed. The coping exercises section
in the app featured exercises from evidence-based therapies
used in clinical practice to help treat people with anxiety and
mood difficulties (ie, cognitive behavioral therapy, dialectical
behavior therapy, acceptance and commitment therapy, and
mindfulness-based stress reduction) as well as strategies that
help facilitate emotional resilience.

Figure 1. Features and interface of the iaya app. Main app features displayed on a (fictive) user’s smartphone, as follows: iPhone smartphone screens
displaying the home page with a community question (A) and the community feed with active users on the web (B) and the option to check into the
virtual waiting room through the geolocation feature “I’m at DFCI.” iPhone smartphone screens displaying the community feed with a user’s shared
output from a coping exercise (C) to which users can respond by liking, commenting, direct messaging, or trying it themselves and the coping strategies
section (D) in which users have the option to browse exercises or go to “My Toolbox,” where they shortlisted previously completed exercises for easy
access. DFCI: Dana-Farber Cancer Institute.

In the coping exercises section, users had access to 131 unique
exercises that were divided into 6 categories: Values (identifying
things we care most about), Communication (clear assertive
communication to optimize self-advocacy and support from
others), Let It Be (building skills to limit struggles with aspects
of life we cannot control), Mind Chatter (help restructure your
thoughts), Take Action (feel fully connected to your body,

especially when you feel triggered by anxiety or worry), and
Expression (using language, images, and other communication
to externalize and express thoughts). Textbox 1 provides a more
detailed description of these categories and their content. Coping
strategies included both educational information and active
exercises to practice the strategy. The active exercises allowed
the user to generate an output to share on the community feed.
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Textbox 1. Coping exercise categories and content.

Values: “Identifying the Things We Care Most About”

• Exercises to help the user concentrate on ways to define and focus on what is important to them and how this can help with enhancing positive
emotions and shift away from negative emotions. Users will explore the relationship between values and goals. Finally, users are asked to
strengthen their identity outside of their illness by focusing on values and redefining goals to meet values.

Communication: “Clear Assertive Communication to Optimize Self-advocacy and Support From Others”

• Exercises designed to help young people enhance positive strategies for adjusting to needing help and defining and asking for what they need.
This section also includes exercises for skills in setting limits and boundaries for self-care as well as improving open communication to enhance
social support. In addition, users are asked to practice communication that conveys thanks and gratitude. Finally, users are coached through
strategies for disclosure about cancer.

Let It Be: “Building Skills to Limit Struggles With Aspects of Life We Can’t Control”

• Exercises aimed at identifying and normalizing emotions, expression of emotions, and defining what can and cannot be controlled. Users learn
more about acceptance and accepting emotions as well as being intentional with emotions.

Mind Chatter: “Will Help You Restructure Your Thoughts”

• Exercises aimed at restructuring thoughts that may be cognitive errors. Common cognitive errors are highlighted and include thinking filter,
blaming, jumping to conclusions, control myths, emotional reasoning, and personalization. For each of these, users are asked if they can relate
to the error, and if so, the user is asked to review examples, restructure a thought that is presented to them, and come up with their own example
and a restructured solution.

Take Action: “Feel Fully Connected to Your Body, Especially When Triggered by Anxiety or Worry”

• Exercises include behavioral strategies that reduce the stress response and enhance mindfulness. Some of these strategies promote present moment
awareness, whereas other guided imagery strategies take the user into a created visual image that enhances relaxation. Basic breathing is also
addressed in this category, as are progressive muscle relaxation, grounding, and mindful action techniques.

Expression: “Using Language, Images, and Other Communication to Externalize Our Thoughts”

• Exercises in this category provide the user with prompts for posting written, visual, or auditory contributions to express themselves around young
adult’s identity development in general or to the challenges and impact of cancer. Users are provided with prompts to promote expression of
resilience-based principles such as gratitude, defining successes, meaningful actions, and priorities.

App Development
We developed the iaya app as a stand-alone intervention with
input from mental health clinicians of the Young Adult Program
at Dana-Farber (KF and KM), other psychosocial clinicians at
Dana-Farber, and engineers from HTD Health (New York, New
York), with funding from the Oak Foundation. In addition, we
had 8 stakeholder meetings with young adult patients between
November 2016 and March 2019. Three early meetings
(2016-2017) were focused on soliciting general thoughts about
and preferences for technology solutions for providing
psychosocial care to young adults. An additional 5 meetings
(2018-2019) were specifically focused on the user testing of
prototypes and beta versions of the app. After the launch of the
app in April 2019 (ie, 6 months before opening the feasibility
study), we invited 9 young adult patients from the stakeholder
meetings to remain involved as super users. We encouraged
these super users to continue to beta test and provide real-time
user feedback through an in-app feedback and bug reporting
tool for smartphone apps (Instabug). In addition, we shared
suggestions with them via weekly emails for 2 months on how
to increase user engagement on the app, such as responding to
other users’ contributions and posting content.

App Use
The iaya app is a microsocial network that exposes a native
smartphone app for iOS and Android to young adult patients

with cancer and includes a separate web interface for community
and content management. All data are encrypted while in transit
and stored on an encrypted database server provided by the
Partners Health System. All data were collected and stored in
a Health Insurance Portability and Accountability Act–compliant
manner. We used the Mixpanel analytics platform to collect
data on participants’ use behavior. We gathered information
unique to users, yet fully deidentified, to understand the
frequency of app use. We also recorded the number of coping
exercises engaged. Deidentified use data were sent directly from
a user’s mobile device to Mixpanel, where it was stored with a
unique and anonymous identifier for later analyses.

Procedures and Reminders
Participants were asked to download the freely available iaya
app and recommended to use the app ≥3 times per week. During
the first 3 weeks of study participation, a research assistant with
a master’s degree in public health (AR) conducted weekly phone
calls to see if participants had any technical issues with
accessing or using the app. Thereafter, the participants received
one more phone call at 6 weeks. If phone calls were unanswered,
a voicemail message was left with the instruction to return the
call, in case of any technical difficulties with the app. In addition
to technical support, these phone calls also served as reminders
of the iaya app. This hybrid approach was adopted in an attempt
to minimize early intervention dropouts and to overcome poor
uptake of the smartphone app.
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Revisions and Updating
No major changes to features or content were made to the app
during the research study. At the time of study commencement
(November 11, 2019), participants downloaded the 1.0.20
version of the iaya app. Early in the study, an app update was
required to ensure correct data collection by Mixpanel. We
released version 1.0.21 on December 11, 2019, at which point
the research assistant contacted the 12 participants actively
enrolled in the study to update their app to the most recent
version. All but one participant updated their app to the new
version, which resulted in a loss of use data from this participant.
Three months into the study, we required another update because
data collection to measure the number of app sessions through
Mixpanel was incompatible with the Android platform. We
released version 1.0.22 on March 16, 2020, to correct this
unforeseen issue, which was downloaded by 5 participants.
Finally, version 1.0.23 was released 1 week later, with minor
enhancements to improve the currently online feature of the
app, and this version was downloaded by 3 participants during
the study period.

Measures

Demographics
Participants completed a basic sociodemographic questionnaire
at enrollment (eg, age, marital status, children, race, education,
employment, and religion). Clinical information, including
primary disease site, time since diagnosis, and current cancer
treatment, was extracted from the electronic health record.

Feasibility
Feasibility was defined as ≥75% of participants with ≥10 app
sessions (ie, a user opens the app and has it open for at least 10
seconds before the app is closed or moved to the background)
and ≥3 coping skills opened from different categories over a
period of 12 weeks. We corrected the auto-populated Mixpanel
app session data to eliminate multiple app sessions within a
5-minute window.

Acceptability
Acceptability was defined as ≥70% mean app usability score
derived from the app usability questionnaire that participants
filled out upon study completion. This questionnaire was adapted
from the 10-item System Usability Scale [26] to a simplified
6-item scale. Items are scored on a 5-point Likert scale
(1=strongly disagree; 5=strongly agree), and each item’s score
contribution ranges from 0 to 4. Sum scores were converted to
a 0-100 range; higher scores indicated a higher perception of
usability. Scores ≥70% can be considered to have good usability.
In addition, patients participated in qualitative exit interviews
with a member of the study team (AR) to elicit feedback on
their experiences with the app intervention. The interviews were
audio-recorded and transcribed.

Patient-Reported Outcomes
We included 4 measures to explore self-efficacy for coping with
cancer, self-efficacy for managing emotions, perceived
emotional support, and quality of life at baseline and 12 weeks.
The study data were collected outside of the smartphone app

and were managed using REDCap (Research Electronic Data
Capture) hosted at Partners Healthcare.

The Cancer Behavior Inventory-Brief Version (CBI-B) is a
12-item questionnaire that assesses self-efficacy regarding
different coping skills in the context of cancer (eg, maintaining
a positive attitude, asking physicians questions, seeking
consolation, and coping with physical changes) [27,28]. Items
are scored on a 1-9 Likert scale (1=not at all confident; 9=totally
confident). We calculated a total summed score (range 12-108),
with higher scores indicating greater self-efficacy for coping,
which is associated with better adjustment to cancer.

We used the 8-item Patient-Reported Outcomes Measurement
Information System (PROMIS) Short Form v1.0-Self-Efficacy
for Managing Emotions 8a to assess a participant’s level of
confidence in managing symptoms of anxiety, distress,
discouragement, disappointment, and negative feelings [29,30].
Items are scored on a 1-5 Likert scale (1=I am not at all
confident; 5=I am very confident). We also used the 8-item
short form PROMIS Short Form v2.0-Emotional Support 8a to
assess perceived feelings of being cared for and valued as a
person [31]. Items are scored on a 1-5 Likert scale (1=never;
5=always). For both PROMIS measures, we calculated a
summed score and converted the total raw score into a T-score
for each participant [32]. A higher PROMIS T-score represents
more of the concept being measured (ie, greater self-efficacy
for managing emotions and more emotional support). The
standardized T-score has a mean of 50 (SD 10), indicating the
average for the general chronic condition population in United
States.

The 27-item Functional Assessment of Cancer Therapy-General
(FACT-G) was used to assess the general quality of life [33].
Items are scored on a 0-4 Likert scale (0=not at all; 4=very
much). Subscale scores were summed to obtain a FACT-G total
score (range 0-108), with higher scores indicating a better
quality of life.

Data Analysis
Descriptive statistics were used to describe the characteristics
of our sample and summarize patient-reported outcome data at
baseline and at 12 weeks. In addition, we used an inductive
(content-driven) approach to code and analyze the exit
interviews using thematic analysis [34]. First, the study team
members HP and AR performed open coding and memoing to
evaluate the transcripts and repeatedly reviewed transcripts line
by line to identify text related to participants’ perceptions of
the iaya app and suggestions for improvement. Next, these study
team members (HP and AR) met regularly to systematically
review and discuss coded contents to identify emergent themes
and patterns and synthesize data across themes, both within and
across participant types (eg, users vs nonusers of coping
strategies).

Results

Overview
We identified 97 potentially eligible patients during the 4-month
enrollment period (Figure 2). Of these, 5 were deemed
inappropriate by their treating oncologist for the following
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reasons: bad timing for the patient (n=1), too distressed (n=1),
and patient disposition (n=3). Among the 92 patients who were
approached to participate, 25 (27%) provided consent and were
enrolled in the study. The 3 most common reasons for declining
study participation were not interested in participating in the
study, not interested in study because the app was available

otherwise, and the patient had too much going on at the time.
As displayed in Table 1, the mean age was 28 years (SD 5); 14
participants were female, 14 were married, and 5 identified
themselves as Black individuals or other people of color. A total
of 23 participants had a college or advanced degree, and 13
participants were employed.

Figure 2. Flowchart of screening and enrollment. DFCI: Dana-Farber Cancer Institute; MD: medical doctor.
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Table 1. Participant characteristics (N=25).

ValueCharacteristic

28 (5)Age (years), mean (SD)

Sex, n (%)

14 (56)Female

11 (44)Male

Marital status, n (%)

14 (56)Married

7 (28)Single, never married

3 (12)Noncohabitating relationship

1 (4)Divorced

9 (36)Any children, n (%)

Race, n (%)

20 (80)White

3 (12)Black

2 (8)Other

Ethnicity, n (%)

23 (92)Non-Hispanic

1 (4)Hispanic

1 (4)Prefer not to answer

Education, n (%)

1 (4)High school

2 (8)College student

22 (88)College graduate or advanced degree

Employment, n (%)

13 (52)Employed

8 (32)Disabled

2 (8)Caring for home or family

2 (8)Student

Primary disease site, n (%)

9 (36)Lymphoma

5 (20)Breast

5 (20)Sarcoma

3 (12)Neuro

1 (4)Gastrointestinal

1 (4)Leukemia

1 (4)Melanoma

Stage of disease, n (%)

11 (44)Early

12 (48)Late

2 (8)Not availablea

Time since diagnosis (years), n (%)

16 (64)0

8 (32)1-2
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ValueCharacteristic

1 (4)≥3

Cancer treatment, n (%)

22 (88)Chemotherapy

2 (8)Immunotherapy

1 (4)Radiation

aAcute lymphoblastic leukemia or T-lymphoblastic lymphoma (n=1) and myelodysplastic or myeloproliferative neoplasm (n=1).

Feasibility
App use data were available for 23 participants. One participant
had an older version of the smartphone app (1.0.20) that was
incompatible with Mixpanel, and one participant completed
only 3 weeks of the study period before withdrawing consent
due to medical reasons. On average, participants had 13 app
sessions (SD 14; range 1-50) in 12 weeks. A total of 48%
(11/23) participants had ≥10 app sessions in 12 weeks. In
addition, participants opened an average of 2 (SD 4; range 0-18)
individual coping exercises. Two participants opened ≥3 coping
skills from different categories. Thus, only 9% (2/23) of
participants met our combined feasibility definition (ie, ≥10 app
sessions and ≥3 coping skills from different categories over a
period of 12 weeks).

Acceptability

Overview
Upon completion of the 12-week study period, 23 participants
completed the app usability questionnaire. One participant did

not complete any surveys, and one participant withdrew consent
due to medical reasons. The mean app usability score from 23
participants was 73.7%, which exceeded our predefined
acceptability threshold of ≥70%.

The interviews indicated that participants liked the app’s overall
design and features. For example, one patient said:

It looks pretty neat, and I can find what I’m looking
for really fast, which is pretty good. I like it. [P4]

Another participant noted:

It was pretty self-explanatory, easy to navigate
through. [P12]

The participants only had minor suggestions for technical or
content improvements. Three themes emerged from the
qualitative data and are described below. Additional illustrative
quotes for each theme are provided in Textbox 2.
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Textbox 2. Themes and illustrative quotes from exit interviews.

Social Support and Feelings of Isolation

• “I can definitely see people are trying to encourage each other. That is great. I also see several people after they finish treatment, they still come
back and provided support which is super nice.” (P4)

• “I think for me, the feeling of being alone in it was the biggest thing and then going into the app and seeing, I was just taken back at actually how
many people my age are sick with it.” (P7)

• “I’m kind of like a shy person, so I didn’t really want to make the approach myself, but it was nice to see, I guess you perceive support from
seeing other people going through similar struggles as you....I didn’t make a connection with someone but if I wanted to meet them in person, I
guess that would have been nice.” (P11)

• “The solidarity was very important. I didn’t necessarily post or message anybody but reading through what people wrote and knowing that other
people are going through different things is very useful.” (P15)

• “My peers at home are not going through this. Just knowing that other people are going through this and that I’m going to be okay. That I have
people out there, that there are other people rooting for me....It made me feel less alone.” (P19)

Use Versus Nonuse of Coping Exercises

• “I’ve mostly just used the coping mechanisms....A lot of the questions I felt calmed me down so that worked for me. They were pretty well done.”
(P9, user)

• “Favorite feature of the app, definitely. It helped with communicating with myself, so to speak, and understand or gain greater clarity on some
of the emotions with the coping strategies that help you walk through a process. I think just identifying and parsing out your feelings.” (P15,
user)

• “Favorite feature, definitely the meditation and breathing exercises. I’ve been really stressed recently, and I’ve just been working on relaxation,
meditation, so I really like those two of the exercises. They’ve been helping me.” (P19, user)

• “I wasn’t really that focused on looking at the coping things, because I had a friend who had cancer when she was younger, so she was a big part
of asking for coping advice.” (P2, nonuser)

• “I just didn’t feel the need to [use coping exercises] because I have people to talk to and I feel like I’ve naturally been able to cope with it
independently and with some help. I didn’t think I was going to get anything from it, to be honest.” (P8, nonuser)

• “I liked the coping strategies section too. I didn’t use it very much, but it seemed very straightforward and helpful for people who did need to
use it....I’m kind of familiar with some of the coping skills. I see a therapist and also, I’m a psych student, and so I don’t think I needed them.”
(P10, nonuser)

Low User Engagement

• “I think one of the tough parts is that, compared to other apps, there isn’t a lot of people....It’s tough to go frequently on the app if there’s not as
many people.” (P3)

• “I forget to use it most of the time....This community now is pretty small so it would be great if the community is a little larger.” (P4)

• “I think it would be better if there were more people on it at a time. I don’t think there was many, I know you guys are just trying this out so it’s
not like there’s as many people on it as I think would eventually be on the app.” (P17)

• “I kind of like went in and out. There would be sometimes where I would log on almost daily and then I would go weeks and not look at it. I just
thought it was kind of sporadic, but I will say that that is the way that I am with most social media.” (P20)

• “I have been meeting with multiple therapists during this whole time and so I was having my needs met by my therapist and the app became a
side thing.” (P22)

Theme 1: Social Support and Feelings of Isolation
The majority of patients indicated the community feed as their
favorite feature, whereas only a minority named the coping
exercises. Specifically, patients appreciated the opportunity to
connect with peers, receive support, and read about their
experiences. Patients felt less isolated knowing and seeing other
people of their age dealing with cancer and reporting similar
experiences. For example, one patient explained:

I thought it was very helpful because I was able to
connect and message a few people who went through
kind of the exact thing. So, it was a support that I
didn’t get anywhere else because they had the advice
that I needed that nobody else could give me. [P10]

Theme 2: Use Versus Nonuse of Coping Strategies
Interestingly, several patients noted that despite not using the
app intensively, they felt that they still received what they
needed from it. For example, one patient said:

I liked that it was flexible. That you didn’t have to be
on it all the time, that you could just check back in
on it based on what you wanted to do. [P17]

Most patients confirmed that they did not use the coping
exercises that much, with many of them explaining that they
already felt their needs in this area were being met. For those
who engaged with this part of the app, the feedback was positive.
For example:
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A lot of the exercises I felt calmed me down, so that
worked for me. They were pretty well done. [P9]

Theme 3: Low User Engagement
Importantly, several participants noted that there were not many
users on the app and not many people actively posted content,
making the app less engaging and not offering as much
opportunity for social connections. Ironically, many of these
patients also confessed that they themselves were “more of a
viewer than someone to add to things” (P24) on social media
and that they were also using the iaya app that way. Patients
reported varying preferences about the timing of the app in
relation to their disease trajectory, with some stating that they
found it most useful during active treatment, whereas others
said they felt that time was too overwhelming and they preferred
exploring the app further after completion of cancer treatment.
Several patients suggested that a larger userbase and more
turnover of information on the app would facilitate better
engagement. However, a few patients also stated that they were
hesitant to share content on the app because they did not want
to burden other patients with their struggles. Finally, some
participants expressed that they would appreciate connecting
with patients with a similar diagnosis, because of the variation
in treatment for different cancer types, or in a similar life stage,
as there are still significant differences between young adults
who are college students and those who are young professionals
and/or parents.

When specifically asked about the potential negative emotional
impact of using the app, only one patient said they felt some of
the content shared by other participants triggered certain

negative emotions. In addition, a few patients noted that it was
sometimes difficult for them to read some of the content on the
community feed, particularly when other patients were not doing
as well as them. For example, one patient said:

Cancer isn’t always that nice to everybody, so then
you go in the app and people have had really bad
setbacks and so when you’re not having a great
emotional day with your own that can be hard to read.
[P20]

Patient-Reported Outcomes
Table 2 shows the baseline and 12-week scores for the
patient-reported outcomes. The average CBI-B score among
our sample was 84.88 (SD 14.66) at baseline and decreased to
75.74 (SD 14.43) at follow-up, which indicates relatively high
self-efficacy for coping with cancer. For the PROMIS
self-efficacy for managing emotions, the average T-score was
49.09 (SD 8.21) at baseline and 48.64 (SD 7.80) at follow-up,
indicating that our sample had similar self-efficacy for managing
emotions compared with the general chronic condition
population. For the PROMIS emotional support, the average
T-score was 55.24 (SD 7.11) at baseline and 55.37 (SD 8.22)
at follow-up, indicating that participants scored half an SD
above the mean of the US norm population (T-score: mean 50,
SD 10). The mean FACT-G quality of life scores among
participants was 75.48 (SD 13.89) at baseline and slightly
reduced to 69.91 (SD 15.15) at follow-up. Although these scores
are slightly lower than the mean among the norm population,
both are within 1 SD of the mean.

Table 2. Mean scores for patient-reported outcomes at baseline and 12 weeks.

12 weeks (n=23), mean (SD)Baseline (N=25), mean (SD)Outcome

75.74 (14.43)84.44 (14.66)Self-efficacy for coping with cancer (CBI-Ba)

69.91 (15.15)75.48 (13.89)Quality of life (FACT-Gb)

48.64 (7.80)49.09 (8.21)Self-efficacy for managing emotions (PROMIS-SEc), T-scored

55.37 (8.22)55.24 (7.11)Perceived emotional support (PROMIS-ESe), T-score

aCBI-B: Cancer Behavior Inventory-Brief Version.
bFACT-G: Functional Assessment of Cancer Treatment-General.
cPROMIS-SE: Patient-Reported Outcomes Measurement Information System Self-Efficacy for Managing Emotions-Short Form.
dFor T-scores: in the US norm population, the mean T-score is 50 (SD 10). Higher T-scores represent more of the concept being measured.
ePROMIS-ES: Patient-Reported Outcomes Measurement Information System Emotional Support-Short Form.

Discussion

Principal Findings
We developed and pilot-tested an intervention to facilitate an
engaged community and learn coping skills among young adults
with cancer. In this study, though the intervention was deemed
acceptable and overall rated positively by participants, we failed
to demonstrate feasibility of the iaya app intervention in its
present form based on the number of log-ins and coping
exercises used. Importantly, our feasibility criteria did not
include engagement with the community feed, which was cited
by participants as the most interesting and used feature of the

app. Furthermore, although self-efficacy for coping with cancer
and overall quality of life slightly decreased over time, scores
for self-efficacy with regard to emotions and perceived
emotional support remained largely stable. Overall, scores were
relatively high for all patient-reported outcomes, reflecting the
nonclinical nature of our sample.

The finding that user engagement was low, with only 9% (2/23)
of participants meeting our combined feasibility criteria of
log-ins and coping exercises used, is surprising in the context
of ubiquitous smartphone use among the overall young adult
population [12,13]. However, selective use and poor retention
have been documented for mental health apps, with only a small
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portion of users using the apps for a long period [35,36].
Alternatively, our a priori feasibility criteria may not have been
sufficiently comprehensive, as we did not include all features
of app engagement in our definition. At this early stage, we
were mostly interested in studying the overall feasibility of
implementing a newly developed smartphone app intervention
among a novel population. Defining meaningful engagement,
or even feasibility, remains a challenge for mental health apps,
which has also been described by other investigators, and there
is a need to better define and measure engagement in these apps
[37].

At least two characteristics of our study may explain why we
found low use of our specific app intervention for log-ins and
coping exercises used. First, we did not screen for unmet needs
in the areas of coping with cancer or managing emotions, and
our baseline data indicate that our sample scored relatively well
on these domains, which may explain the lack of engagement
with coping exercises in our nonclinical sample. Indeed, in the
qualitative exit interviews, several patients stated that they did
not use the coping exercises section because they felt they either
did not need it or had other resources to help them cope with
their cancer. In future studies, researchers should consider using
the CBI-B as a screener to identify patients who need
psychosocial services [28]. Second, our intervention was a
stand-alone app with no external factors to motivate young
adults with cancer to use it, except for phone reminders early
in the first 3 weeks of enrollment and a midstudy call at 6 weeks.
Although patients had the option to enable or disable app
notifications, in exit interviews, the majority indicated turning
off notifications per their personal preference. Although the app
was not designed to be integrated within their larger clinical
care, some patients indicated that they may have used it more
frequently if a clinician encouraged them to use different
features of the app or recommended specific elements. In line
with the findings from a recent meta-analysis, it seems that
despite the potential of apps, using smartphone apps as
stand-alone psychological interventions cannot be recommended
yet based on the current level of evidence [38]. Therefore, future
studies should consider giving participants more directions on
how to use the coping exercises and/or integrate the app within
their larger clinical care.

Notwithstanding the low use, patients liked the app, deeming
it acceptable and easy to use, and they only observed a few
technical issues. The main suggestion for further improvement
of the app was to increase the number of active users to facilitate
greater community engagement and to update content on the
app more frequently. We tried to mitigate low user engagement
by soliciting super users to frequently post content and respond
to other users’ contributions. In addition, we tried to build an
active young adult community by recruiting patients to the app
as part of clinical care 6 months before opening our research
study for accrual. Between April and November 2019, we
enrolled 104 patients outside of the research study. During the
5-month study enrollment period, another 107 patients
downloaded the app outside of the research study, resulting in
a total of 236 users. However, the number of contributing users
overall was still relatively low for a microsocial network app,
and many of the research participants who commented on the

low user engagement on the app also admitted to adopting more
of an observer role on the app, which may also generalize to
the larger user base.

At the same time, making the app available before starting our
research study presented us with a challenge, as our institutional
review board required that we explicitly inform potential study
participants that the app was freely available to them outside
of the research study, disincentivizing study participation. This
also contributed to our low enrollment rate, as 18% (12/65) of
approached patients who declined study participation said they
would rather download the app separate from the study. One
potential solution would be to open up the app to a larger
population, including other cancer centers in the Northeast
region of the United States, or even nationwide. This would
also increase the opportunities for patients to connect with a
peer who has been diagnosed with a similar diagnosis, a desire
that came up several times during the exit interviews and has
been reported previously [16]. This need is understandable and
also challenging given the rarity of many cancer diagnoses
among young adults.

Challenges
We encountered several challenges in this pilot feasibility study.
First, one of our participants dropped out in the first 3 weeks
of the study and did not engage in the study procedures. Second,
one participant had an older version of the smartphone app
installed, which was incompatible with Mixpanel. In addition,
if study participants got a new phone during the study period,
their earlier use data had to be merged with a new Mixpanel
user ID; thus, we had to actively inquire whether participants
got a new phone. Third, because of Health Insurance Portability
and Accountability Act regulations, the app required participants
to log in with their username and password each time they
opened the app, even if they briefly switched to another app or
function on their smartphone. These clustered log-ins were
counted as 1 individual app session. Fourth, although we planned
to conduct reminder phone calls to those patients who had not
used the app for 14 consecutive days, we were unable to analyze
and act upon these data in real time. Therefore, we changed this
procedure to a midstudy reminder phone call at 6 weeks. Finally,
5 participants completed the study surveys more than 14 days
after completion of their 12-week study period (ie, between 17
and 24 days).

Limitations
Our study had some limitations. This was a pilot study
conducted at a single site. Recruitment was suspended 2 months
earlier because of the COVID-19 pandemic, and we had a
slightly smaller sample size than anticipated. Although we
enrolled a clinically diverse sample of 25 patients with different
diagnoses, most were well educated, and our sample lacked
racial and ethnic diversity. Importantly, as a feasibility pilot,
the study did not have a control arm, and thus, we were unable
to test the efficacy of the intervention.

Conclusions
In conclusion, although considered acceptable, the iaya app did
not meet the feasibility criteria we had originally posited, and
user engagement was generally low. We gained valuable insights
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from our qualitative interviews and learned that participants
highly valued the community feed aspect, which was not part
of our a priori feasibility criteria. Future studies should consider
targeting a clinical population with unmet needs, who may
benefit more from the coping skills feature. The smartphone
app intervention in its present form requires further adaption

and refinement before conducting a larger, multisite, randomized
clinical trial to assess the efficacy of the iaya app intervention
on young adults’ self-efficacy for coping with cancer and
managing emotions, perceived emotional support, and quality
of life.
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Abstract

Background: Individuals with diabetes need regular support to help them manage their diabetes on their own, ideally delivered
via mechanisms that they already use, such as their mobile phones. One reason for the modest effectiveness of prior
technology-based interventions may be that the patient perspective has been insufficiently incorporated.

Objective: This study aims to understand patients’ preferences for mobile health (mHealth) technology and how that technology
can be integrated into patients’ routines, especially with regard to medication use.

Methods: We conducted semistructured qualitative individual interviews with patients with type 2 diabetes from an urban health
care system to elicit and explore their perspectives on diabetes medication–taking behaviors, daily patterns of using mobile
technology, use of mHealth technology for diabetes care, acceptability of text messages to support medication adherence, and
preferred framing of information within text messages to support diabetes care. The interviews were digitally recorded and
transcribed. The data were analyzed using codes developed by the study team to generate themes, with representative quotations
selected as illustrations.

Results: We conducted interviews with 20 participants, of whom 12 (60%) were female and 9 (45%) were White; in addition,
the participants’ mean glycated hemoglobin A1c control was 7.8 (SD 1.1). Overall, 5 key themes were identified: patients try to
incorporate cues into their routines to help them with consistent medication taking; many patients leverage some form of technology
as a cue to support adherence to medication taking and diabetes self-management behaviors; patients value simplicity and
integration of technology solutions used for diabetes care, managing medications, and communicating with health care providers;
some patients express reluctance to rely on mobile technology for these diabetes care behaviors; and patients believe they prefer
positively framed communication, but communication preferences are highly individualized.

Conclusions: The participants expressed some hesitation about using mobile technology in supporting diabetes self-management
but have largely incorporated it or are open to incorporating it as a cue to make medication taking more automatic and less
burdensome. When using technology to support diabetes self-management, participants exhibited individualized preferences, but
overall, they preferred simple and positively framed communication. mHealth interventions may be improved by focusing on
integrating them easily into daily routines and increasing the customization of content.

(J Med Internet Res 2021;23(6):e25958)   doi:10.2196/25958
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Introduction

Background
Achieving optimal glycemic control substantially decreases the
risk of long-term complications in individuals with type 2
diabetes [1-3]. Yet, more than 40% of patients with diabetes do
not achieve their glycemic targets [4]. Medication adherence is
an important factor in achieving diabetes control and improving
clinical outcomes [5-8]. On average, less than half of patients
take their medications as prescribed [7,8]. Managing diabetes
also requires simultaneous adherence to diet and physical
activity goals and achieving weight loss [5,9-12]. Although
health care professionals can recommend treatments and
promote healthy behaviors, activities like medication adherence,
weight monitoring, dietary choices, and exercise must be
self-managed by the patients [13,14]. Accordingly, to
meaningfully improve outcomes, individuals with diabetes need
regular support and feedback to help them manage these
behaviors on their own, ideally delivered via mechanisms that
they already use.

As of 2019, more than 80% of the US population owns
smartphones, with relatively consistent uptake across most
sociodemographic groups. Among the many functionalities of
smartphones, text messaging is especially inexpensive and can
provide reminders, education, and motivational support on an
ongoing basis [15]. Growing evidence supports the effectiveness
of text messaging–based approaches for diabetes
self-management [15,16], although the magnitude of benefit
that most patients receive is relatively modest [16-18].

One reason for this limited effectiveness of text
messaging–based interventions in patients with diabetes may
be that patients’ perspectives have been insufficiently
incorporated into the message content and delivery. Little is
known about specific preferences for mobile health (mHealth)
technology for diabetes and how the technology could integrate
into patients’ routines, especially with regard to medication use
[19-21]. Patients may also exhibit specific preferences for how
they receive text messaging–based communication from health
care professionals, which may affect patients’ diabetes
self-management activities.

Objective
Therefore, we conducted in-depth, semistructured qualitative
interviews with individuals with type 2 diabetes to elicit and
explore their perspectives on (1) the medication-taking behaviors
and challenges in diabetes; (2) their daily patterns of using
mobile technology; (3) their use of mHealth technology for
diabetes care, medication management, and provider
communication; (4) the acceptability of a text messaging–based
system for supporting medication adherence; and (5) their
preferred framing of information within text messages to support
diabetes care.

Methods

Study Participants and Recruitment
Participants were eligible if they were 18 years or older,
diagnosed with type 2 diabetes, and were taking 1 or more
prescribed oral medication for that condition. It should be noted
that participants who were also using insulin were not explicitly
excluded to enhance generalizability. We recruited a purposive
sample of participants for qualitative interviews through direct
clinician referral from Mass General Brigham health centers
(formerly Partners Health care) as well as posting in and
recruiting from a web-based database of participants who
expressed an interest in participating in research studies in and
around Boston, Massachusetts [22]. The recruitment and
interviews occurred between January and March 2020. Informed
consent was obtained from all interview participants, and they
received a US $30 honorarium on the completion of the
interview.

In this study, we followed the established standards for reporting
qualitative research (ie, the COREQ [Consolidated Criteria for
Reporting Qualitative Research] checklist) to ensure conformity
with qualitative research standards, as recommended by the
EQUATOR (Enhancing the Quality and Transparency of Health
Research) Network [23,24]. Throughout the paper, we have
referred to participants by their study ID to preserve anonymity.
The Mass General Brigham Review Board approved this study.

Qualitative Interviews
To elicit deeply personal accounts and develop a greater
understanding of participants’ perceptions of diabetes
management and the role of technology and text
messaging–based solutions in their care, we chose to use
semistructured, one-on-one qualitative interviews. To do so,
the lead author, who had experience in qualitative methods,
medication adherence, and clinical pharmacy, first drafted a
comprehensive semistructured interview guide and circulated
it for feedback and iterative refinement from other
coinvestigators with expertise in qualitative methods, clinical
medicine, mobile phone technology, diabetes, and medication
adherence. Nonparticipant volunteers also pilot tested the guide,
which led to no substantial changes. The guide covers separate
but overlapping topics: (1) medication-taking behaviors and
challenges in diabetes; (2) their use of mobile technology in
their daily lives; (3) their use of technology for diabetes care,
medication management, and provider communication; (4)
general acceptability of a nonspecific text messaging–based
system for medication management; and (5) preferred framing
of information within text messages to support diabetes care
(Multimedia Appendix 1, Table S1). The guide was used flexibly
during the interviews to follow the natural flow of conversation
and allow for free-flowing discussion by participants.

The participants were also shown 15 example text messages to
respond to toward the end of the interview to further elicit
perspectives on the framing of information. These text messages
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have been used in prior text messaging–based interventions for
diabetes (Multimedia Appendix 1, Table S2) [25,26].

All interviews were conducted in English by a trained moderator
who is also a practicing pharmacist (JCL). The interviews were
conducted in person at secure locations around the Brigham
and Women’s Hospital. At the beginning of the interview, the
participants completed a baseline questionnaire that included
questions about self-reported adherence to medication [27,28]
and patient activation [29,30] (Multimedia Appendix 1, Figure
S1). Each interview lasted between 30 and 75 minutes (mean
38.5, SD 10.3), and a sequential identification number was
assigned to each interview. We conducted interviews until
saturation was reached; saturation of the data was reached by
patient 19 and reaffirmed with patient 20.

Data Analyses
The audio-recorded interviews were transcribed verbatim.
Transcripts were checked for accuracy against the recordings.
To conduct the data analysis, we used immersion-crystallization
methods [31,32]. In brief, this approach involves immersing in
the data and then crystalizing salient themes during this process.
Three investigators independently annotated a selection of
transcripts and devised preliminary topic codes, with major
categories consisting of technology, health, medication, routine,
and texting. Each transcript was analyzed by at least two
reviewers. Preliminary coding revealed themes around (1)
having cues in medication regimen, (2) preferences for
simplicity in communication, (3) concern about the applicability
of communication, (4) reluctance to rely on technology, and (5)
preferences for positively framed texts. After discussion and
review with the coinvestigators, the preliminary codes were
revised and agreed upon. We also identified broad themes at
this stage.

Dedoose software version 8.3.10 (SocioCultural Research
Consultants, LLC) was used for storage, handling, and analysis

of the data set. We continued the immersion-crystallization
approach until all the data were examined. Several early themes
were clear: the role of habits in medication management,
tendencies to use technology for managing diabetes but also
being reluctant to rely on it, the perceived need for technology
to seamlessly integrate into routines to be useful, and preferences
for positively framed health communication. After coding, all
the transcripts were then reread to identify any additional
themes.

Results

Overview
We conducted interviews with 20 participants, and their key
baseline sociodemographic and clinical characteristics are shown
in Table 1. Among the participants, 60% (12/20) were female
and 45% (9/20) were White; in addition, they had a mean
glycated hemoglobin A1c of 7.8 (SD 1.1). Although 65% (13/20)
of the participants reported missing at least one day of
medication in the last 30 days, the overall rates of adherence
were modestly high (ie, a mean of 1.15 days missed, SD 1.1)
[27,28].

In the interviews, participants reflected in detail about their
medication-taking behaviors and routines; how they integrate
mobile technology in their daily lives; their experiences with
using mHealth technology to manage their diabetes; and their
preferred method of receipt and framing of health-related
communication, especially with regard to their medications.

On the basis of these interviews, we identified 5 key themes
related to medication taking, technology, and preferences, which
are summarized in Textbox 1. We present each of these themes
in more detail in the following sections, with representative
quotations by participants from the transcripts shown in italics.
We also share the specific reactions to potential text messages
shown to the participants.
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Table 1. Participant characteristics.

Days that medica-
tions were missed in
the last 30 days, n

Latest glycated
hemoglobin A1c

value

Medications in
regimen, n

Education levelRace and ethnicityGenderAge
(years)

Participant
ID

17.215Some collegeWhiteMale57P1

29.23Some collegeBlack, LatinoFemale36P2

06.43Some collegeWhiteFemale42P3

1—a6College graduateWhiteMale68P4

2—a7Some collegeBlackMale65P5

09.14College graduateBlackFemale54P6

29.710Some collegeWhiteMale56P7

26.414PostgraduateAsianFemale56P8

07.32College graduateBlackFemale55P9

36.914Some collegeBlackFemale48P10

06.84College graduateWhiteFemale45P11

17.19PostgraduateWhiteMale54P12

19.38College graduateWhiteMale78P13

17.37PostgraduateBlack, native AmericanMale63P14

18.68PostgraduateWhiteMale71P15

08.05Some collegeBlackFemale56P16

07.13Some collegeLatinoFemale59P17

37.01Some collegeLatinoFemale21P18

06.914Some collegeBlackFemale58P19

38.03PostgraduateWhiteFemale47P20

aData not reported.

Textbox 1. Summary of key themes.

Themes and key takeaways

1. Patients try to incorporate cues into their routines to help them with consistent medication taking:

• Value of establishing a daily routine in supporting adherence

• Primarily use sight cues or habit cues

2. Many patients leverage some form of technology as a cue to support adherence to medication taking and diabetes self-management behaviors:

• Mobile phones serve as sight or habit cue for medication taking, either deliberately or accidentally

3. Value of simplicity and integration in technology solutions used for diabetes care, managing medications, and communicating with health care
providers:

• Simplicity in communication and integration into routine can prevent exhaustion from being connected

• Straightforward, direct communication is preferred

4. Some patients express a reluctance to rely on mobile technology for these diabetes care behaviors:

• Concern about integration of mobile phones into daily lives for diabetes because of obsession with control values or concerns about screen
time

5. Patients believe they prefer positively framed communication, but communication preferences are highly individualized:

• General preference for positively framed information

• Concerns about relevance of information to themselves or others, including advice and describing social support
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Patients Try to Incorporate Cues Into Their Routines
to Help Them With Consistent Medication Taking
Participants described in great detail the value of a routine in
supporting daily adherence to their diabetes medications, such
as maintaining specific wake-up times, integrating medication
taking into their bathroom use, or eating breakfast at the same
time as their medications. Their medication-taking routines are
most commonly supported by event-based cues centered on
activities that are part of their normal routine, such as drinking
coffee or using the bathroom or their mobile phone. These were
sometimes supported by visual cues, such as sticky notes or a
colorful pillbox in an obvious location. Others describe the act
of glucose testing itself as supporting their medication taking
and, therefore, the coupling of several activities that contribute
to better blood sugar control. Conversely, for medications
intended to be taken once a week, participants commonly
described temporal cues, such as the day of the week:

If I remember church, I can remember to take the
medication on Sundays. [P16]

I like little hacks; trying to remember little hacks like
by the coffee pot or maybe in the restroom in the
morning. Where you’re brushing your teeth and you
see your package of pills. [P4]

Even if my day is different—like I’m out all day today,
so I’ll probably have dinner before I go home, but as
soon as I go home my pills are on my computer, which
is one of the first things I do, so I take ‘em right away.
[P1]

My container is sitting right there [by the keys on the
kitchen counter], so there’s a good chance I’m gonna
look at it before I walk out the door. That’s the
strategy. [P12]

It’s automatic, almost. It’s almost part of getting my
first cup of coffee. I put my machine in, press it to get
the coffee, and then while it’s coming, I’ll go over
and test. [P15]

I’m programmed. I wake up. I make sure my coffee
is brewing and then the pill before the coffee. That’s
like a religion for me. [P17]

Participants who largely reported a less automatic routine
struggled with remembering to take their medications, filling
their pillboxes, or recalling later whether they actually took
their medications or not. Weekends appeared particularly
difficult for participants because of the break in routine.
Relatively few participants described behaviors that were fully
automatic:

It’s not that I don’t remember the box. It’s that I don’t
remember to fill certain medications in the box. [P8]

The weekend is the hardest because in the weekend,
routines change a little. I’m not rushing. [P17]

Sometimes I forget, I get confused, and I don’t
remember that I have already taken it or not. If I take
another one, then I feel worse because my sugar levels
are really low. I think that’s the hard part—to
remember if I had it or not. [P18]

I’m usually doing other things while I’m trying to
remember the medication and get the kids ready. “Did
I take the medication? I don’t remember.” Sometimes
I didn’t even realize I missed one. [P20]

Many Patients Leverage Some Form of Technology as
a Cue to Support Adherence to Medication Taking
and Diabetes Self-management Behaviors
For about half of the participants, their mobile phones served
as cues for medication taking. In some cases, participants
generated specific cues using their phones as reminders, such
as alarms or calendar reminders. In other cases, participants
described physically storing their medications near their phone
during the day because they looked at their phones frequently
and therefore used them as direct cues. Others recognized that
using their phones or other technology would be difficult to
support medication taking if they were not seamlessly integrated
into their daily lives. Whether participants deliberately used
their phones for medication taking appeared to depend in part
on how strongly they felt they needed that as a cue or how
strongly they felt most generally about their need for cues for
medication taking:

The eight AM one I have missed. I usually have it in
my pocket for the most part. The 12:00 one I don’t
miss ‘cause it’s usually in this pocket with the phone,
and this phone comes in and out of my pocket all day
long. [P1]

I always set two [alarms] to take medication; usually
if I took it, I uncheck the other one so the alarm
doesn’t go off. If it does go off, that means I didn’t
take it. I have to do it, otherwise there’s no way I’m
gonna remember. [P2]

P8 explained why a phone may not always work by stating the
following:

It’s easier for men, because they have more pockets.
I feel like I don’t [notice it]; I have this cross-body
thing [bag] that can hold my phone.

P12 explained why he uses his phone’s calendar feature:

Because they remind me, and it’s something I don’t
have to store in my head. It’s just that some things
are better left to a machine and automation.

P14 stated the following:

The cell phone could be a screwdriver, or a hammer.
It’s a tool. I don’t have an emotional attachment to
it. Now I’m gonna sound like a boomer. I got along
without ‘em. To me, it’s just a tool, not the center of
my life.

Patients Value Simplicity and Integration for
Technology Solutions Used for Diabetes Care,
Managing Medications, and Communicating With
Health Care Providers
During the interview, participants reiterated that they disliked
complicated technology or repetitive communication and offered
several personal examples about likes and dislikes of
communication that they currently receive. Simplicity was also
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valued because of its benefits in preventing exhaustion that
comes from being constantly connected to technology and using
technology for diabetes care. About one-third of the participants
stated that they preferred written mobile communication rather
than telephone calls, in part because of this desire for
straightforwardness:

I just want you to get to the point and move on.
Especially if you’re gonna remind me to take my pills.
I mean it’s like did you take your pills today? You
can either sit there and wait for a yes or a no. it’s
very simple. Simplicity; I like simplicity. [P1]

I love the little idea of—I love how straightforward
the Brigham one [text] is. I love that. “Hey, did you
take your meds? Respond back yes or no.” I think
that’s great. Just straightforward. [P3]

I hate talking on the phone, so if I could have done
that on my phone, like in an app or texting, would’ve
been 1000 times—‘cause I kept putting it off because
I hate talking on the phone. Anything I don’t have to
do face to face and can actually text or something,
way better. [P11]

Personally, I feel that watching out for what you have
to eat and taking the pills and all this is frustrating
in life. The longer the text message is the more like
we’re like, “Blah.” We don’t pay attention to it ‘cause
we don’t want more stress. We don’t want somebody
telling, giving you all this lecture. [P17]

In another context, when specifically asked about whether they
would use text messages for diabetes, the concept was largely
received positively, as long as the information delivered was
simple and considered actionable. Participants largely discussed
managing their diabetes as something within their locus of
control, or their own responsibility, and noted that text messages
would have to adapt to that. Specific feedback on each example
text message shown to the participants is displayed in
Multimedia Appendix 1, Table S2:

I think that would be short, to the point at the time
when you should be takin’ it because texts, I think,
are close to instantaneous to people. Most people
have their phone in their pocket, especially the
younger crowd. Older people, maybe not so much,
but I think, even my generation is really into the
phone, too. We mimic the younger kids because they
do all the innovation and then show us how to do it.
[P12]

The daily stuff, I think I have it pretty much under
control. I don’t think I need constant reminders, but
I can see at some point it probably wouldn’t hurt.
[P7]

I like to text. I like to communicate. Communication
is vital in my life and also with my own PCP [primary
care physician], my own doctor, and all in your family
and all. Yeah, so I like texts. [P17]

Some Patients Express Reluctance to Rely on Mobile
Technology for These Diabetes Care Behaviors
Although participants largely reported high integration of mobile
phones into their daily lives, they also expressed concern about
this practice. In particular, they felt that technology could lead
to an obsession with improving their diabetes numbers because
of the rapid acquisition of those data. They described the
physical exhaustion that comes from constantly concentrating
on disease management, which may be amplified by technology
use. There were also some stated concerns about overall screen
time that led them to actively ignore or turn off some features
that may be necessary to depend on mobile technology for
diabetes care. Reluctance to rely on mobile technology may be
associated with beliefs that technology is intrusive or patients
are relinquishing control of their diabetes self-management:

You have to be your own advocate, but it’s a full-time
job for me to manage my healthcare around my
doctors and my prescriptions and, you know,
everything. It’s just there are days where I just shut
it off [the phone] and say, I can’t today. I try to limit
screen time anyways; my phone will be at the bottom
of my bag, and it might go off, and I just won’t hear
it. [P8]

It’s almost that I have a love hate relationship with
the thing. I love it when I’m low. I hate it when I’m
high. I tend to rely on my A1C as my overall measure
of how well I’m doing with my diabetes. [P12]

My phone is always on silent. I can’t stand the noise.
[P11]

Patients Believe They Prefer Positively Framed
Communication, but Communication Preferences Are
Highly Individualized
Participants expressed strong preferences for positively framed
information within the communication they receive from health
care providers. In their mind, positively framed communication
involved motivational statements rather than penalizing
statements or statements about the physical consequences of
not taking medications. They also articulated similar desires for
text messages to support medication use:

Because I’m into positive thinking in the way of trying
to stay positive, trying to say things positive, so I like
it when people send you those messages. [P5]

More of encouragement than, “You missed this. You
didn’t do this,” more of the whole, “Let’s get this
done. Did you do”—more encouragement than
penalized, feeling penalized. [P7]

Trying to find something positive, either a way to do
something positive or a positive outcome of, “If you
do this—” [P11]

Overall, participants wanted customized communication, and
unless the information was applicable to them (eg, if they did
not have family members involved in their care or social
support), they surmised that they would likely ignore the text.
Participants did not like texts that they deemed unrelated to
their personal routine, such as texts with tips or advice. When
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asked about other types of communication preferences, such as
whether to provide additional information beyond reminders,
such as specific links to more information about diabetes
self-care, or mentioning friends or family as sources of social
support, participants had varied opinions about whether that
would help them support medication taking:

People do things different ways. I was getting a text
from somebody, I would wanna make it feel personal
because then you tend not to ignore it than if it’s a
generic. [P9]

Friends and family’s good, but friends and family a
lotta times tend to be on the negative side of things
and not as encouraging as you’d like, more, “You
didn’t do it, so you’re bad.” [P7]

To point out that friends or family could help me—but
it’s, like, “Well, they’re not around.” [P3]

I can’t tell my family [about my diabetes] ‘cause
they’re very judge-y. I can’t stand when people
micro-watch you. I don’t feel comfortable telling by
family because they’ll be, like, “Well, can you eat
that? Can you do that?” [P11]

It’s pretty much known that if you eat well and
exercise 30 minutes a day. I don’t need to be reminded
of that. [P6]

Discussion

Principal Findings
There is an urgent need to identify effective and sustainable
strategies to engage individuals with type 2 diabetes on an
ongoing basis and in their usual environments. mHealth
technology has the potential to support self-care activities, only
if its delivery of communication could be optimized [33]. In
this qualitative interview study, participants expressed some
hesitation about the role of mobile technology in supporting
diabetes self-management but have largely incorporated or are
open to incorporating it as a cue in the pursuit of making
medication taking more automatic and less burdensome. When
using technology to support diabetes self-management,
participants generally preferred simple and positively framed
communication.

Comparison With Prior Work
Of the few prior studies evaluating preferences for mHealth
technology in diabetes, one conducted among 15 participants
in the United Kingdom found a similar love-hate relationship
with the increased awareness of glucose control provided by
mHealth [34]. In another study of focus groups with 23
participants in the United Kingdom that concentrated on the
acceptability of text messaging, participants relayed similar
concerns about the relevance of content and expressed similar
reluctance to rely on technology, largely because they felt that
they should take personal responsibility for remembering to
take medications [20]. Our study builds on this existing research
but provides further insight into the role of mHealth in
medication taking and preferences regarding message framing.
Although preferences for simplicity have been observed in prior
studies [35], it is notable that our US participants emphasized

its importance in the context of reducing cognitive load and
screen time [20,34,36,37].

Our findings also differ somewhat from other prior qualitative
studies of text messaging, as our participants placed less
emphasis on texts that invoke social concepts. A qualitative
interview study in Argentina found that patients appreciated
socially framed content in text messages [38], a finding
consistent with survey data showing modestly high preferences
for texts incorporating social support [21]. These differences
could be attributable to culture or preferences for social support
across different countries and populations, possibly because
culture in the United States is generally more individualistic
[39-42].

Related literature beyond text messaging programs about mobile
apps reveals findings that are similar to ours. Patients have
strong preferences for diabetes apps that are easy and efficient
to use [43,44], and strong integration in patients’ daily routines
has also been noted as desired features of mobile apps [45,46].
Similarly, communication preferences themselves have been
thought to be highly individual [47]. However, several
differences between mobile apps and text messaging programs
should be noted: (1) participants must have a smartphone to use
a mobile app, (2) participants must more actively open or engage
with apps to derive benefits, and (3) participants express specific
financial concerns about apps [44,46]. These considerations
may be less relevant to mHealth messaging programs [15,44].

Implications of the Findings
These findings offer several lessons for improving mHealth
messaging programs for diabetes. Participants identified several
strategies that are consistent with evidence from behavioral
science, such as salience and framing of information [48-50].
For example, one key concept from the interviews was the desire
for applicability and customization to ensure that the content is
relevant and, therefore, salient to patients. Other limited existing
evidence also suggests that mobile technology–based
interventions may be most effective when information is tailored
to the characteristics of individual patients, such as their specific
barriers to adherence; of course, not all barriers can be easily
addressed in text message solutions [51,52]. Furthermore,
participants identified the importance of framing of
communication, which is of demonstrated importance in other
contexts, such as preventive health screenings and vaccinations
[48,49,53]. These interviews suggested that framing, especially
positively, may affect influence whether patients respond to
text messaging programs in diabetes. Although, on average,
patients prefer positive framing, persuasiveness of other framing
may depend on patients’ specific barriers, and framing in text
messaging programs specifically may warrant further empirical
exploration.

Other design factors also appear to be important for the success
of text messaging–based interventions in diabetes. The
simplicity and ease of incorporating a hypothetical text
messaging–based system into patients’ daily lives appear to be
central to engendering the automaticity in medication taking
that patients aim for. Mobile phones may already serve as
habit-based cues, which could support patients until they no
longer need to rely on those cues. However, there may be other
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ways in which text messaging programs should be better
integrated into clinical care, such as more seamless
communication with patient portals or electronic health record
systems. Overall, technology can overcome many medication
adherence barriers, including enhancing planning, being
objective or not judgmental, and a ubiquitous presence, but
more research is needed on the characteristics of patients who
may benefit the most. Similarly, text messages for medication
adherence could also be more persuasive than text messages
for diet and exercise reminders because adherence behaviors
are generally easier to implement; however, any differences are
not yet well characterized.

Limitations
This study has several limitations. First, this study was
conducted in an urban academic medical center in eastern
Massachusetts and recruited directly from clinics or from a
web-based database of interested subjects, which could have
affected generalizability; however, we enrolled a clinically and
demographically diverse sample of participants. Second, the
mean age of the study sample was 54 years (SD 12.3), which

reflects the age distributions of individuals with type 2 diabetes
in the United States; nevertheless, the results could have
underrepresented younger viewpoints, who may have differing
perspectives on technology use [54]. Third, because we
conducted the interviews in person, response bias may have
been possible. Finally, although participants using insulin were
not excluded, the results may not be generalizable to patients
exclusively using injectables to manage their diabetes.

Conclusions
Participants appeared to express some trepidation about the
daily role of mobile technology, but they have largely
incorporated it or are open to incorporating it as a cue in the
pursuit of making medication taking more automatic and less
burdensome. mHealth interventions may be improved by
focusing on easy integration into daily routines and increasing
personalization. Careful, tailored application of behavioral
science theories may be especially important in a society that
increasingly relies on at-home, virtual care for managing
diabetes.
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Abstract

Background: Breast cancer is the most common cancer among women globally. Recovery from breast cancer treatment can
be mentally and physically challenging. SMS text message programs offer a novel way to provide health information and support,
but few programs are co-designed with consumer representatives.

Objective: This study aims to report the procedures and outcomes of a co-design process of a lifestyle-focused SMS text message
program to support women’s mental and physical health after breast cancer treatment.

Methods: We followed an iterative mixed methods two-step process: (1) co-design workshop with consumers and health
professionals and researchers to draft text messages and (2) evaluation of message content, which was scored (5-point Likert
scale; 1=strongly disagree to 5=strongly agree) for ease of understanding, usefulness, and appropriateness, and readability
(Flesch-Kincaid score). Additional free-text responses and semistructured interviews were coded into themes. Messages were
edited or deleted based on the evaluations, with consumers’ evaluations prioritized.

Results: In step 1, co-designed text messages (N=189) were semipersonalized, and the main content themes were (1) physical
activity and healthy eating, (2) medications and side effects, (3) mental health, and (4) general breast cancer information. In step
2, consumers (n=14) and health professionals and researchers (n=14) provided 870 reviews of 189 messages and found that most
messages were easy to understand (799/870, 91.8%), useful (746/870, 85.7%), and appropriate (732/870, 84.1%). However,
consumers rated 50 messages differently from health professionals and researchers. On the basis of evaluations, 37.6% (71/189)
of messages were deleted, 36.5% (69/189) were edited, and 12 new messages related to fatigue, self-care, and cognition were
created. The final 130 text messages had a mean 7.12 (SD 2.8) Flesch-Kincaid grade level and 68.9 (SD 15.5) ease-of-reading
score, which represents standard reading ease.
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Conclusions: Co-designing and evaluating a bank of evidence-based mental and physical health-themed text messages with
breast cancer survivors, health professionals, and researchers was feasible and resulted in a bank of 130 text messages evaluated
highly by participants. Some consumer evaluations differed from health professionals and researchers, supporting the importance
of co-design.

(J Med Internet Res 2021;23(6):e27076)   doi:10.2196/27076

KEYWORDS

breast neoplasms; cancer survivors; text messaging; telemedicine; mobile health; co-design

Introduction

Background
Breast cancer is the most commonly diagnosed cancer among
women globally [1]. More than 2 million women finish active
breast cancer treatment (ie, surgery, chemotherapy, or
radiotherapy) yearly [1], and many experience treatment-related
mental and physical health challenges [2,3]. The 2013 Breast
Health Global Initiative consensus statement posits that access
to posttreatment information and support should be allocated
to all patients [3]. However, there are limited survivorship care
services [3]. Existing services usually occur in person, during
work hours, or far from home, which increases the financial
burden [4] and limits accessibility. Moreover, these services
are rarely co-designed with patients [5,6]. Accessible
posttreatment health support programs are required.

The Importance of Consumer Co-design
Co-design is the process by which service providers and
consumers collaborate to develop meaningful and creative
solutions. The benefits of co-design include improved services,
provider-consumer interactions, and consumer engagement and
experiences [7]. The key to effective co-design is making
end-users’ or consumers’ lived experiences central throughout
the project’s lifespan [8] because it adds a unique and diverse
perspective [8,9]. For example, citizen collaborators can be
employed as active members of the research team from study
conception to final dissemination [9]. Qualitative data suggest
that access to posttreatment health information and support are
among breast cancer survivors’ top priorities for service
improvement [2,10]. Enlisting breast cancer survivors as
co-designers for novel posttreatment services may help place
survivors’ priorities at the forefront and strengthen the
intervention’s impact.

Co-design and Mobile Health Interventions
Mobile health (mHealth) uses mobile devices such as mobile
phones to deliver health services [11]. mHealth interventions
delivered by text messages are the most accessible to patients,
as they are inexpensive, do not require internet for delivery, and
can be sent anytime and anywhere with mobile services [12].
Moreover, text message programs effectively deliver health
education to patients [12,13] and are easily co-designed [14].
Co-designed text message programs improved health-promoting
behaviors among patients with heart disease [13] and were
cost-saving for the health care system compared with traditional
delivery methods [15]. A 2015 systematic review revealed that

there were no text message interventions for cancer survivors
[16]; more recently, there is some evidence that breast cancer
survivors find the delivery of health support via text messages
acceptable [17,18] and effective for improving adherence to
endocrine therapy tablets [19,20] or maintain weight loss [21].
However, no studies reported that the interventions were
co-designed and most focused on physical health outcomes, not
including mental health messages within the intervention.
Therefore, co-designing a text message intervention with women
who completed active breast cancer treatment may be an
innovative solution to reduce barriers to posttreatment health
information and support.

Objectives
This study aims to report the procedures and outcomes of a
co-design process of a bank of evidence-based text messages
to support women’s mental and physical health after breast
cancer treatment. The co-designers were women who completed
active breast cancer treatment (consumers and citizen
collaborators), health professionals, and researchers. We
hypothesize that consumers and citizen collaborators would add
value by providing different inputs and evaluations regarding
lived experience with breast cancer and the health care system
compared with health professionals and researchers.

Methods

Study Design
A two-step mixed methods process [14] was used, including
consumer representatives and a citizen collaborator (MH) as
co-designers (Figure 1). Briefly, (step 1) an initial co-design
workshop and (step 2) a structured qualitative text message
evaluation and program refinement were conducted from June
2018 to March 2019 at the Westmead Breast Cancer Institute
(WBCI), a major public breast cancer institute in New South
Wales. WBCI resides within a large tertiary hospital in Western
Sydney, Australia, serving a multicultural and diverse
socioeconomic population (approximately 2.3 million people
in 2016) [22]. The study was approved by the Western Sydney
Local Health District Human Research Ethics Committee (AU
RED HREC/18/WMEAD/281). All procedures performed in
studies involving human participants were in accordance with
the ethical standards of the institutional research committee and
with the 1964 Helsinki declaration and its later amendments or
comparable ethical standards. Written or electronic informed
consent was obtained from all the participants.
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Figure 1. Study design, including a citizen collaborator throughout.

Step 1: Co-design Workshop
The aim of step 1 was to work with consumer representatives,
a citizen collaborator, health professionals, and researchers to
develop the SMS text message program structure, content
themes, and draft text message content.

Participants and Recruitment
Consumers were included if they had completed active breast
cancer treatment (surgery, chemotherapy, or radiotherapy)
within the past 5 years and did not have distant metastatic
disease. Health professionals and researchers were eligible to
participate if they were practicing health professionals (eg,
medicine, allied health, or nursing) or active researchers with
expertise in breast cancer or text message interventions.
Consumers (n=3) from a local volunteer association, health
professionals (n=8) from WBCI, and researchers (n=5) from 2
universities in Sydney, Australia, were invited via email to
participate in a two-hour workshop to develop the program
structure and message content. Those who agreed to attend were
provided with further instructions regarding the workshop
location. A citizen collaborator also reviewed the program
structure and developed the message content. The citizen
collaborator was aged 29 years, a White woman with lived
experience with breast lumpectomy surgery, chemotherapy,
radiotherapy, and 1 year of taking endocrine therapy tablets.
The citizen collaborator assisted in developing the research idea
and provided ongoing feedback throughout the program design.

Co-design Workshop
A two-hour interactive workshop was held on June 5, 2018.
The workshop included a 15-minute presentation and
semistructured discussion topics, such as the number of text
messages delivered per week, if the delivery was one-way (no
replies) or two-way (replies allowed), and message content
themes. Time was also allocated to draft text message content.
After the workshop, the health professionals drafted additional
messages. The program structure and message content were
discussed with the citizen collaborator before and after the
workshop.

Theoretical Basis for Message Content
The text messages were developed based on the behavior change
techniques taxonomy by Abraham and Michie [23], which
includes the Bandura theory of social learning theory (social
cognitive theory) and the information-motivation-behavioral
skills model. The theories stipulate that providing information
through education and motivation and observing others
successfully complete behaviors can promote behavior change
[24,25]. Moreover, assisting people in setting attainable goals
and identifying barriers and strategies for overcoming barriers
can facilitate goal achievement [24]. Table 1 provides examples
of message content and corresponding behavior change
techniques. In addition, researchers have found that people enjoy
supportive personalized messages with a positive tone [26,27].
The messages were co-designed with these user satisfaction
principles in mind, including achievable, practical tips and links
to trustworthy websites and videos.
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Table 1. Example of draft text message content and themes with corresponding behavior change techniques.

Message themeExample text message contentBehavior change technique

NutritionFibre in fruit, veggies and wholegrain foods helps you feel full for longer, can improve
blood sugars & lower cholesterol - so make sure there’s plenty of fibre in your diet!

Provide information about behavior-

health link (IMBa)

Medication adherence
and side effects

Research shows that consistent physical activity can help reduce antihormonal (en-
docrine) tablet side effects - so try to get moving every day but make sure to schedule
time to rest!

Provide information on consequences

(TRAb, TPBc, SCogTd, or IMB)

Physical activitySometimes we can do exercise without noticing - challenge yourself to park the car
further away from the shops or your work so you get a few extra steps!

Prompt intention formation (TRA,
TPB, SCogT, or IMB)

Medication adherence
or side effects

Side effects are the main reason why women stop taking their antihormonal (endocrine)

tablets - Remember, [pref_name]e, your doctor has prescribed this medication to
benefit your health and can help you if side effects are a problem.

Prompt barrier identification (SCogT)

GeneralHi [pref_name], you are halfway through the EMPOWER-SMSf program – it’s won-
derful that you’re taking a few moments each week to focus on your health and well-
being - keep it up!

Provide general encouragement
(SCogT)

Physical activitySometimes getting started is the hardest part, [pref_name] - it can be easier to begin
exercise at low intensity (walking, stretching) and gradually increase to moderate in-
tensity (faster breathing rate but can still have a conversation)

Set graded tasks (SCogT)

Physical activityPhysical activity is essential for your recovery - World Health Organization recom-
mends at least 30mins of moderate-intensity activity 5days/week - click here for ideas:
[insert link here]

Provide instruction (SCogT)

Physical activitySome women experience tightness or restricted movement in their shoulder long after

treatments have finished - if this is you, the BCIg shoulder care video may help: [insert
link here]

Model or demonstrate the behavior
(SCogT)

Social or emotional
well-being

Hi [pref_name], relaxation and self-care are important - try making a list of 3 things
that help you relax so you can include them into your week

Prompt specific goal setting (CTh)

GeneralDo you have trouble sleeping? Consider keeping a sleep diary, it may help you under-
stand what’s impacting your sleep, like TV, lights or stress - see an example here:
[insert link here]

Prompt self-monitoring of behavior

Medication adherence
or side effects

Did you take your antihormonal (endocrine) tablet today, [pref_name]? If yes, well
done! If not, don’t worry, just take it as soon as you remember - if it’s nearly time to
take your next tablet, do not take two at the same time - 1 per day is enough

Provide contingent rewards (OCi)

NutritionUsually, people serve too much food on a large plate - reducing your plate size can
help limit portion sizes and avoid overeating! - [centre_name]

Teach to use prompts or cues (OC)

Social or emotional
well-being

Writing a list of 3 things you’re grateful for each week may change the way you feel
– it’s also a nice way to reflect - [centre_name]

Prompt practice (OC)

Social or emotional
well-being

Hi [pref_name], having a hard time talking about your breast cancer? Breast Cancer
Network Australia has a great web-based forum, where you can read women’s questions
and concerns, and you can pose questions, if you want. Here’s the link: onlinenet-
work.bcna.org.au

Provide opportunities for social com-
parison (SCompT)

Physical activityExercising with a friend can be fun & you can motivate each other - grab a friend and
get moving or meet some new friends at a local walking group, find one near you here:
[insert link here]

Plan social support or social change
(social support theories)

Social or emotional
well-being

Practicing positive self-talk is a good way to keep your mind healthy and improve
your mood - not sure where to start? Click for more information: [insert link here]

Prompt self-talk

NutritionMaking small changes can make a big difference when it comes to healthy eating - at
restaurants look for simple switches like a baked potato instead of chips. Read more
tips here: [insert link here]

Relapse prevention

Social or emotional
well-being

Mindfulness meditation can help to manage stress and improve mood by focusing on
breathing and relaxation techniques - if you’d like to learn more, click here: [insert
link here]

Stress management (stress theories)

GeneralRemember to be kind to yourself, [pref_name]! Think of 3 things you’re thankful that
your body can do

Motivational interviewing

Social or emotional
well-being

Treat yourself to some you time, [pref_name] - whether it’s a walk, yoga or reading
a good book, setting aside time in your diary or on your phone can make it easier to
stick to

Time management

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27076 | p.310https://www.jmir.org/2021/6/e27076
(page number not for citation purposes)

Singleton et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


aIMB: information-motivation-behavioral skills model.
bTRA: theory of reasoned action.
cTPB: theory of planned behavior.
dSCogT: social cognitive theory.
e[pref_name] is a place holder for the auto-population of the participant’s preferred name.
fEMPOWER-SMS: A text message intervention to support women’s mental and physical health after breast cancer treatment.
gBCI: breast cancer institute.
hCT: control theory.
iOC: operant conditioning.

Medical Content of Messages
Medical content was based on personal experiences of health
professionals and confirmed using Cancer Australia’s national
guidelines for primary prevention of cancer [28], managing
menopausal symptoms after breast cancer treatment [29], and
emerging breast cancer survivorship literature and systematic
reviews.

The authors reviewed all messages (AS, JR, SRP, and RR)
before text message evaluation and refinement (step 2). The
reasons for deletions were recorded.

Step 2: Text Message Evaluation and Refinement
The aim of step 2 was for consumers, a citizen collaborator,
health professionals, and researchers to evaluate the quality of
the text message content, refine the messages based on feedback,
and evaluate the messages’ ease of reading.

Participants and Recruitment
Consumers (n=16), the citizen collaborator, and health
professionals and researchers (n=14) from the WBCI and 2
universities were invited to participate. Consumers were
recruited during a medical clinic for one-year postsurgery
follow-up appointments. Consumers were approached by their
physician if they were an adult (>18 years) woman and
completed active breast cancer treatment within the past 3 years
(could still be taking endocrine therapy treatment) and were
able to provide written informed consent. Consumers were not
approached if they had metastatic breast cancer or insufficient
English skills to provide informed consent or read and evaluate
text messages.

Health professionals and researchers were eligible to participate
if they were practicing health professionals (eg, medicine, allied
health, or nursing) or active researchers with expertise in breast
cancer or text message interventions. Health professionals and
researchers known to the research team were invited to
participate via email and provided electronic consent via a
web-based database.

Text Message Evaluation by Consumers and Health
Professionals
A combination of feedback surveys and semistructured
interviews were conducted to evaluate the message content. For
the feedback surveys, each participant provided basic
demographic information regarding age, sex, and expertise
(lived experience or health professional or researcher), and then
evaluated 32 draft text messages (maximum 15 min) presented
as 1 to 2 sentences on paper in a private room (consumers) or

via a password-protected web-based database (health
professionals or researchers). Owing to time constraints, one
health professional evaluated only 16 messages. Message
content related to medication adherence and side effects were
reviewed by consumers who reported taking endocrine therapy
tablets previously or at the time of the study.

The feedback survey contained 4 questions for each draft text
message, with three 5-point Likert scale (1=strongly disagree
to 5=strongly agree) questions: “This message was easy to
understand;” “The information provided in this message is
useful;” “This message is appropriate for women with breast
cancer” and one free-text response question, “Do you have any
suggestions to improve this message?” The Likert scale
questions were summarized by the number and percentage of
consumers’or health professionals and researchers’evaluations
that agreed or strongly agreed that the messages were easy to
understand, useful, and appropriate. Internal consistency was
found among the 3 questions (Cronbach α=.88); therefore, each
message received a mean score out of 15 (5 points per question;
strongly disagree=1 point, strongly agree=5 points), which was
the total score provided by each participant divided by the
number of participants that evaluated the message. The mean
consumer versus health professional and researcher score was
also calculated for each message. Researchers were guided by
a mean score <12 out of 15 (<80%), indicating less preference
for a message from participants. All message scores and free-text
replies were reviewed in parallel to guide message edits or
deletions. If consumers and health professionals or researchers’
ratings differed, priority was given to consumers’ evaluations.

Free-text consumer and health professional or researcher
evaluations were collated for each message. The citizen
collaborator evaluated all messages via free-text feedback. After
completing the feedback survey, consumers were invited to
brief (10-15 min) semistructured interviews that explored
participants’ most and least liked text messages, suggestions
for additional message themes, the appropriateness of the
language within the messages (too complicated vs too simple),
and whether a SMS text message program would have been
helpful during the transition from hospital care to health
self-management. The interviews were audio-recorded and
transcribed verbatim. The free-text feedback and interview
transcripts were open-coded using inductive thematic content
analysis in NVivo 11 (QSR International) by 2 independent
parallel coders (AS and RR). The researchers discussed codes
until they reached an agreement on themes. The feedback survey
results and interviews were used to inform message refinement
(edits, deletions, or creation of new message content).
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Evaluation of Readability
All messages were evaluated for readability using the
Flesch-Kincaid ease-of-reading score and grade level, which
are validated scores of content readability based on the number
of words per sentence and syllables per word [30,31]. The Flesch
readability score ranges from 0 to 100, with 0 being extremely
difficult and 100 being extremely easy to read. Grade levels
range from 1 to 12; grade 1 is the easiest, and grade 12 is the
hardest to read. The characters and word counts of the text
messages were also calculated.

Results

Step 1: Co-design Workshop
Consumers (n=2) and health professionals and researchers (n=4;
health psychologist, specialist breast cancer surgeon,
physiotherapist and digital health researcher, and psychology
researcher) attended the workshop. The group decided that the
program would be one-way (no replies) as consumers did not
want to feel pressure to reply. Our team’s previous research
also showed that one-way messaging was well-liked by patients
with heart disease and helped them feel supported [27]. Next,
the group decided that the text messages would be delivered
randomly 4 times per week, as consumers felt that 1-2 messages
were too few to be useful but 6 or 7 would be annoying. In our
previous research, 4 messages per week were found to be
acceptable [27]. Unlike our team’s previous research, which
only delivered messages on weekdays [14], the consumers
desired messages to be delivered Monday-Saturday (maximum
1 message per day) because people may have more time to read
messages on the weekend. Messages would be delivered at 9
AM, noon, 3 PM, or 6 PM to mimic the unpredictability of how
a friend or family member would text and gain insights into
future process evaluations as to what times are best. The team
decided that 1 message per theme would be delivered per week
in random order, as consumers indicated that a specific order
was not required. The co-designed message content themes
were (1) physical activity and healthy eating, (2) endocrine
therapy tablet (medication) adherence and side effects, (3) social
and emotional well-being, and (4) general breast cancer
information. Moreover, participants wanted messages to contain
links to trustworthy websites because it can be challenging to
navigate cancer information on the web. It was also agreed that
the program would be semipersonalized according to the
participants’ preferred name or nickname, and there would be
specific messages for participants taking endocrine therapy
tablets because these tablets can cause challenging side effects
and medication nonadherence [32].

A total of 274 messages were co-designed; 157 messages were
drafted during the workshop, and 117 were created by the
authors, including the citizen collaborator, after the workshop.
The citizen collaborator’s content subtheme ideas included
posttreatment financial support, difficulties returning to work
(fatigue, treatment side effects, or cognitive load), and practical
solutions for medication side effects. After revision of the
messages by authors AS, JR, SRP, and RR, 189 co-designed
messages remained for evaluation in step 2. Reasons for deletion
included repetitive ideas or content (65/274, 24%), negative
message tone (11/274, 4%), and message content not being
relevant to breast cancer survivors (9/274, 4%)

Step 2: Text Message Content Evaluation

Participants
Consumers (14/16, 87.5%) and health professionals or
researchers (14/14, 100%) completed the message evaluation;
2 consumers (2/16, 12.5%) did not return their surveys and were
not included in the analyses. The mean age of consumers was
60 (SD 10) years, and the mean age of health professionals or
researchers was 46 (SD 8) years. Most participants were White
(12/14, 86% of consumers; 12/14, 86% of health professionals
or researchers) women (14/14, 100% of consumers; 12/14, 86%
of health professionals or researchers).

Consumer and Health Professional Evaluation
The 189 co-designed text messages were evaluated 870 times:
443 times by consumers, and 427 times by health professionals
or researchers (mean 2.34 consumer and 2.26 health professional
evaluations per message). Overall, participants agreed or
strongly agreed that the messages were clear (799/870, 91.8%),
useful (746/870, 85.7%), and appropriate (732/870, 84.1%).
Most messages (156/189, 82.5%) received a mean score of ≥12
out of 15 from consumers (153/189, 80.9%) and health
professionals (156/189, 82.5%). However, 50 messages received
a different mean score from consumers versus health
professionals or researchers; 25 were evaluated highly by
consumers (mean score ≥12/15, 80%) but not health
professionals or researchers, and the other 25 were evaluated
poorly by consumers (mean score <12/15, 80%). Examples of
discrepant evaluation scores and free-text feedback are presented
in Table 2. The number of free-text responses was similar
between health professionals (n=150) and consumers (n=156),
suggesting that the media on which they conducted the surveys
(in person vs on the web) did not bias the feedback. Free-text
feedback themes from health professionals or researchers (n=14)
focused on grammar, technical terms, and adding web links.
Consumers’ (n=14) free-text feedback focused on personal
experiences and increased positivity in messages.
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Table 2. Example text messages and decisions based on discrepant consumers’ versus health professionals and researchers’ mean ratings (out of 15)
and supporting feedback quotes.

DecisionMessage themes and subthemes

General breast cancer information

Returning to work

Deleted“Hi [preferred name], returning to
work can be difficult - some
women have found it helpful to
openly discussing their needs and
working arrangements with their
managers so that everyone is on
the same page”

• Consumers’ mean rating 10/15 (67%): “Work were not helpful and
sick leave all used up - refused flexible work and had to feel guilty.
Head of [Human Resources] however was supportive, not line man-
ager and above” (female, age 65 years)

• Health professional and researchers’ mean rating 12/15 (80%):
“wording change after managers ‘discussing’ to discuss eg: ‘so a plan
can be made’ or just stop after managers” (female, age 62 years)

Link to web-based breast cancer fact sheets or resources

Edited“Did you know that the Breast
Cancer Network Australia pro-
vides a variety of kits, booklets
and fact sheets where you can find
more information? Check it out:
[insert link]”

• Consumers’ mean rating 13.5/15 (90%): “helpful” (female, age 65
years)

• Health professionals and researchers’ mean rating 11/15 (73%): “All
patients with breast cancer get this information at the time of their
diagnosis” (female, age 54 years)

Medication adherence and side effects

Hot flushes

Deleted“If you are experiencing hot
flushes at night, give a cool shower
right before bed a go and see if
that helps!”

• Consumers’ mean rating 12/15 (80%): “aware this is a side effect
especially of hormonal treatment” (female, age 65 years)

• Health professionals and researchers’ mean rating 10/15 (67%):
“‘Have a cold shower’ I’m not sure that cold showers will be popu-
lar??” (Male, age 51 years); “‘Wording not good – suggest’...taking
a cool shower just before going to bed might help’ or something
similar” (female, age 54 years)

Physical activity

Counting steps

Deleted. Consumer’s sugges-
tion is referring to another
message she evaluated,
which is included in the fi-
nal message bank.

“Apps, watches or other step
counters can help with tracking
your steps each day - The World
Health Organisation recommends
10,000 steps per day. How many
do you usually do [preferred
name]?”

• Consumers’mean rating 11.5/15 (77%): “While the message is clear,
I don’t think I need to receive it. Messages like these are not personal
and supportive. Just that not everyone has apps, younger generation
like my daughter does, with her fitbit she tracks steps. I don’t have
one. A message like 30 mins (walking) of exercise 3-5x a week is
recommended, how often do you exercise” (female, age 45 years)

• Health professionals and researchers’ mean rating 15/15 (100%):
“should there be a link [or] reasoning why useful for [Breast Cancer
Institute] patient” (female, age 38 years)

Nutrition

Portion sizes

Edited“Hey [preferred name], some peo-
ple eat too much of a good thing.
As a general rule - it's good to
keep portion sizes around the size
of your fist”

• Consumers’mean rating 13.5/15 (90%): “Good information” (female,
age 50 years)

• Health professional and researchers’ mean rating 11.5/15 (77%):
“Could delete. Fruit and veg portions is larger than fist” (female, age
31 years)

Social and emotional well-being

Setting goals for self-care

Edited“Hi [preferred name], setting aside
time for yourself in your diary or
on your phone can make it easier
to stick to - whether it’s a walk,
yoga or just reading a good book,
treat yourself to some 'you' time”

• Consumers’mean rating 12.33/15 (82%): “resources need to be more
available. [they are] not always in a prominent place. These resources
would have helped - had to really search.” (female, age 65 years)

• Health professionals and researchers’mean rating 10/15 (67%): “This
message seems too busy. I would simplify. Maybe make into 2 mes-
sages as you are tapping into 2 different ideas: regular practice and
‘me time’. I would separate.” (female, age 55 years)
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Oral interview feedback from consumers (n=3) and free-text
feedback from the citizen collaborator revealed three important
themes for consideration in message refinement: prevention of
loneliness, impacts of treatment and medication side effects,
and motivation to exercise. Example quotes for each theme are
presented in Textbox 1. Feedback also revealed that the term
journey was polarizing. For example, a consumer stated, “Many
women don’t like the word journey. Could use breast cancer
experiences instead” (female, age 41 years), and a health
professional’s feedback mirrored this sentiment: “some people
don’t like the word journey, maybe consider alternative eg
experience” (female, age 62 years). Therefore, journey was

replaced with the term experience throughout. Consumers also
felt that messages relating to alcohol and cooking food on a
barbeque were not appropriate in some cultures. For example,
a consumer stated, “I heard the BBQ is not good for cancer
people because when protein and oil getting burnt...burnt food
is no good for cancer” and later explained, “here is one about
limit[ing] alcohol. It’s a good message but some people when
they read that message, even they don’t want to drink alcohol.
Some people read it and they might think ‘oh maybe I can drink
alcohol’” (consumer, female, age 50 years). All messages about
alcohol were deleted, and the word BBQ was replaced with a
suggestion to bake the food.

Textbox 1. Consumer and citizen collaborator message content themes and quotes.

Theme 1: Prevention of Loneliness and Isolation

The messages [that] give information, give some encouragement because after treatment, I stayed home and I felt
very lonely. [Consumer, female, age 50 years]

Theme 2: Impact of Side Effects

I was slowly recuperating pretty good, but I’m still not over it yet, it’s been over 12 months...Tiredness, sometimes I
can’t do housework. [Consumer, female, age 76 years]

Fatigue was huge. And it would always hit you sort of 2, 3 o’clock in the afternoon. [Consumer, female, age 56 years]
Theme 3: Motivation for Exercise

have an exercise buddy or just a friend that you meet to go and have a walk with or walk your dog...just go I’m meeting
so and so and we’re going to do this today, and it’s like keeping an appointment [Consumer, female, age 56 years]

[My smartwatch] counted the amount of steps I did every day...so it would tell me how many kilometres I had done.
It gives you this sense of achievement at the end of the week. [Consumer, female, age 56 years]

One thing you could add is a reminder that finding time to exercise and eat healthy can be really hard when you
struggle with fatigue, but that it will actually help give you more energy. [Citizen collaborator, female, age 30 years]

after operation...it’s been 3 years...but still pain and the scar is hard. When I’m moving it feels hard [tight]. The
doctor said more exercises, stretch and do some physical therapy. [Consumer, female, age 50 years]

On the basis of the feedback (Likert scale, free-text questions,
and interviews), 36.5% (69/189) of messages were edited, 37.6%
(71/189) were deleted (score <12 or repetitive concept), and 12
new messages were created; 130 evidence-based, co-designed
messages remained: 55.4% (72/130) of messages relating to the
theme of physical activity and healthy eating, 29.2% (38/130)
regarding social and emotional well-being, 32.3% (42/130)
regarding general breast cancer information, and 28.5% (37/130)
regarding medication adherence and side effects. Subthemes
from step 1, such as financial support and practical solutions
for side effects (fatigue, hot flushes, and cognitive load), were
included within these four broader themes.

Readability
The 130 text messages had a mean Flesch-Kincaid grade level
of 7.12 (SD 2.84) and an ease-of-reading score of 68.92 (SD
15.46), representing standard reading ease, which means that
the texts will be easy to read for anyone with grade (or year) 7
education and higher [31]. The text messages had a mean of
2.02 (SD 0.69) sentences, 29.09 (SD 6.72) words, or 132.74
(SD 31.69) characters.

Discussion

Principal Findings
This study reports the outcomes of a co-design process [14] and
the development of a bank of evidence-based text messages.
To our knowledge, this is the first SMS text message
intervention to be co-designed by breast cancer survivors, a
citizen collaborator, health professionals, and researchers, and
includes both mental and physical health messages. The message
content was combined with clinical guidelines [28] and behavior
change techniques [23]. Messages were evaluated highly for
ease of understanding, usefulness, and appropriateness for breast
cancer survivors by consumers, health professionals, and
researchers. Although there were discrepancies between some
consumers’ and health professionals and researchers’ mean
message ratings, the consumers’ feedback was prioritized to
ensure that their voices were at the forefront of the co-design
process. Compared with the initial bank of draft text messages
(n=274), the resulting 130 evidence-based co-designed text
messages were evaluated highly (score ≥12/15, 80% and positive
qualitative feedback) by participants and focused on topics of
interest to consumers—namely, social and emotional well-being,
healthy eating, physical activity, medication adherence, side
effects, and general breast cancer information. Overall, this
iterative co-design process was feasible, produced an improved
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final text message bank, and highlighted the importance of
consumer co-design.

SMS text message interventions are becoming increasingly
popular as mHealth strategies [33]. However, there is sparse
research on women with breast cancer [16-21], and few
programs describe the process of text message content
development [34]. For example, health literacy is often
overlooked or not reported in the development of eHealth
programs [35]. In this study, messages were short and rated
highly for ease of understanding, which is supported by the
Flesch-Kincaid grade level 7 and readability score (SD 68.9).
These scores indicate that anyone with an education grade of 7
or above would likely understand the messages [31], which may
reduce health literacy barriers [30] and increase user
acceptability [27]. Moreover, health professionals, researchers,
and consumers feedback revealed that a positive message tone
was important, which is consistent across studies [27,36]. Recent
systematic reviews reveal that message tailoring and
personalization may [37] or may not [38] improve program
efficacy, and message content does not need to be based on a
theoretical framework to be effective [38]. Qualitative results
suggest that it may be the overall impact of the program rather
than a single program component that end users find helpful
[27]. However, for adequate comparison across interventions,
the development of message content should be clearly reported
[37,38]. Factors including the co-design strategy, behavior
change theories, readability, and message personalization can
help elucidate what makes an effective and well-liked
intervention.

This study also provides a framework for developing and
implementing SMS text message programs with consumers’
voices at the forefront. Previous studies have developed and
refined messages with health professionals, and consumers
reviewed the edited messages [14,39]. This strategy may miss
message topics or lived experiences important to consumers
and limit program and delivery impact. Conversely, this study
simultaneously involved consumers and a citizen collaborator
with health professionals and researchers throughout the
message development, review, and refinement. Moreover, all
participants (consumers, a citizen collaborator, health
professionals, and researchers) reviewed the same initial
messages and were provided equal opportunity for opinions;
furthermore, we prioritized consumer ratings when refining
messages. Research shows that developing programs with
consumers and citizen collaborators can improve user acceptance
and engagement [7,9], which may explain the high rating of
message usefulness and acceptability from both consumers and
health professionals and researchers in this study. However, an
ongoing challenge is to provide adequate compensation to
consumers for their involvement and efforts. The National
Health and Medical Research Council recently released
guidelines for the involvement of consumers in research, which
suggest that consumer reimbursement (financial, authorship, or
acknowledgment) should be considered when planning a project
or applying for grants [40]. These guidelines may help future
researchers to identify barriers and enablers in consumer
co-design.

Implications for Practice
The proliferation of breast cancer survivors is a testament to
improvement in treatment [1]. However, women’s mental health
can be impacted years after a breast cancer diagnosis [41,42]
and increase the urgency for ongoing supportive care. There is
evidence that eHealth self-management programs during cancer
treatment can reduce women’s distress and depression [43,44].
However, few programs address the mental health concerns that
arise after treatment [45]. In fact, many text message programs
focus on improving physical behaviors such as physical activity,
healthy eating, smoking cessation, and medication adherence
[34]. However, previous research shows that mental and physical
health are closely related and that consumers desire mental
health information [5,46,47]. This program endeavored to fill
this gap by co-designing messages for mental health after breast
cancer treatment. The consumer feedback from this study
provided further evidence that loneliness and treatment side
effects are ongoing concerns that may impact mental health.
This world-first co-designed program for breast cancer survivors
may therefore add to current posttreatment support services by
offering an overall lifestyle-focused approach, including both
mental and physical health promotion.

Although the study provides new evidence for the co-design of
SMS text message interventions for breast cancer survivors, it
has some limitations. The number of consumers was relatively
small, and most were White, which may not be generalizable
to the priorities of the wider breast cancer community. However,
cultural considerations, such as alcohol intake and cooking
styles, were considered in the message evaluations and
refinements. Consumers were recruited from WBCI, which
services a large (about 2.3 million) multilingual and
socioeconomically diverse population in Western Sydney. Half
(49%) of the Western Sydney population speak a non-English
language at home, including 8.5% who reported speaking
English not well or not at all [22]. It is possible that the
requirement to read and understand English limited some people
from participating. However, this study demonstrates that the
co-design process is acceptable and can be easily replicated in
other populations or languages. To increase the diversity and
number of message reviewers, future research should provide
videoconference options for co-design workshops and
web-based options for text message evaluation surveys, where
possible and allowable through ethics. Reducing access barriers
will allow women from distant or rural communities to offer
important inputs. Moreover, the final text message bank will
be evaluated in a randomized controlled trial and process
evaluation [48]. A diverse sample of 160 women will be
recruited to provide feedback via a questionnaire and focus
groups to elucidate the feasibility and acceptability of the
message content and overall one-way program within the wider
breast cancer community.

Conclusions
Consumers, a citizen collaborator, health professionals, and
researchers successfully co-designed a set of 130 evidence-based
lifestyle-focused text messages to support women’s health after
breast cancer treatment. The co-design process resulted in an
improved final bank of text messages and highlighted the
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importance of involving consumers as equal co-designers. This
process can easily be replicated to develop SMS text message

interventions for other patient populations.
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Abstract

Background: Hypertension affects over 15% of the world’s population and is a significant global public health and socioeconomic
challenge. Mobile health (mHealth) services have been increasingly introduced to support hypertensive patients to improve their
self-management behaviors, such as adherence to pharmacotherapy and lifestyle modifications.

Objective: This study aims to explore patients’ perceptions of mHealth services and the mechanisms by which the services
support them to self-manage their hypertension.

Methods: A semistructured, in-depth interview study was conducted with 22 outpatients of the General Hospital of Ningxia
Medical University from March to May 2019. In 2015, the hospital introduced an mHealth service to support community-dwelling
outpatients with self-management of hypertension. Content analysis was conducted by following a grounded theory approach for
inductive thematic extraction. Constant comparison and categorization classified the first-level codes with similar meanings into
higher-level themes.

Results: The patient-perceived mechanisms by which the mHealth service supported their self-management of hypertension
were summarized as 6A: access, assessment, assistance, awareness, ability, and activation. With the portability of mobile phones
and digitization of information, the mHealth service provided outpatients with easy access to assess their vital signs and
self-management behaviors. The assessment results gave the patients real-time awareness of their health conditions and
self-management performance, which activated their self-management behaviors. The mHealth service also gave outpatients
access to assistance, which included health education and self-management reminders. Both types of assistance could also be
activated by abnormal assessment results, that is, uncontrolled or deteriorating blood pressure values, discomfort symptoms, or
not using the service for a long period. With its scalable use to handle any possible information and services, the mHealth service
provided outpatients with educational materials to learn at their own pace. This led to an improvement in self-management
awareness and ability, again activating their self-management behaviors. The patients would like to see further improvements in
the service to provide more useful, personalized information and reliable services.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25522 | p.320https://www.jmir.org/2021/6/e25522
(page number not for citation purposes)

Song et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:ping@uow.edu.au
http://www.w3.org/Style/XSL
http://www.renderx.com/


Conclusions: The mHealth service extended the traditional hypertension care model beyond the hospital and clinician’s office.
It provided outpatients with easy access to otherwise inaccessible hypertension management services. This led to process
improvement for outpatients to access health assessment and health care assistance and improved their awareness and
self-management ability, which activated their hypertension self-management behaviors. Future studies can apply the 6A framework
to guide the design, implementation, and evaluation of mHealth services for outpatients to self-manage chronic conditions.

(J Med Internet Res 2021;23(6):e25522)   doi:10.2196/25522

KEYWORDS

patient experience; mHealth; mobile phone; mobile app; intervention; self-management; high blood pressure; chronic disease
management; qualitative research

Introduction

Background
Hypertension is one of the principal modifiable risk factors for
cardiovascular diseases, especially for stroke and chronic renal
diseases [1]. Without a clear pathophysiology or cure, it remains
a major global burden of morbidity and mortality [1].
Alarmingly, rising living standards and their derived unhealthy
lifestyles are accelerating the prevalence of hypertension
annually. In 2015, an estimated 1.13 billion people worldwide
had hypertension, leading to 19% of global deaths [2,3].
Hypertension also imposes a substantial economic burden on
society and health care systems. The annual medical cost of
hypertension is estimated at US $370 billion worldwide,
representing approximately 10% of the global health care
expenditure [4]. Thus, hypertension control is a priority for
improving population health and containing chronic disease
burden.

Hypertension treatment includes both pharmacological and
nonpharmacological interventions [5]. These interventions are
only effective if a patient engages in long-term, even lifelong,
self-management behaviors, which include adherence to
pharmacotherapy and lifestyle modifications. Patients need to
take antihypertensive medication as often as prescribed and
regularly measure blood pressure (BP) to monitor its efficacy
[2,6]. In addition, they need to follow a healthy lifestyle, such
as maintaining a healthy diet, performing physical activities,
avoiding tobacco and unhealthy alcohol use, and managing
mental stress [2,7]. However, for most patients, adherence to
self-management behaviors is challenging. Less than 50% of
patients adhere to hypertension self-management 1 year after
initiating pharmacotherapy [8]. Nonadherent behaviors include
failure to initiate pharmacotherapy and lifestyle modifications,
take antihypertensive drugs at the prescribed frequency, adhere
to long-term treatment, and monitor efficacy regularly [9,10].
These challenges can be addressed by assistive technology
innovations, such as mobile health (mHealth) services.

mHealth Services
mHealth refers to the use of mobile devices to deliver medical
or public health services [11]. As mHealth services break the
constraints of time, space, cost, and capacity, they can provide
patients with low-cost, affordable, ongoing support to manage
their chronic conditions, such as hypertension, which requires
long-term, lifestyle-related care plans and continuous monitoring
in the home environment [12]. mHealth services have multiple

modes, such as SMS text messages, mobile apps, and interactive
voice responses [13]. With the proliferation of smartphones and
the advancement of cellular networks, mHealth apps are
increasingly available for patients to access health care services.
In 2018, approximately 318,000 mHealth apps were available
worldwide [14].

The effectiveness of mHealth services in assisting patients with
self-management of hypertension has been widely studied.
Empirical evidence suggests that mHealth services can better
assist patients in controlling BP than the conventional
face-to-face care model [15-20]. A review of 23 studies on the
effectiveness of mHealth services found that 16 (69.6%) studies
demonstrated a positive effect on medication adherence and
healthy behavioral modification [21]. Lu et al [22] also found
that mHealth apps can improve patient experience, especially
in health information exchange, physician-patient
communication, and short-term outcome improvement.
Nevertheless, after assessing 186 hypertension-targeted apps in
Apple and Google Play stores, Alessa et al [23] found that only
30 apps (16%) were likely to be effective in assisting
hypertension self-management. The common feature of these
30 apps was that they all had 3 or more functionalities, including
(but not limited to) self-monitoring, reminders and educational
information or automatic feedback. There was little information
about the theoretical basis of many apps, and there was no
evidence about their effectiveness and usability. Song et al [24]
also found that the ineffectiveness of the mHealth service might
result from a lack of theoretical guidance for assisting behavioral
modifications. Hallberg et al [25] interviewed 49 patients who
used an interactive mobile phone–based system to self-manage
hypertension. The patients appraised the system as a useful tool
for self-reporting health conditions, measuring BP, retrieving
self-reported data, and receiving motivational messages. These
had led to improvements in lifestyle, health knowledge, and
better engagement. However, as the participating patients were
all active mobile app users, this study may be susceptible to
positive bias. Conversely, Morrissey et al [26] questioned the
sustainability of mHealth services despite positive patient
engagement. To date, the mechanism for mHealth services to
assist patients with self-management of hypertension is unclear.

Study Context and Aim
To pilot trial an mHealth service to improve patient hypertension
management and population health, a large-scope, international,
tripartite, collaborative program was conducted between the
University of Wollongong, Australia; Zhejiang University,
China; and the General Hospital of Ningxia Medical University,
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China, through a formal research partnership. The mHealth
service entitled BP Assistant was developed by the Biomedical
Informatics Laboratory at Zhejiang University to support
patients in self-managing hypertension in Ningxia, a province
in China with a high prevalence of hypertension because of high
salt intake [19]. It was implemented in the General Hospital of
Ningxia Medical University, the only tertiary hospital in the
province, in November 2015. The hospital has more than 3000
beds and supports outpatients with hypertension
self-management. In March 2019, 2079 patients were enrolled
in the mHealth management program. This study explored
patients’ perceptions of the mHealth service and the service
mechanisms to support them in self-managing hypertension.

Methods

Ethics Approval
This study was approved by the Human Research Ethics
Committee of the General Hospital of Ningxia Medical
University, China. The registration number is ID2018-325. Oral
and written consent was obtained from all participants before
the interviews, and their anonymity was preserved. All

information and audio recordings of the participants were kept
confidential.

Study Design, Setting, and Participants
This study was conducted using semistructured, in-depth
interviews from March to May 2019 in the Department of
Cardiology at the General Hospital of Ningxia Medical
University. The study population included outpatients with
hypertension who were registered to receive the mHealth service
provided by this department. All participants had participated
in a previous clinical trial (registration number
ChiCTR1900026437) that evaluated the effectiveness of the
service.

The mHealth Service
The mHealth service includes 2 technical components: a
smartphone-based app, entitled BP Assistant, for patients to use
to self-manage hypertension, and a web-based portal for health
care providers to monitor and communicate with their patients.
The app can be used in both iOS and Android systems. There
are 6 key functional modules in the app: health education, health
management plan, health checkup, health report, reminder
service, and performance ranking (Textbox 1).

Textbox 1. Six key functional modules of the BP Assistant hypertension self-management app.

Health Education

• To provide educational information about hypertension and hypertension management

Health Management Plan

• To provide a to-do list, which requires users to record and upload personal health data, including blood pressure and heart rate, medication type
and dose, weight, diet, exercise, and uncomfortable symptoms

Health Checkup

• To provide feedback to tell users whether their blood pressure is abnormal or normal

Health Report

• To provide visual daily and monthly reports based on a statistical analysis of input data

Reminder Service

• To allow users to set up and receive tailored reminders for health management plans

Performance Ranking

• To score and rank each user’s performance according to their degree of app use in a ranking list

Health care providers can check all uploaded data from the
web-based portal whenever needed. In particular, if an anomaly
is detected, such as a sudden change in vital signs, long-term
loss of contact, or patient-reported discomfort, the system will
automatically send out a warning signal to alert the health care
providers to follow up with the patient and provide treatment
assistance or guidance.

Semistructured Interview Questions
The interview guide was developed by the first author in English
and then translated into Chinese. Content validity was evaluated
by a panel of 10 bilingual experts, including 4 cardiovascular
medical specialists, 4 health informatics experts, 1 certified
health manager, and 1 information systems expert, before

translating back into English. Afterward, the interview guide
was pilot tested for its face validity by 3 hypertensive patients
who had used the app. Feedback from these patients was taken
to further refine the interview guide to improve the
understandability and relevance of each question (Multimedia
Appendix 1).

Sampling and Recruitment
Participants were selected using purposive, snowball, and
theoretical sampling until the data were saturated, that is, no
new themes emerged [27-29]. We purposefully selected
participants with varying sociodemographic characteristics to
ensure diversity in age, gender, and type of mobile operating
system being used. Theoretical sampling, which involves
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simultaneously collecting, coding, and analyzing data to
determine whom to approach next to generate new insights, was
used to enrich emerging categories and provide guidance for
data collection to reduce selection bias.

Participants who (1) were aged 18 years or more, (2) had a
diagnosis of essential hypertension (hypertension without
identifiable causes) based on the Seventh Report of the Joint
National Committee on Prevention, Detection, Evaluation, and
Treatment of High Blood Pressure [5], and (3) had participated
in the program to self-manage hypertension using the BP
Assistant over 3 months were included in the study. Participants
who (1) had secondary hypertension or (2) were unable to
express their own perceptions because of mental disabilities or
inability to speak were excluded from the study.

Potential participants were contacted by a registered nurse
through a phone call or in a waiting room while they were
waiting for a medical consultation. They were informed about
the purpose and requirements of the study and then sought for
verbal consent. An interview appointment was then made with
those who provided verbal consent. At the beginning of the
appointment, the interviewer described a detailed interview
process and sought written consent. Only those who provided
written informed consent were interviewed.

Data Collection
After providing written informed consent, the participant was
guided into a reception room where the interview was
conducted. After briefing the participant on the purpose,
procedure, and content of the interview, the interview was
started. Each interview lasted approximately 30 minutes and
concluded when information saturation was reached. The audio
recordings were transcribed verbatim in Microsoft Word
documents. All names included in the manuscript were replaced
by codes to preserve the anonymity and privacy of the
participants. All information and audio recordings of the
participants were kept confidential.

Data Analysis
The interview transcripts were systematically analyzed using
an inductive thematic analysis method to identify different points
of view and grouping them into various themes [30,31]. A total
of 3 researchers engaged in content analysis. Each transcript
was read carefully to obtain a general impression of the main
experience of the participants by 2 researchers (TS and SQ).
Content analysis followed the grounded theory approach [32,33].
The coding and classification were conducted in Microsoft
Excel, benefiting from its affordance of easy visualization of a
large number of codes in one screen, which was convenient for
constant comparison, classification, and aggregation of codes,
as suggested by Bree et al [34]. Each document was divided
into sentences that only addressed one issue and were allocated
to different cells in the same column. Each sentence was
critically analyzed verbatim to identify the meaning unit by one
researcher (TS), that is, an atomic text fragment containing
relevant information to elucidate the research question. Given
the different ways in which the participants expressed their
experiences, each unit of experience was tagged with a label
expressing its core meaning. This resulted in the abstraction of
initial codes to describe these experiences.

The initial codes were compared, aggregated, and sorted into
16 higher conceptual–level concepts, known as subthemes. In
this stage, how the patients were affected by the mHealth service
was also established to understand the relationships. After that,
concepts with similar meanings were further abstracted and
grouped into an overarching 6 categories, called themes. After
more than 3 months of constant comparison, aggregation,
classification, and discussion, the tentative coding and data
management were iteratively formulated and revised according
to the consensus among the 4 researchers to avoid duplication
and overlap (Table 1). The coding was then validated by another
researcher (SQ), and the third researcher (PY) was referred to
for arbitration when inconsistencies occurred.

Table 1. Examples of initial codes, subthemes, and themes from the interview.

ThemeSubthemeInitial codeQuotation

“It is very convenient (when I am) outside (such
as) going abroad. It can be taken and used every-
where.”

••• AccessPortabilityConvenient to use outside
• ••Convenient to use when going

abroad
AccessPortability

• •Portability Access
• Can be taken and used everywhere

“Just won't forget it. I used to forget about (taking
medication on time). Now once the alarm rings, I
will take the medications.”

••• AssistanceReminder of self-manage-
ment

Do not forget
• •Take medicine on time when the

alarm rings
Activation

• Cue to action

“I used to think hypertension was not a problem.
(But) the cases (provided in the app) awaked me.
It is my own business to manage my daily life.”

••• AwarenessImportance of self-manage-
ment

Not a problem
• •Cases Assistance

• Health education• •Own business Awareness
• Importance of self-manage-

ment
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Results

Demographics
A total of 22 outpatients with hypertension (4/22 women, 18%)
participated in this study. Their ages ranged from 33-73 years,
with a median age of 47 years. They were employed (11/22,
50%), self-employed (7/22, 32%), retired (3/22, 14%), or
unemployed (1/22, 5%). Of the total participants, 41% (9/22)
had a bachelor’s degree and above, 27% (6/22) had a college
degree, 23% (5/22) held senior high school diplomas, and 9%
(2/22) held junior high school diplomas. Out of 22 participants,

12 (55%) used iPhones, 8 (36%) used Android smartphones,
and 2 (9%) used both.

A 6A Framework That Explains the Mechanism for
the mHealth Service to Assist Patient in
Self-Management of Hypertension

Overview
Patients’ perceptions of the mHealth service on their
hypertension self-management are summarized in 6 themes
(6A): access, assessment, assistance, awareness, ability, and
activation (Figure 1).

Figure 1. A 6A framework of using the mobile health service to assist patient in self-management of hypertension.

With the portability of mobile phones and digitization of
information, the mHealth service provided hypertensive
outpatients with (1) low-threshold access to health assessment
and (2) health care assistance. (3) The assessment results, that
is, vital signs and self-management behaviors, gave the patients
real-time awareness of health conditions and self-management
performance. (4) In particular, abnormal results, such as
deterioration of vital signs or lack of self-management behavior
records, could also be fed back to health care providers to
provide the patients with assistance. Health care assistance
included health education and reminders of self-management
behaviors. (5) Health education assisted the patients in
improving their awareness of the importance of
self-management and (6) the ability, that is, knowledge and
skills, in performing self-management behaviors. The reminders
assisted patients in overcoming the barrier of forgetfulness. The
improvement of (7) self-management awareness, (8) ability,
and (9) reminders together activated their self-management
behaviors.

In descending order of the number of times mentioned by the
interview participants, the 16 subthemes were vital sign
assessment, health education, ability to self-manage
hypertension, digitization, reminder of self-management,
awareness of the health condition, cue to action, portability,
self-management behavior assessment, awareness of the
importance of self-management, sense of goal accomplishment,
sense of hope, sense of crisis, awareness of self-management
performance, sense of competition, and ability to self-manage
comorbidities (Multimedia Appendix 2).

Access
The patients appreciated that mHealth lowered their threshold
to access health information and health care services compared
with the conventional hypertension care model. This was
because of the portability of mobile phones and digitization of
information.
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Portability

The use of the mHealth service for hypertension
self-management was available through the smartphones that
patients carried with them in daily life. The lightweight, portable
smartphones made it convenient for them to access health
assessments and health care assistance without time and space
limitations. The patients could keep their health care providers
informed of their health conditions through access to the app.
Remote communication and interaction reduced the need for
hospital visits, avoiding excessive registration and examination
costs:

It is very convenient [when I am] outside [such as]
going abroad. It can be taken and used everywhere.
[Patient 09]

It’s easier for communication about hypertension
management [with my doctor] because [if] there is
always some tool to connect between us to exchange
information, [I] do not have to run to the hospital. It
has always been annoying to go to the hospital to
seek medical treatment. We have to wait in a crowded
space for a long time, and the queue is often quite
long. Health problems that could be solved in a few
minutes always took a whole morning. [Patient 18]

Digitization

The mHealth service provided patients with a convenient digital
platform to access health information and health care services.
The data were in digital form and stored in the app, which was
easier to retrieve and less likely to be lost than the traditional
method of recording data in a notebook. It was also quicker and
easier to review the records without flicking through paper-based
records, allowing both patients and their health care providers
to capture useful information in time:

In every record, the specific time was recorded; the
specific data was also recorded...unlike writing it
down in a notebook, it won’t be lost. [Patient 06]

It’s so convenient that I can track my records
easily,...,unlike before, if I needed to identify a certain
record, I had to go through all written records one
by one. [Patient 14]

(It is) more convenient. I used to record my BP in a
notebook, every time the doctor had to flip through
it and read the records one by one. You see, it is
impossible for her to read each record and identify
my highest systolic BP. As she has to see so many
patients in a day, in fact, she cannot get anything
(meaningful)...(But) now she only needs to glance at
the curve, the overall trend, the peaks and valleys
directly on the mobile phone. This is faster and more
intuitive. [Patient 02]

Assessment
The patients praised the mHealth service because it provided
them with the opportunity to assess their vital signs and
self-management behavior.

Vital Signs

The mHealth service assessed the vital signs of patients, that
is, BP and heart rate, measured and entered by themselves on
the app through automatic analysis, with the results presented
back to both the patients and their health care providers. The
patients believed that these results provided evidence that
enabled their health care providers to understand their condition,
make an appropriate diagnosis, and provide feedback, such as
adjusting the treatment program, instead of relying on a single
measurement of BP in the clinic:

[The app] helped me to tweak my medicine well,...My
medication had been changed four times before
because my BP reading was always up and down. I
did not have any records at that time...With the app,
the doctor prescribed the medicine in reference to all
the records of my BP. Once the medication was right,
the BP was gradually under control. [Patient 11]

One patient specifically pointed out that the mHealth service
helped to solve his white-coat effect in the clinic:

...my BP readings are always higher when I sit with
the doctor but lower at home. So, the data I upload
[to the app] is more accurate than that taken in the
hospital. [Patient 09]

Self-Management Behavior

The mHealth service automatically recorded the patients’
self-management behaviors, including BP, heart rate, and weight
measurement; medicine intake; step count; and food intake, to
assess their self-management performance. The patients thought
that the assessment results provided their health care providers
with evidence to determine the reason for the suboptimal
efficacy, that is, whether the medicine was inappropriate or the
patients did not adhere to the self-management:

In the past, if the BP was not well controlled, the
doctors would ask me if I take medicine on time or if
there was too much salt intake or I did not do
exercise. With the record, she can immediately see
what might cause poor BP control. [Patient 17]

In particular, abnormal assessment results, that is, uncontrolled
or deteriorating BP values, discomfort symptoms, or not using
the system for a long period could also be detected by the
mHealth system. Once an abnormal result was detected, the
mHealth system would send an alarm signal to notify the health
care provider to contact the patient or their families to provide
timely feedback:

...[The health manager] called me in time and asked
me what happened recently; why wasn’t my BP
controlled but suddenly increased? Did I eat high
cholesterol food etc...[it] is a wake-up call to us.
[Patient 07]

The negative experiences reported by the patients included
overwhelming assessment items, inaccurate assessment of health
conditions, and inability to see how lifestyle changes impact
BP levels. Some patients complained that the app required too
many data items to be entered on a daily basis; they doubted
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about the actual effect on disease management but saw it as a
waste of their time:

Some functions are useless. For example, I take the
same drugs every day. Why do I need to upload them
every day? [Patient 12]

I only use [hypertension-]related functions. Also, it’s
hard to assess, i.e., the diet. For example, if I record
a bowl of rice, you still don’t know exactly how much
rice I eat. [Patient 07]

Some patients considered that some wordings in the app, such
as BP and discomfort symptoms, were not entirely accurate:

Your assessment of discomfort symptoms is inaccurate
and illogical. The symptoms listed in the app, such
as chest pain and mixed-up words, are typical
symptoms of cardio or cerebral infarction. How can
I still stay at home and wait for feedback once they
occur? I must have to directly go to the hospital or
call the emergency. If you say sweating, a little dizzy,
these can be called discomfort symptoms. [Patient 02]

The assessment of BP is unscientific without
considering the pressure difference. I remember one
time, I felt particularly uncomfortable, and my BP
was 100/80 [mmHg]. The app showed unexpectedly
that my BP was normal. This would mislead the
patient. [Patient 12]

One patient strongly felt a lack of logical connection between
the assessment results, for example, BP values and other data
items. This impeded a patient’s recognition of the importance
of certain app functions for hypertension management, thus
reducing their acceptance and use of these functions:

The assessment indicators [in the app] are all
isolated. We can’t see any connection between what
we do and the corresponding outcomes. [Patient 09]

Assistance
The patients reported 2 types of assistance provided by the
mHealth service: health education and reminders.

Health Education

The patients acknowledged that their physicians had explained,
more or less, the reason and the way to self-manage
hypertension; however, they either did not fully understand or
ignored these instructions during the medical consultation
period. The mHealth service assisted them with this challenge
because it provided a large volume of educational materials that
were not otherwise accessible, which allowed them to learn at
their own pace so as to absorb the information and to truly
understand the meaning of the medical orders:

Yes, [the doctor] told me before. But, he or she may
not go into the level of detail due to time limit. (I)
didn’t take it to heart either [because I’ only paid
attention to what medications were (at the time of
medical consultation). [Patient 18]

...the doctor had told me everything [about
self-management of hypertension] when I was sitting
with her. But I had little knowledge and did not really

absorb the information. When encountering the same
information again [in the app], I came to understand
why and how to [do it]. [Patient 03]

The patients also felt that the content provided by the mHealth
service was more trustworthy than those obtained from other
sources because it was disease-focused and recommended by
health care professionals in a prestigious tertiary hospital:

...although it is much easier to get the
[hypertension-related] information from other
sources, such as TV, mobile phone, newspapers, your
app is more trustworthy because it is targeted,
specifically for hypertension and it’s sophisticated.
Also, [it is] professional because [the content is]
checked by doctors, unlike information [from other
sources which was] just copied and pasted [from
somewhere else]. [They] cannot be trusted. [Patient
02]

Reminders

The mHealth service reminded them to perform necessary
self-management actions, such as taking medications, which
assisted them in overcoming the barrier of forgetfulness:

Just won’t forget it. I used to forget about [taking
medication on time]. Now once the alarm rings, I will
take the medications. [Patient 09]

The negative experiences mentioned included that the feedback
service was lagged behind and untimely because they had
experienced symptoms and discomfort without receiving any
feedback:

...I felt chest pain at one time, and I reported it in the
app. But there was no response. [Patient 22]

There were also complaints about the technical instability of
the app, preventing the patient from getting timely assistance:

Sometimes I can’t log into my account. You know,
users will lose confidence in your product in this case.
[Patient 15]

Occasionally, it may fall offline. [Patient 13]

Awareness
The patients felt that their awareness was improved by using
the mHealth service, which included awareness of their health
conditions and self-management performance and the
importance of self-management.

Health Conditions and Self-Management Performance

The visual and colorful graphic assessment results charts for
vital signs and self-management behaviors improved patients’
awareness of their health conditions and self-management
performance, respectively:

...then translate [the assessment results] to a graph.
I was more aware [about my health condition] as
soon as I looked at the chart. My BP, for example,
showed a downward trend but had not met the target.
[Patient 02]

It has several indicators, in different colors, it’s very
vivid, clear at a glance. [Patient 05]
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Importance of Self-Management

Despite being diagnosed with hypertension, some patients never
took it seriously because they did not believe in the
consequences of the disease or the need to control it. The
patients admitted that the educational materials assisted them
with a better understanding of hypertension-related risk factors
and corresponding consequences and built their belief in the
responsibility of self-management. This made them change their
attitudes, being aware of the importance of self-management,
and they thus had the intention to engage in self-management
behaviors:

When diagnosed with hypertension after a medical
examination, I thought the doctor just scared me
because I didn’t feel anything wrong with my health.
I ate and drank and smoked whatever and whenever
I wanted, and even didn’t take any medication
because I was afraid of side-effect. After reading the
materials in the app, I knew I was wrong. It was time
to manage hypertension. [Patient 19]

I have never managed [hypertension] before [using
the app because] I thought many of my family and
friends also had [it], but they were still alive and well.
Now I know that once there are symptoms, it is late
because our organs have been injured, and the injury
was mostly irreversible. [Patient 04]

I used to think hypertension was not a problem. If [I
felt] dizzy, [then I] go to see a doctor; otherwise, just
let it be. [But] the cases [provided in the app] awaked
me. It is my own business to manage my daily life.
[Patient 18]

Ability
Patients reported that using the mHealth service improved their
ability to self-manage hypertension, including their knowledge
and skills in hypertension self-management and inspiration for
self-management of comorbidities.

Knowledge and Skills in Self-Management of Hypertension

The health education provided by the mHealth service increased
patients’ general knowledge of hypertension self-management
and improved their BP control skills and strategies for practicing
healthy lifestyles:

The health tips are quite useful, [I] got to know what
should [I] pay attention to in the daily life, and how
to achieve self-regulation; for example, I often remind
myself not to be angry, to maintain a healthy diet,
and to do physical activities. [Patient 15]

...I went through the educational material little by
little, such as how to measure BP correctly at home,
what matters when taking antihypertensive drugs, etc.
Now, I know how to self-manage [hypertension] well.
[Patient 01]

In particular, one patient mentioned that the mHealth service
improved his ability to deal with discomfort symptoms. As he
learned about the signs and patterns of the manifested symptoms
and the level of severity, he was confident and capable of

deciding whether to wait and see or to seek medical assistance
immediately:

...The educational materials are quite useful...[For
example, previously] I always rushed to the
emergency department when I felt dizzy or heart
palpitations because I had no idea what happened.
But now what I usually do is taking out a gauge to
measure my BP and heart rate, if they are abnormal,
I will observe it for a while. Usually, they would
return to normal without doing anything. Otherwise,
I would see the doctor. In addition, I used to be very
anxious when this case happened, which made my
BP higher; but now, I always remind myself to be
calm, making a rational decision after observation.
[Patient 05]

Inspiration for Self-Management of Comorbidities

The mHealth service also improved patients’ ability to
self-manage comorbidities because there were similar
requirements for managing chronic diseases:

Although this [app] is hypertension-focused, it is
virtually enlightening to my daily self-management
of coronary heart disease and diabetes, such as
eating, exercising, medicine adherence, because their
management principles are similar and interlinked.
[Patient 09]

However, some patients believed that the information provided
by the app was not sufficient to improve their ability because
the content was monotonous and difficult to absorb and the
update was not frequent enough:

The content of health education is monotonous, and
lack regular updates. [Patient 07]

The health education material was not adequate, thus
less useful. The information was out of date. [Patient
14]

Activation
The patients reported that using the mHealth service activated
their self-management behaviors, which included their sense of
hope, sense of crisis, sense of goal accomplishment and sense
of competition, and cues to action.

Sense of Hope and Crisis

The assessment results of vital signs gave the patients real-time
awareness of their health conditions, thereby activating their
sense of hope or crisis. Awareness of improved health conditions
provided a sense of hope for BP control, which encouraged
them to maintain self-management behaviors:

It brought up a sense of achievement by seeing the
curve of my BP recording being flattened. This gives
me the motivation to keep going. You see, [my systolic
BP] has dropped from 164 [mmHg] to 142 [mmHg].
It will be normal once [it] drops to 120 [mmHg].
[Patient 05]

Conversely, awareness of deteriorating health conditions
provided a sense of crisis, which activated them to improve
self-management strategies:
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A curve shown in the app can indicate whether my
heart rate is fast, slow or normal today, like my BP.
If abnormal, I was set on alert to reflect upon my own
behavior. Should I get more exercise? Am I eating
too much salt? Did I forget to take my medicine?
[Patient 14]

...if you don’t record [the BP], there is no [data] for
comparison...But if you have recorded and compared
yesterday’s, today’s and tomorrow’s records, a sense
of crisis will push you to reflect. [For example], my
BP is rising. What might have caused it? Oh, probably
because I drank alcohol. The record showed my BP
was normal before. So I shouldn’t drink alcohol in a
couple of days; instead, I should pay attention to a
healthy diet, regular work and rest. [Patient 15]

Sense of Goal Accomplishment and Competition

The assessment results of self-management behaviors made the
patients aware of self-management performance of both
themselves and other users, thereby activating their sense of
goal accomplishment and competition. Persistent recording of
patients’ self-management efforts had brought them a sense of
goal accomplishment:

...it would be nice that my effort could be faithfully
recorded by your app. I did it without any recording
in the past. But now, look at these records. I have the
strength [to keep going]. [Patient 15]

What I did and not have been recorded [in the app].
For example, walking, I was looking through [the
records] now and then. [If] I walked 9,000 steps
yesterday, I knew I reached the standard and felt at
ease. If I did not reach 9000 steps today, I always
worried and thought that I should go out and walk
more. [Patient 21]

In particular, 2 patients mentioned that the performance-ranking
function enabled activation. When a patient knew that other
patients did better than they had done, their sense of competition
was switched on, which activated self-management behaviors:

Seeing that someone was ahead of me, I made a firm
decision that I had to catch up with him or her.
[Patient 16]

Cues to Action

The reminder activated patients’ self-management behaviors
by providing them with prompts to perform a specific action,
for example, taking medications:

...[the app] always reminds me to take medicine on
time. [Patient 18]

[Previously,] the doctor couldn’t track my health
conditions, and I wasn’t completely sure [about
it]...so I was anxious. But now, I was immediately
told that I should go to the hospital and take a look
at it, which made me felt safe. I felt that I was put on
the radar screen. They had been paying close
attention to me with timely feedback, so I should also
play an active role to manage myself well. [Patient
03]

Despite the perceived benefits of self-management activation,
certain patients suggested further improvement in the
incentivizing mechanism for using mHealth services:

Actually, [if] you want to encourage them, you have
to send a message to list their achievement, such as
how many tasks have been completed, how well they
controlled [their BP], and how long they have
persisted in using the app, etc. [Patient 07]

...what can I get? For example, I use another app,
and if I walk up to 5,000 steps, it will pop up a
message saying, “Congratulations! You have reached
5,000 steps today. Please keep it up”. I can’t see
recognition of what I achieved using this app. [Patient
09]

I don’t know the criteria for scoring and ranking the
performance, so I’m not motivated because I don’t
know what to do next. [Patient 15]

Discussion

Principal Findings
Compared with the traditional hypertension care model, the
mechanism for the mHealth service to support patient
self-management of hypertension can be summarized in a 6A
framework: access, assessment, assistance, awareness,
activation, and ability (Figure 2).

Our findings can be explained by Donabedian health care quality
model [35]. The mHealth service changes the structure, that is,
the delivery mode and process of the traditional hypertension
care model. It provides patients with easy access to health
assessment and health care assistance, which assists with
improved self-management awareness and ability. These again
activate self-management behaviors (Figure 3).
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Figure 2. The mechanism for the mobile health service to support patients to self-manage hypertension.

Figure 3. Interactions among the structure (access), process (assessment and assistance), and outcome (awareness, ability, and activation) in the mobile
health service for hypertension self-management.

The mHealth service enables outpatients to access health care
services that were previously only available to inpatients. These
included the assessment results of vital signs and
self-management behaviors and assistance from the mHealth
system and health care providers. The increased access is
attributed not only to the functions of the app but also to the
changes in access rights facilitated by the mHealth delivery
mode. Computer automation reduces labor costs to facilitate
structural changes in the scope of health care service delivery
beyond the boundaries of hospitals. This change in the health
care service structure appears to lead to improved clinical
processes [24]. Our patients perceive app use, or smartphone
use, as an effective and easy way of gaining access to health
care services, facilitating their acceptance and use of mHealth
apps, as found by Anderson et al [36].

Smartphone portability encourages patients to interact with the
app and extensively use app functions without geographical
boundaries and time restrictions [37,38]. The patients also
appreciate that the mHealth service lowers the threshold for
them to access health care services. They do not need to make
a long journey and wait in a long queue to see their health care
providers, saving them time and cost.

The mHealth service also improves data access through timely
data transfer and easier data retrieval [39-41]. Vital sign data
are presented in easy visual graphics, allowing patients to read
the information on a mobile phone at a glance, instead of reading
it on paper or a computer. As suggested by Hallberg et al [25],
if the graph can be viewed directly on a mobile phone without
connecting to a computer, the mHealth service can be more
useful because it addresses the barrier to using the system.
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A total of 2 types of processes are changed—assessment and
assistance. Patients have access to assessing their vital signs
and self-management behaviors and the assistance of health
education and reminders at home.

The assessment results improve patients’ self-awareness of their
health conditions, that is, What is my current situation? It also
provides evidence to health care providers for accurate and
timely diagnosis and prescription, as found by Myers et al [42].
However, Den Hond et al [43] stressed that self-measurement
of BP cannot replace ambulatory monitoring for clinical
diagnosis. Interestingly, the white-coat effect, that is, rising BP
when seeing a doctor, can distort the real health condition of
the patients and lead to misdiagnosis and treatment in
face-to-face consultations [44]. Regularly measuring BP at home
and recording the results on the app can help solve this problem.
This is in line with the findings of Barsky et al [45]. It is worth
noting that some patients reported low accuracy of BP
assessment results. If there is a false assessment result, it will
inevitably affect the judgment of the severity of the disease and
even lead to wrong actions. This indicates that future product
development should involve medical experts to ensure
assessment accuracy [46].

As suggested by Norman Cousins, “Each patient carries his
own doctor inside him” [47]; self-management is essential for
all patients with chronic conditions, such as hypertension. The
first step was to establish awareness and ability. Lack of
awareness of the importance of self-management is a major
factor causing poor BP control [48]. Bokhour et al [49] also
suggested that hypertensive patients’ awareness of factors that
affect BP in their daily life may influence their ability to perform
self-management behaviors. Our findings suggest that health
education has improved patients’ awareness of health
self-management by addressing their why questions, that is,
Why is it important to self-manage hypertension? Despite best
efforts, limited medical resources and time make it difficult to
educate patients and meet their individual needs in traditional
face-to-face interventions [50]. The advantage of the mHealth
service comes from its high scalability for providing services,
for example, disseminating a large amount of educational
material to a wide range of patients with hypertension for
effective health education for chronic disease management
[51-53]. It also allows these patients to absorb the information
in their own time and at their own pace until they are fully aware
of the importance and have the ability to perform
self-management. They can also continuously improve their
self-management abilities through constant learning. This is in
accordance with the basic requirements for successful
pharmacotherapy and lifestyle management for hypertension.
However, some patients were disappointed with the publication
frequency, accuracy, and legibility of the educational content.
This suggests that a successful mHealth service requires accurate
resources to be published regularly to sustain patients’ trust
with the mHealth service, which was in accordance with the
study by Zarea et al [54] to evaluate health information websites.
The negative feedback from the patients also provided insights
into what and why the mHealth services did not work, that is,
violating the 6A mechanism.

Awareness of one’s health conditions and self-management
performance can activate a person to perform self-management
behaviors [55]. This is likely to be achieved by stimulating their
sense of hope, sense of crisis, sense of goal accomplishment,
and sense of competition, which are the internal driving forces
for behaviors. Deteriorating BP changes can enable patients to
take responsibility for managing their own health, activating
the urge to perform self-management behaviors. This can be
explained by the protection motivation theory, which states that
protective motivation is affected by the perceived severity of
the disease [56]. A similar phenomenon was found in patient
self-management of chronic kidney disease, chronic fatigue
syndrome, and unhealthy alcohol use [57-59].

Forgetting to perform self-management is a common problem
facing patients with hypertension in daily life. The automatic
reminder provides a prompt in solving this problem. It serves
as an external driving force to complement the internal driving
forces mentioned above. This is in line with the health belief
model, suggesting that a cue is essential to guide people to
perform health-promoting behaviors, especially for the older
people [13,24,46,60].

Our results also corroborate and complement the existing
behavior change theories, such as the COM-B (Capability,
Opportunity, Motivation, Behavior) model proposed by Michie
[61]. The Capability, Opportunity, Motivation, Behavior model
describes the interactions between 3 components—capability
(C), opportunity (O), and motivation (M)—which produce
behaviors (B) that, in turn, affect these components. Capability
is defined as the individual’s mental and physical capacity to
engage in related activities. It is similar to ability in our 6A
framework, that is, the patient’s knowledge and skills to perform
self-management. Opportunity is defined as all external factors
that make the behavior possible or prompt it. It corresponds to
access, assessment, and assistance provided by the mHealth
service in the 6A framework. Motivation is defined as all brain
processes that can stimulate and guide behavior, similar to
activation in the 6A framework, which includes habitual
processes (cue to action) and emotional responses (sense of
hope or sense of crisis or sense of accomplishment or sense of
competition). One step further, the 6A framework highlights
the concept of awareness. This is supported by another
behavioral change theory, the Theory of Planned Behavior.
According to the Theory of Planned Behavior, the premise of
a behavior change is the intention to change [62]. In contrast,
internal capabilities and external opportunities are not adequate
conditions for behavioral change. In the patients’ stories, it was
repeatedly mentioned that the driving force for them to engage
in mHealth service is awareness of the need to change and the
mechanisms to make change. Therefore, improving
self-awareness is one of the key mechanisms for mHealth
services to function.

Limitations
Our findings were drawn from interviews of 22 patients to
understand their subjective perceptions of the mHealth service.
Therefore, the findings were influenced by their own experience,
despite the fact that studying patients’ perceptions is a rational
approach for understanding information system performance
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[39]. Confinement of the study to a single hospital may limit
the generalizability of the results to other settings. There is a
limitation in translating the results of a mobile app intervention
for hypertension management to other mHealth services media,
such as text messaging and interactive voice response [13,59],
or for other chronic diseases, such as diabetes. Different apps
can have different functions and delivery formats. This suggests
the need for further studies on patients’ needs and preferences
to understand which functions and mode of delivery are most
helpful to them. Moreover, the analysis can be difficult to be
completely free from a priori views and knowledge of the
hypertension management system of the authors, an inevitable
limitation of qualitative content analysis [33]. However, each
sentence in the transcripts was read verbatim to understand the
meaning of each participant as neutral and accurately as
possible. The verification of the analysis by 2 more researchers
also made up for this limitation as much as possible.

Conclusions
The mHealth service extended the structure of the traditional
hypertension care model beyond the hospital and clinician’s

office. With its portability and digitization, the mHealth service
provided patients with low-threshold access to communicating
with their health care providers and receiving health care
services to support their self-management of hypertension at
home. Such structural changes in health service delivery have
brought process improvement to assist patients’ access to
effective health assessment and health care assistance anytime,
anywhere. The improvement in awareness and self-management
ability and reminders brought about by such structural and
process changes activated their hypertension self-management
behaviors. They would like to see the mHealth service to provide
more useful functions and easy-to-use services. Therefore, the
comprehensive 6A framework extracted from the in-depth
qualitative research theorized the mechanism for the mHealth
service to improve patient self-management of hypertension.
The mechanism can be further applied to guide the design,
implementation, and evaluation of mHealth services for
outpatients to self-manage chronic conditions.
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Abstract

Background: Youper is a widely used, commercially available mobile app that uses artificial intelligence therapy for the
treatment of anxiety and depression.

Objective: Our study examined the acceptability and effectiveness of Youper. Further, we tested the cumulative regulation
hypothesis, which posits that cumulative emotion regulation successes with repeated intervention engagement will predict
longer-term anxiety and depression symptom reduction.

Methods: We examined data from paying Youper users (N=4517) who allowed their data to be used for research. To characterize
the acceptability of Youper, we asked users to rate the app on a 5-star scale and measured retention statistics for users’ first 4
weeks of subscription. To examine effectiveness, we examined longitudinal measures of anxiety and depression symptoms. To
test the cumulative regulation hypothesis, we used the proportion of successful emotion regulation attempts to predict symptom
reduction.

Results: Youper users rated the app highly (mean 4.36 stars, SD 0.84), and 42.66% (1927/4517) of users were retained by week
4. Symptoms decreased in the first 2 weeks of app use (anxiety: d=0.57; depression: d=0.46). Anxiety improvements were
maintained in the subsequent 2 weeks, but depression symptoms increased slightly with a very small effect size (d=0.05). A
higher proportion of successful emotion regulation attempts significantly predicted greater anxiety and depression symptom
reduction.

Conclusions: Youper is a low-cost, completely self-guided treatment that is accessible to users who may not otherwise access
mental health care. Our findings demonstrate the acceptability and effectiveness of Youper as a treatment for anxiety and depression
symptoms and support continued study of Youper in a randomized clinical trial.

(J Med Internet Res 2021;23(6):e26771)   doi:10.2196/26771

KEYWORDS

digital mental health treatment; acceptability; effectiveness; anxiety; depression

Introduction

Nearly half the people in the United States will have a mental
disorder at some point during their life span [1,2], and many
more will have subthreshold symptoms. The most frequent

mental health conditions are anxiety and depression, jointly
termed “emotional disorders,” and these impact 34% and 21%
of people in the United States, respectively [3]. Despite the
availability of effective treatments for emotional disorders, most
people in need of treatment will not receive it [4]. Researchers
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have found that both structural (eg, financial, availability) and
attitudinal barriers (eg, desire to handle problems independently)
prevent patients from seeking mental health treatment [5]. Fully
automated mental health intervention apps offer the promise of
overcoming these barriers. By obviating the need for a trained
clinician, the cost of treatment can be reduced by orders of
magnitude and can be delivered to anyone with access to the
internet. Moreover, fully automated treatments provide a means
to treat patients who are uncomfortable seeking help from
another person.

One particularly promising type of digital mental health
intervention is a mobile app that can be installed on a person’s
mobile device. The Apple and Google Play stores organize these
apps, centralizing the location where interventions can be
accessed and allowing users to vet apps by reviewing their
descriptions in the store and reading user reviews. Once installed
on a person’s phone, the mobile app medium makes it possible
for people to access interventions anytime and anywhere. This
opportunity has not been overlooked. Recent figures tally over
10,000 mental health apps available to consumers [6]. However,
while the options for mental health treatment apps are at an
all-time high, there is little research on the acceptability of
available app-based treatments and whether they can actually
reduce symptoms of psychopathology. In particular, mobile
apps that are completely self-guided, and hence maximally
accessible and scalable, are especially understudied. That said,
a significant portion of the literature supports the efficacy of
self-guided cognitive behavioral therapy administered via the
internet, which patients may or may not be able to access on
mobile phones depending on the intervention [7,8]. Thus, the
potential for mobile apps to demonstrate similar efficacy is
promising. The present study aimed to assess the acceptability
and effectiveness of a self-guided intervention app called Youper
that targets emotional disorders.

Although few in number, a handful of randomized controlled
trials (RCTs) examining fully self-guided mental health
intervention apps have shown promise. One mobile cognitive
behavioral therapy intervention similar to Youper that employs
a humanlike, chatbot interface found that college students
experienced significantly reduced depression symptoms over
the course of 2 weeks [9]. A number of RCTs have demonstrated
the efficacy of self-guided mobile treatment programs for
depression, including 1 testing problem-solving therapy and
cognitive training [10], 3 testing cognitive behavioral therapy
interventions [11-13], and 1 testing acceptance-based therapy
[14]. Small-scale observational studies have also shown positive
results for self-guided app-based treatments for symptoms of
depression and anxiety [15,16].

Although these studies are promising, the evidence on
self-guided digital mental health treatment is limited by small
sample sizes obtained almost exclusively via RCTs. RCTs are
considered the gold standard of evidence and play an
indispensable role in assessing the efficacy of medical
interventions. However, real-world evidence provides a
necessary complement to understanding the impact of an
intervention in the context that it will be received [17]. This
fact has been acknowledged by numerous government bodies
including the National Institute of Health, the Food and Drug

Administration, and the European Medicines Agency, who have
called for real-world evidence on interventions [18-20]. This
call arises from the recognition of external validity shortcomings
in RCTs due to factors such as inclusion criteria and differences
in treatment adherence [21-23]

First, RCTs may be composed of different populations than
those that naturally seek digital mental health treatment.
Participants in RCTs are acquired through recruiting efforts and
are then selected based on specific inclusion criteria. For
example, participants in RCTs may be required to meet a
minimum threshold of depression symptoms [10]. In the real
world, digital mental health treatment (often distributed via
smartphone app stores) is available to anyone with a smartphone
and users span the range of depression symptomatology levels.
Thus, the distribution of potential app users may or may not
match the distribution of participants seen in the small body of
existing literature on self-guided digital mental health. Further,
it is plausible that participants who enroll in clinical mental
health trials are more comfortable with seeking external mental
health care than are users that discreetly download an app on
their phone. Since targeting populations who carry stigma
against seeking mental health care is an important goal and
potential advantage of this technology, it is important that the
populations being studied have equivalent attitudes to the
population of potential users.

Second, treatment adherence in RCTs may systematically differ
from real-world app usage because of the different experience
that a participant in a clinical trial has compared to a user who
downloads an app. In clinical trials, participants are often paid
money to participate. Paid participants may feel a social
obligation to adhere to the treatment plan. However, in real life,
where app-based treatment is a completely individual
experience, it is unclear whether adherence will be equivalent.
Moreover, RCTs require, at minimum, an initial contact with
study coordinators and sometimes additional contacts throughout
the study. As contact with a treatment provider is known to
increase adherence, this initial contact could boost levels of
engagement [24]. Because the degree to which one engages and
adheres to a treatment is related to treatment success [7], it is
critical that we supplement evidence gained from RCTs with
an understanding of how treatment recipients organically
experience the app in the real world.

We define artificial intelligence (AI) therapy as a digital and
fully automated, mobile, psychological treatment program that
uses a conversational interface to deliver just-in-time adaptive
interventions. The 3 key features that set AI therapy apart from
traditional digital intervention approaches are (1) the use of a
conversational (chatbot) interface, (2) inclusion of just-in-time
interventions, and (3) adaptation and personalization. A primary
goal of this study is to test whether AI therapy has potential as
a viable treatment approach.

An additional goal of this study is to test the theoretical model
underlying the just-in-time approach, which is a critical feature
of AI therapy. Although just-in-time approaches have been used
to target health behaviors, such as alcohol use, smoking, and
obesity, only a small number of studies have described this
approach in relation to emotional disorders [25,26].
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Just-in-time interventions are designed to help the user manage
moment-to-moment challenges that accumulate to negatively
impact broader mental health functioning and produce symptoms
of psychiatric disorders. Thus, just-in-time interventions target
a proximal outcome that is theorized to accumulate over time
to impact a longer-term outcome. In the case of anxiety and
depression symptoms, emotion dysregulation is theorized to be
a proximal cause for the manifestation of symptoms as well as
a target for intervention [27,28]. Consistent with this hypothesis,
a prior study of a just-in-time intervention for depression showed
that it had promising impacts on depressive symptoms, albeit
in a sample with just 10 people [25]. Following this theoretical
work, we hypothesized that users who repeatedly succeed in
regulating negative emotions by engaging just-in-time digital
mental health interventions will experience long-term symptom
reduction through accumulation of these regulation successes.
We call this the cumulative regulation hypothesis. In addition
to assessing AI therapy’s effectiveness for symptom reduction,
the current study will test the cumulative regulation hypothesis
by testing the association between the accumulation of
successful emotion regulation efforts with symptom reduction
over time.

In this paper, we examine the acceptability and effectiveness
of AI therapy as it is implemented in a smartphone app called
Youper. Our study had 3 aims. First, we explored the
acceptability of Youper by analyzing user ratings and retention
metrics. Second, we examined effectiveness by measuring the
reduction in anxiety and depression symptoms in the first month
of app use. We hypothesized that users of Youper would
experience a reduction in anxiety and depression symptoms
during this time period. Third, we tested the cumulative
regulation hypothesis by examining the longitudinal relationship
between success in downregulating acute negative emotion in
Youper conversations and clinical symptoms. We hypothesized
that within-session emotion regulation success during Youper
engagements would predict greater reductions in anxiety and
depression symptoms. Finally, in exploratory analyses, we
examined whether demographics, including gender and age;
and clinical characteristics, including the number of self-reported

diagnoses, current psychotropic medications, and concurrent
therapy, could predict symptom reduction over time.

Methods

Participants
Participants were Youper subscribers (ie, users who paid for
full access to Youper) who downloaded the app between March
4, 2020, and July 10, 2020. This time frame was selected
because Youper was relatively stable during this period (ie, no
significant updates or changes to the intervention were deployed
during this time). Subscribers paid US $44.99 to have unlimited
access to Youper’s interventions for 1 year. Users who did not
subscribe were only able to access the emotion regulation
interventions once as part of a free sample, and therefore, were
not included in this analysis.

Of 5943 users who completed at least one symptom measure
in the study timeframe, 76.01% (n=4517) agreed for their data
to be used for research, leaving a useable sample of 4517
participants. The sample was composed of 81.62% women
(n=3687), 14.15% men (n=639), and 3.43% nonbinary
individuals (n=155), and the average age of participants was
28.73 years (SD 9.63). Additional participant demographics
and clinical characteristics are presented in Table 1. Participants
completed symptom assessments at baseline (T0; within 3 days
of subscribing to Youper), 2 weeks after baseline (T1), and 4
weeks after baseline (T2). Assessments were available to users
every 14 days, and the majority of users completed their
assessments within 3 days of them becoming available.
Participants received access to anxiety or depression symptom
measures based on their responses to screening questions.
Symptom measures were administered if they endorsed a history
of being diagnosed with clinical anxiety or depression, or if
they reported elevated anxiety or depression symptoms on
2-item screening measures. Participants could receive only an
anxiety measure, only a depression measure, or both depending
on their responses to the screening items. Throughout the course
of the measurement period, participants engaged in emotion
regulation interventions at their discretion when emotional
episodes arose.
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Table 1. Additional demographic and clinical characteristics (N=4517).

Value, n (%)Variable

Occupation

2221 (49.17%)Employed full time

708 (15.67%)Work and attend school

493 (10.91%)Student full time

420 (9.30%)Unemployed

397 (8.79%)Freelancer or work part time

149 (3.30%)Homemaker

93 (2.06%)No response

36 (0.80%)Retired

Operating system

4038 (89.40%)iOS

479 (10.60%)Android

Talked to a doctor about emotional health

3559 (78.79%)Yes

954 (21.12%)No

Self-reported diagnosesa,b

2479 (54.88%)Anxiety disorder

2412 (53.40%)Depressive disorder

2994 (66.28%)Any diagnosis

Current treatment typec

1904 (42.15%)Prescribed medication

1196 (26.48%)Psychotherapy

2161 (47.84 %)Prescribed medication or psychotherapy

aUsers were only asked about diagnoses if they reported talking to a doctor about their emotional health (n=3559).
bMean number of diagnoses=2.82 (SD 1.47).
cUsers were only asked about treatment if they reported a diagnosis (n=2994).

Youper Intervention
Youper is a novel intervention approach that aims to enhance
the user’s emotion regulation skills using empirically supported
treatments for anxiety and depression. Although the emotion
regulation strategies employed in Youper have precedent in
existing treatment protocols for anxiety and depression, the
adaptation of these interventions to help a user manage
emotional distress at the present moment is novel. Youper’s
intervention is delivered via a conversational (ie, chat) interface
and is entirely automated. Youper primarily uses a decision tree
to select its responses to the user input. Each interaction with
Youper is called a “conversation.” Conversations follow a
prespecified sequence (see Figure 1 for examples): identify
current emotion and intensity (0%-100%), select contributing
factors from a prespecified list, complete an open text entry
about what is causing the current mood, complete emotion
regulation skill practice for a negative mood or wellness practice
for a positive mood (see Table 2), and identify current emotion
and intensity (0%-100%).

The goal of each conversation is to help the user learn adaptive
emotion regulation skills. If the user is experiencing a negative
emotion, the skill targets the current emotion. If the user is
experiencing a positive emotion, the skill encourages
upregulation of that emotional state. If the user is in a neutral
state, the skills encourage practice of activities that promote
emotionally adaptive behaviors and attentional and cognitive
control. Youper primarily uses just-in-time interventions
(delivered at the moment of need) to help users practice and
learn skills for emotion regulation. Youper’s interventions target
the 3 categories of treatment mechanisms defined by the
common elements framework [29].

The common elements framework provides a review of common
elements across cognitive and behavioral therapies inclusive of
both traditional (cognitive therapy, behavioral activation) and
third-wave (acceptance and commitment therapy, dialectical
behavior therapy) approaches. They identify 3 mechanistic
targets common to multiple effective therapies, including
attention change (improving attentional focus and flexibility),
cognitive change (improving ability to change perspective on
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an event), and context engagement (engaging new internal and
external contexts to counteract maladaptive patterns). Youper’s
interventions aim to increase emotion regulation skills by
targeting these common elements. For example, Youper includes
interventions to increase attentional control such as mindfulness,
cognitive change such as cognitive restructuring or gratitude
journaling, and context engagement via behavioral activation
exercises. The common elements framework was used to guide
the development of Youper’s interventions due to the extensive

empirical support for the efficacy of each of these targets in
enhancing emotion regulation and reducing symptoms of
emotional disorders [30-36].

Each intervention is described in Table 2. Each skill follows a
series of steps modeled after existing treatment manuals or
research protocols. Skills practice includes a variety of formats
including open-text entry following a prompt, graphical user
interfaces, written content delivered via the chat, and audio.

Figure 1. Example interaction with Youper. Users start by reporting a discrete emotion (A) and the intensity (B) which they feel the emotion. They
then report which factors contributed to the emotion (C) and describe the precipitating event (D). Next, they proceed through a randomly selected
intervention (eg, E or F) from the list (see Table 2). Finally, they report their discrete emotional state again and the intensity which they feel that emotion
(A and B).
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Table 2. Emotion regulation change process targets and interventions.

DescriptionChange process with interventions

Context engagement

1. Selecting a rewarding or social activity from a list

2. Psychoeducation about action/motivation cycle

3. Setting a goal to complete the activity

Behavioral activation

1. Psychoeducation about setting challenging, specific goals

2. Identifying a goal

3. Setting a reminder to check about goal completion

Goal setting

1. Identifying the problem

2. Identifying a goal

3. Brainstorming solutions

4. Selecting a solution and setting a goal

Problem solving

Attention change

1. Selection from a list of audio-recorded mindfulness exercises such as
following the breath, progressive muscle relaxation, and mindfulness of
thoughts

Mindfulness

1. Visualization of calming scenery

2. Selection from a list of different types of white noise

Sleep relaxation

Cognitive change

1. Practicing accepting negative thoughts and feelings without trying to
change them

2. Planning to engage in value-driven behavior

Acceptance

1. Identifying thoughts

2. Identifying cognitive distortions

3. Examining evidence

4. Identifying alternative thoughts

Cognitive restructuring

1. Identification of things for which the user is gratefulGratitude journaling

1. Identification of how the user would treat a friend dealing with difficult
emotions

2. Identification of how to treat oneself with the same compassion

Self-compassion

Measures

Acceptability Measures

User Ratings

To assess acceptability of the Youper intervention, we asked
users to provide a rating of the app using a 5-star scale. Users
were given the following prompt: “I’d love to know how our
journey together is going so far.” Users then provided their
rating of Youper by selecting a number of stars ranging from 1
to 5. Users then were asked to provide feedback using an open
text box.

Retention

Retention was measured as the proportion of Youper subscribers
who engaged with the app during week 1, 2, 3, and 4 after
subscription, as well as the average number of conversations
that users had during each of these weeks.

Anxiety and Depression Symptoms
Anxiety symptoms were measured using the 7-item generalized
anxiety disorder measure (GAD-7) [37]. The GAD-7 is a widely

used measure of generalized anxiety disorder symptom severity
and is frequently used as a general measure of overall anxiety
symptoms. It has demonstrated excellent psychometrics with a
Cronbach α of .92 and a sensitivity and specificity of 89% and
82%, respectively, for classifying generalized anxiety [37].
Depression symptoms were measured using a modified version
of the Patient Health Questionnaire-9 (PHQ-9) with the
suicide-related item removed and 1 of the items divided into 2
separate items [38]. Specifically, the item that asks if the
respondent “has been moving slowly or has been fidgety and
restless” was divided into an item about “moving slowly” and
another item about “being fidgety and restless.” The PHQ-9 is
a widely used measure of depression symptom severity with
excellent psychometrics. The PHQ-9 has a Cronbach α of .89
and has both a sensitivity and a specificity of 88% for classifying
major depression. In our slightly modified PHQ, we observed
a comparable Cronbach α of .84 (95% CI 0.83-0.85) indicating
good reliability.
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Predictors of Symptom Reduction

Within-Session Emotion Regulation

To test the cumulative regulation hypothesis, we derived a
measure of cumulative emotion regulation success. At the
beginning of each Youper conversation, users selected their
current emotion from a list of possible emotions as well as the
intensity of that emotion (see Figure 1). Users who selected a
negative emotion were also asked to report their emotion at the
end of the conversation with Youper. We classified cases where
users started with a negative emotion and ended with either a
positive emotion or with a less intense negative emotion as a
within-session emotion regulation “success.” We classified
cases where users reported a worsening or unchanging negative
emotion as a “failure to regulate.” To calculate a measure of
cumulative within-session regulation success, we computed the
proportion of cases classified as a success out of all
conversations that started with a negative emotion.

As discrete negative emotion words encode different emotional
intensities, we scaled the numeric self-reported emotional
intensity according to an intensity scale factor corresponding
to the discrete emotion the user selected. To derive the intensity
scale factor for each discrete emotion, we first obtained
normative valence and arousal ratings from a database of words
that have been rated on a scale of 1 to 9 by a large sample of
participants [39]. Next, we subtracted a constant (C=6) from
the normative valence ratings, chosen so that all negative
valence words would have negative-valued ratings and positive
valence words would have positive ratings. To compute the
intensity scale factor for each emotion word, we took the square
root of the sum of the squared valence and arousal ratings (ie,
the L2 norm). This decision was premised on the assumption
that emotion intensity is a composite of valence and arousal
[40]. Finally, we multiplied the self-reported numeric intensity
by the intensity scale factor for the given emotion to obtain a
scaled emotion intensity rating that could be compared across
discrete emotion categories.

The scaling procedure had the effect of incorporating both the
intensity of the emotion word and the self-reported numeric
intensity into a single value which could be used to assess
emotion regulation success pre- to postintervention. For
example, without scaling, a participant that went from a rating
of “75 annoyed” to “70 angry” would be erroneously classified
as an instance of successful downregulation of negative emotion,
despite the higher intensity imbued in the word “angry.” With
scaling, “75 annoyed” would translate to “–383” and “70 angry”
would translate to “–482,” and the increase in magnitude of
negative emotion would result in a classification of failure to
regulate. However, if the participant went from “75 annoyed”
to “30 angry,” the “30 angry” rating would be scaled to “–207,”
and the instance would be classified as a regulatory success.
This procedure allowed us to use both the text information and
numeric information in our assessment of success or failure to
regulate emotions. As a check of robustness, we ran all analyses
without the scaling procedure, and the results were substantively
similar. To be conservative, we ultimately dichotomized these
scaled scores into regulation successes and failures because,
despite appearing to have a continuous measure of emotion

regulation success, we were not confident that these scores truly
represented precise gradations along a continuum.

Demographic and Clinical Characteristics

We examined both demographic and clinical characteristics as
predictors of symptom reduction. Demographic characteristics
included age (continuous) and gender (multinomial; man,
woman, and nonbinary). Clinical characteristics included
number of self-reported diagnoses (continuous), whether the
user was currently taking psychotropic medication (binary), and
whether the user was currently receiving psychotherapy (binary).

Statistical Analyses

Aim 1: Acceptability
We report descriptive statistics for user retention and app ratings.

Aim 2: Effectiveness
To estimate symptom reduction as a function of time, we fit
piecewise multilevel models in R (version 4.0.2; The R
Foundation for Statistical Computing) using the package
“lmerTest” (version 3.1-2) [41]. Consistent with prior work, we
selected a piecewise approach to capture a typical pattern of
symptom reduction observed in treatment studies where
symptoms initially decrease sharply and then level out as time
progresses [42-47]. In these models, we regressed the symptom
outcome measure (GAD-7 score or PHQ score) onto the number
of days since subscribing to the app.

We selected multilevel models because our outcome measures
were nested within individuals as a result of repeated
measurement at multiple timepoints. Multilevel models allow
for the estimation of within-subject effects. Further, when fit
with maximum likelihood, multilevel models allow for the
inclusion of participants with incomplete data without deletion
or imputation and produces unbiased estimates for model
parameters [48,49]. As per guidelines for randomized clinical
trials, we conducted an intent-to-treat analysis, including all
participants who had at least one assessment [50-53]. As
discussed by Gupta [51], “intent-to-treat analysis avoids
overoptimistic estimates of the efficacy of an intervention
resulting from the removal of non-compliers by accepting that
noncompliance and protocol deviations are likely to occur in
actual clinical practice.” We estimated the reduction of
symptoms from T0 to T1 and from T1 to T2. We used a
breakpoint at 14 days, as participants’ second of 3 symptom
measurements was available to be completed 14 days after the
first measurement. Because not all participants completed
assessments immediately when they were available, we chose
to treat time as a continuous predictor in our analysis rather than
simply grouping observations into time points at T0, T1, and
T2. This approach allowed us to keep all information that we
had about the time that had elapsed from baseline and was more
conservative because it did not assume that a change occurring
more than 14 days after baseline was occurring exactly at 14
days.

The models included 2 fixed effect parameters: one which
estimated the slope of symptom reduction from the start of using
Youper to 14 days later, and another which estimated the slope
of symptom reduction from the 14-day mark onward.
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Additionally, we included a random intercept term for each
participant. We calculated Cohen d effect sizes by dividing the
mean difference in symptom levels by the square root of the
sum of the participant-level intercept variance and the residual
variance [54].

Aim 3: Cumulative Regulation Hypothesis
To test the cumulative regulation hypothesis (ie, whether
cumulative emotion regulation success within conversations
predicted subsequent psychopathology symptoms), we fit
longitudinal path analysis models for each of the 2 symptom
measures (GAD-7 and PHQ) in the R package, “lavaan” (version
0.6-6) [55]. We fit these models using full information maximum
likelihood and allowed the covariances between exogenous
variables to be freely estimated [56]. This method enabled us
to conduct an intent-to-treat analysis, including all participants
that had a measurement for at least one variable included in the
model. In these models, we estimated all autoregressive paths
and lagged paths from emotion regulation success to subsequent
clinical symptoms. Specifically, each path analysis model
consisted of 3 regression equations. In the first equation, we
regressed the T1 symptom outcome onto the T0 symptom
outcome and the proportion of within-session regulation
successes between T0 and T1 (ie, the proportion of negative
emotions that were successfully regulated of the total number
of negative emotion regulation attempts). In the second equation,
we regressed the proportion of within-session regulation
successes between T1 and T2 onto the proportion of
within-session regulation successes between T0 and T1. Finally,
we regressed the T2 symptom outcome onto the T1 symptom
outcome and the proportion of within-session regulation
successes between T1 and T2. (See Figure 3 for an illustration
of paths with standardized coefficients.)

Exploratory Analyses: Clinical and Demographic
Predictors
To test predictors of treatment response, we fit piecewise mixed
effects models like those used in Aim 2, with the addition of
interaction terms for the specified predictor. Specifically, we
regressed the symptom outcome onto the interaction of the
specified predictor and the number of days since the participant
subscribed to the app. We examined age (continuous), gender
(dummy coded with female as the reference group), number of
self-reported diagnoses (continuous), whether the user was

taking psychotropic medication (binary), and a whether the user
was in therapy (binary) as individual difference predictors of
symptom reduction.

Results

Aim 1: Acceptability

User Ratings
On the 5-point star rating scale, the median Youper rating was
5 and the mean was 4.36 (SD 0.84). Out of 3667 users who
rated the app, 56.09% (n=2057) gave a 5-star rating, 26.89%
(n=986) gave 4 stars, 14.97% (n=549) gave 3 stars, 1.31%
(n=48) gave 2 stars, and 0.74% (n=27) gave 1 star. The mean
conversation number at which users provided a rating was
conversation 1.40, and the SD was 4.03.

Retention
Of the 4517 users who subscribed to Youper between March
4, 2020, and July 10, 2020, 90.75% (n=4099) were still using
Youper in week 1, 60.44% (n=2730) were using in week 2,
51.78% (n =2339) were using in week 3, and 42.66% (n=1927)
were using in week 4 after subscription. The average numbers
of conversations users had in weeks 1, 2, 3, and 4 were 6.50
(SD 6.74), 3.08 (SD 4.50), 2.36 (SD 3.98), and 2.04 (SD 3.83),
respectively. Across the whole 4-week period, users engaged
in an average of 13.98 conversations (SD 16.89).

Aim 2: Effectiveness

Anxiety
Results are displayed in Figure 2. Participants (Nparticipants=4144;
Nobservations=7093) experienced a significant reduction in anxiety
symptoms from T0 to T1 (b=–0.21; bootstrapped 95% CI –0.22
to –0.19; P<.001). From T1 to T2, there was no significant
change in anxiety symptoms (P=.35). The conditional means
(and bootstrapped SEs) at day 0, day 14, and day 28 were 12.36
(SE 0.08), 9.45 (SE 0.11), and 9.33 (SE 0.11), respectively.
These differences equate to Cohen ds of 0.57 between day 0
and day 14, 0.60 between day 0 and day 28, and 0.02 between
day 14 and day 28. When analyses were conducted only on
participants who had completed at least two assessments
(Nparticipants=2117; Nobservations=5066) or all 3 assessments
(Nparticipants=827; Nobservations=2481), results were unchanged.
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Figure 2. Symptom reduction over time in the full sample. The gray shaded region indicates bootstrapped SEs. Model details are described in the
Results for Aim 2.

Depression
Results are displayed in Figure 2. Participants (Nparticipants=3992;
Nobservations=6685) experienced a significant reduction in
depression symptoms from T0 to T1 (b=–0.20; bootstrapped
95% CI –0.22 to –0.18; P<.001). From T1 to T2, depression
symptoms increased slightly (b =0.02; bootstrapped 95% CI
0.00-0.04; P=.05). The conditional means (and bootstrapped

SEs) at day 0, day 14, and day 28 were 14.41 (SE 0.10), 11.61
(SE 0.14), and 11.90 (SE 0.13), respectively. These differences
equate to a Cohen d of 0.46 between day 0 and day 14, 0.42
between day 0 and day 28, and 0.05 between day 14 and day
28. When analyses were conducted only on participants who
had completed at least two assessments (Nparticipants=1951;
Nobservations=4644) or all 3 assessments (Nparticipants=737;
Nobservations = 2211), results were unchanged with the exception
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that symptoms no longer significantly increased between T1
and T2 (P=.08 and P=.15, respectively).

Aim 3: Cumulative Regulation Hypothesis

Preliminary Analyses
We first examined the probability that users would successfully
regulate their emotion within a conversation with Youper. As
described in the methods, we defined successful regulation as
a conversation that started with a negative emotion and ended
with either a negative emotion at a lower intensity or a positive
emotion. Using a generalized linear model with logit link
function and random intercepts for each participant and each
preintervention discrete emotion (Nparticipants=4120;
Nobservations=32,885), we found that overall, participants were
more likely to succeed in regulating their negative emotion than
to fail (OR 4.82, bootstrapped 95% CI 3.89-5.99; P<.001).

Anxiety
To examine the effect of regulatory success within Youper
sessions on anxiety symptoms, we fit a longitudinal path analysis
model (Nparticipants=4284; see Figure 3 for ns for each variable).
The model had good fit characteristics as indicated by a
significant chi-square value and standard fit statistics

(X2
4=60.84; P<.001; root mean square of approximation

[RMSEA]=0.058; Tucker-Lewis index [TLI]=0.91; comparative
fit index [CFI]=0.96; standardized root mean squared residual
[SRMR]=0.046). This model estimated that for each 0.10
increase in the proportion of negative emotions that users
successfully improved between T0 and T1, users reported a
0.20 point reduction on the GAD-7 anxiety measure at T1
(P<.001). The effect of the proportion of negative emotions
that users improved between T1 and T2 did not significantly
reduce subsequent GAD-7 scores at T2 (P=.19). See Figure 3a
for standardized coefficients for all paths.

Figure 3. Path analysis diagram with standardized coefficients. This diagram shows the autoregressive and lagged relationships between the proportion
of a user’s ER attempts that were successful out of their total regulation attempts and subsequent anxiety symptoms (A) or depression symptoms (B).
ER: emotion regulation. ***P<.001, **P<.01, *P<.05. Exact P values are noted in the text.

Depression
In order to examine the effect of emotion regulatory success on
depression symptoms, we fit a similar longitudinal path analysis
model (Nparticipants=4228; see Figure 3 for ns for each variable).
This model also had good fit characteristics as indicated by a
significant chi-square value and standard fit statistics

(X2
4=50.93; P<.001; RMSEA=0.053; TLI=0.94; CFI=0.97;

SRMR=0.041). For each 0.10 increase in the proportion of
negative emotions that users successfully regulated between T0
and T1, they reported a 0.20 point reduction on the subsequent
PHQ depression measure at T1 (P<.001). For every 0.10
increase in the proportion of negative emotions that users
successfully regulated between T1 and T2, they reported a 0.13

point reduction in depression symptoms at T2 (P=.02). See
Figure 3b for standardized coefficients for all paths.

Secondary Analyses
In addition to our primary hypotheses, we also conducted
exploratory analyses of potential individual difference predictors
of symptom reduction. In these analyses, we fit piecewise mixed
effects models with a breakpoint at 14 days (time of T1 symptom
assessment). We regressed the specified symptom assessment
onto the interaction of the specified predictor and the number
of days since the user subscribed to the app. We examined age,
gender, whether the user was taking psychotropic medication,
and whether the user was in therapy as individual difference
predictors of symptom reduction.
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Age and Gender
The interaction effects of time using Youper with age on anxiety
(Nparticipants=4143; Nobservations=7090) and depression
(Nparticipants=3991; Nobservations=6683) symptoms were not
significant from T0 to T1 (Panxiety=.77; Pdepression=.39) or from
T1 to T2 (Panxiety=.54; Pdepression=.43) in the piecewise regression
models.

The interaction effects of time using Youper with gender on
anxiety (Nparticipants=4144; Nobservations=7093) and depression
(Nparticipants=3992; Nobservations=6685) symptoms were not
significant from T0 to T1 (Panxiety-male=.74; Panxiety-nonbinary=.44;
Panxiety-not-informed=.99; Pdepression-male=.16; Pdepression-nonbinary=.32;
Pdepression-not-informed=.37) or from T1 to T2 (Panxiety-male=.40;
Panxiety-nonbinary=.28; Panxiety-not-informed=.17; Pdepression-male=.89;
Pdepression-non-binary=.70; Pdepression-not-informed=.25) in the piecewise
regression models.

Number of Self-reported Diagnoses
The interaction effects of the number of self-reported diagnoses
with time using Youper on anxiety symptoms (Nparticipants=2679;
Nobservations=4661) was not significant from T1 to T2 (P=.08),
and not significant from T0 to T1 (P=.59).

There was a significant interaction effect of number of
self-reported diagnoses with time using Youper on depression
symptoms from T1 to T2 (Nparticipants=2738; Nobservations=4589;
b=0.02; bootstrapped 95% CI 0.007-0.04; P=.006), but not from
T0 to T1 (P=.78). This indicated that users with more diagnoses
regressed modestly towards their baseline level of depression
in the latter half of the treatment, whereas users with fewer
diagnoses retained the treatment benefit.

Medication and Therapy
There were no significant interaction effects of taking prescribed
medication with time using Youper on anxiety (Nparticipants=2719;
Nobservations=4733) or depression (Nparticipants=2776;
Nobservations=4654) symptoms from T0 to T1 (Panxiety=.32.;
Pdepression=.72) or from T1 to T2 (Panxiety=.57; Pdepression=.66).

There were no significant interaction effects of receiving
psychotherapy with time using Youper on anxiety
(Nparticipants=2719; Nobservations=4733) or depression
(Nparticipants=2776; Nobservations=4654) symptoms from T0 to T1
(Panxiety=.66; Pdepression=.87) or from T1 to T2 (Panxiety=.65;
Pdepression=.52).

Discussion

Summary
The present study had 3 aims. First, we examined the
acceptability of Youper AI therapy by assessing user ratings
and retention metrics among subscribers. Second, we tested
whether there were significant reductions in anxiety and
depression symptoms. Third, we examined the cumulative
regulation hypothesis, which predicts that the frequency of

within-conversation emotion regulation success would predict
symptom reduction.

Findings indicated that users were well retained and provided
high ratings of Youper (median 5/5). As hypothesized, users
showed significant reductions in symptoms in the first 2 weeks
of using Youper with sustained improvements through 4 weeks
from initial download. Finally, consistent with the cumulative
regulation hypothesis, greater frequency of within-conversation
emotion regulation successes significantly predicted greater
reductions in anxiety and depression. Although no demographic
predictors emerged, users with more self-reported diagnosed
psychiatric conditions showed a slight return of depression
symptoms between 2 and 4 weeks from first subscribing to
Youper.

Acceptability and Effectiveness
Because retention poses a significant challenge for entirely
unguided treatment programs, our finding that 60.44%
(2730/4517) of users continued to engage with the app in the
second week and 42.66% (1927/4517) of users continued to
engage with the app in the fourth week after initial download
is promising. Although there are no clearly established metrics
of retention for mobile apps, a recent paper examining retention
among different mobile apps showed that Youper had the highest
“stickiness” (measured by the ratio of active users to downloads
in a given month) compared to any other treatment app for
anxiety and depression [57]. Because Youper users experienced
symptom improvements on average within the first 2 weeks of
app use, with the present retention rate, it is likely that a large
portion of users will stick with the app long enough to
experience some positive effects. It is also notable that the
median satisfaction rating given by users was 5 out of 5. Taken
together, these findings indicate that Youper has great potential
as a highly acceptable and adequately engaging digital treatment
program.

Youper users showed a moderate effect size reduction for
anxiety (d=0.57) and depression (d=0.46) within 2 weeks of
starting app use. The reduction in anxiety symptoms was
maintained through the 4-week period (day 0 to day 28: d=0.60).
The reduction in depression symptoms was maintained through
the 4-week period (day 0 to day 28: d=0.42) although depression
increased slightly, but significantly, between weeks 2 and 4.
These effect sizes are comparable to those found in RCTs of
other commercially available mobile apps tested for a similar
duration [9-11,58], suggesting that the AI therapy approach is
viable for further testing in a randomized clinical trial. Youper
users also had high success at regulating their negative emotions
with each conversation. Given the low cost and potential for
broad dissemination of Youper, these findings are particularly
exciting, as they provide preliminary evidence of Youper’s
effectiveness as an emotion regulation tool and a transdiagnostic
treatment. It is important to note, however, that the final mean
PHQ score of 11.9 still fell in the moderate severity range. Thus,
as we begin to understand the mechanisms of the AI therapy
approach and gain greater understanding of how to maximize
user engagement, we are hopeful that effects on symptom
reduction will continue to improve.
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Youper’s symptom reduction, retention, and satisfaction ratings
are notable because they were demonstrated in a real-world
setting. Although highly controlled feasibility pilot trials allow
determination of causal inference, these studies may not be
generalizable to real-world settings and may fail to address
issues of external relevance and dissemination [59]. Our analysis
included a very large sample of Youper users who voluntarily
downloaded and purchased the Youper program. Unlike in
typical research settings, users were not recruited to participate
or compensated for their assessments or for providing their
feedback during their participation. Observed retention rates
and symptom reduction therefore have already been shown in
a real-world setting and population.

Cumulative Regulation Hypothesis
The finding that cumulative within-session emotion regulation
was strongly predictive of symptom reduction provides
preliminary evidence for a potential mechanism of the AI
therapy just-in-time intervention approach. Youper is theorized
to enact its effects by enhancing emotion regulation skills via
-in-time interventions. Thus, more effective emotion regulation
sessions would indicate progress towards enhanced general
emotion regulation skills and ultimately, symptom reduction.
Therefore, it is promising that the effectiveness of the emotion
regulation practice predicts the longer-term impacts of app use
on symptom reduction. Although these results provide initial
support for the theorized model underlying Youper’s treatment
approach, randomization is critical for rigorously testing
within-session emotion regulation as a mediator of symptom
reduction.

Predictors of Symptom Reduction
Interestingly, no demographic predictors of symptom reduction
emerged. These findings are largely consistent with the existing
literature where demographic features rarely predict symptom
reduction [60-67]. These findings are promising, suggesting
that digital treatment programs can be broadly disseminated
with similar potential benefit across demographic groups. The
number of comorbid diagnoses was a significant predictor of
response such that users who reported more diagnosed mental
health conditions showed a slight return of depression symptoms
between 2 and 4 weeks from the first subscription date. These
findings are consistent with prior literature showing poorer
outcomes with greater comorbidity in depression treatment
[68-70]. Users with more diagnosed conditions likely have a
more severe clinical presentation, meaning that an entirely
self-guided program may be less effective for this group. The
finding that concurrent medication and therapy did not
significantly impact symptom reduction suggests that the
demonstrated effects of Youper on symptoms are unlikely to
be explained by concurrent treatment, and that participating in
other treatments alongside Youper does not hinder its effects.

Limitations and Future Directions
Despite many strengths, our study had a few limitations. First,
because these data were not collected as part of a research study,
we did not have a control group, making it impossible to
determine whether symptom reduction was simply due to the
passage of time. However, given that effect sizes for symptom
reduction that we found are comparable to those found in RCTs
of other mobile app programs that showed significant differences
between active treatment groups and wait list controls [9-11,58],
it is unlikely that these effects can be explained by spontaneous
remission. Second, because this was an observational study, we
used the symptom data that were available to us, which included
only self-report measures. Although we used validated measures,
solely relying on self-report does not give a complete picture
of the impact of Youper on clinical symptoms and overall
functioning that could be more thoroughly assessed via clinical
interviews. Third, this study included only 2 brief measures as
outcomes: the PHQ and the GAD-7. Although these measures
are widely used and show excellent psychometric properties,
additional measures of anxiety, depression, and other purported
outcome targets, such as quality of life and functioning, could
help us better understand Youper’s effectiveness. Fourth,
47.84% (2161/4517) of Youper users were concurrently taking
medication or engaging in therapy, meaning that it is possible
symptom reduction resulted from participation in these other
treatments rather than Youper (although concurrent treatment
was not a significant moderator of symptom reduction). Finally,
our emotion regulation measure was not designed to assess the
magnitude of emotion regulation success, meaning that our
metric included only success or failure with each conversation.
These limitations should be addressed in future studies that
include a control group, that assess symptoms using
clinician-administered measures, that include a broader array
of self-report measures, and that use more precise measures of
emotion regulation success.

Conclusions
This study provides preliminary evidence for Youper’s
acceptability in a real-world setting that is unfettered by the
constraints of highly controlled clinical trials. It also provides
evidence of Youper’s effectiveness as an entirely unguided
intervention for anxiety and depression. Finally, we
demonstrated that Youper’s effects on symptom reduction may
be explained by repeated within-session emotion regulation
successes, providing preliminary support for the process by
which a just-in-time intervention can be effective for the
treatment of emotional disorders. Our results highlight the
potential impact of Youper as a low-cost, light-touch,
transdiagnostic intervention for anxiety and depression that can
be broadly disseminated to improve mental health for millions
of people around the world.
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Abstract

Background: There is significant opportunity to improve the nutritional quality of foods packed in children’s school lunchboxes.
Interventions that are effective and scalable targeting the school and home environment are therefore warranted.

Objective: This study aimed to assess the effectiveness of a multicomponent, mobile health–based intervention, SWAP IT, in
reducing the energy contribution of discretionary (ie, less healthy) foods and drinks packed for children to consume at school.

Methods: A type I effectiveness–implementation hybrid cluster randomized controlled trial was conducted in 32 primary schools
located across 3 local health districts in New South Wales, Australia, to compare the effects of a 6-month intervention targeting
foods packed in children’s lunchboxes with those of a usual care control. Primary schools were eligible if they were not participating
in other nutrition studies and used the required school communication app. The Behaviour Change Wheel was used to co-design
the multicomponent SWAP IT intervention, which consisted of the following: school lunchbox nutrition guidelines, curriculum
lessons, information pushed to parents digitally via an existing school communication app, and additional parent resources to
address common barriers to packing healthy lunchboxes. The primary outcome, mean energy (kilojoules) content of discretionary
lunchbox foods and drinks packed in lunchboxes, was measured via observation using a validated school food checklist at baseline
(May 2019) and at 6-month follow-up (October 2019). Additional secondary outcomes included mean lunchbox energy from
discretionary foods consumed, mean total lunchbox energy packed and consumed, mean energy content of core lunchbox foods
packed and consumed, and percentage of lunchbox energy from discretionary and core foods, all of which were also measured
via observation using a validated school food checklist. Measures of school engagement, consumption of discretionary foods
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outside of school hours, and lunchbox cost were also collected at baseline and at 6-month follow-up. Data were analyzed via
hierarchical linear regression models, with controlling for clustering, socioeconomic status, and remoteness.

Results: A total of 3022 (3022/7212, 41.90%) students consented to participate in the evaluation (mean age 7.8 years; 1487/3022,
49.22% girls). There were significant reductions between the intervention and control groups in the primary trial outcome, mean
energy (kilojoules) content of discretionary foods packed in lunchboxes (–117.26 kJ; 95% CI –195.59 to –39.83; P=.003). Relative
to the control, the intervention also significantly reduced secondary outcomes regarding the mean total lunchbox energy (kilojoules)
packed (–88.38 kJ; 95% CI –172.84 to –3.92; P=.04) and consumed (–117.17 kJ; 95% CI –233.72 to –0.62; P=.05). There was
no significant difference between groups in measures of student engagement, consumption of discretionary foods outside of
school hours, or cost of foods packed in children’s lunchboxes.

Conclusions: The SWAP IT intervention was effective in reducing the energy content of foods packed for and consumed by
primary school–aged children at school. Dissemination of the SWAP IT program at a population level has the potential to influence
a significant proportion of primary school–aged children, impacting weight status and associated health care costs.

Trial Registration: Australian Clinical Trials Registry ACTRN12618001731280;
https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=376191&isReview=true

International Registered Report Identifier (IRRID): RR2-10.1186/s12889-019-7725-x

(J Med Internet Res 2021;23(6):e25256)   doi:10.2196/25256
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Introduction

Preventing the onset of overweight and obese status in children
is a global public health priority [1], given that it impacts
negatively on physical health, psychological well-being, and
long-term chronic disease risk [2]. The frequent
overconsumption of energy-dense, nutrient-poor, or
“discretionary” foods throughout childhood, which displace the
consumption of core foods consistent with dietary guidelines,
is known to be a major contributor to the development of being
overweight and obese [3]. Of concern, the poor dietary patterns
that are established in childhood track into adulthood and
increase the risk of adults being overweight or obese [4]. To
address this, the World Health Organization (WHO)
recommends implementing populationwide interventions to
support the establishment of eating habits in children that are
consistent with dietary guidelines [5].

Children consume up to two-thirds of their daily energy intake
at school [6]. Consequently, schools have been identified as an
optimal setting to implement public health nutrition interventions
[5]. Internationally, school-based nutrition research has focused
on improving the provision or sale of foods at school canteens
[7] or cafeterias [8]. However, in many countries, such as
Australia [9], the United Kingdom [10], New Zealand [11], and
Denmark [12], a significant proportion of children consume
food brought to school from home in a lunchbox. Further,
research suggests that the nutritional quality of foods packed
in school lunchboxes may be poorer than that available at or
provided by schools. For example, in Australia, approximately
5% of items sold at school canteens are discretionary items [13]
compared to 40% in children’s lunchboxes [14]. A
cross-sectional study undertaken in Australia of 1681 students
found that lunchboxes contain an average of 3.1 servings of
discretionary foods (1200 kJ) and contributed to over 3000 kJ,
which is significantly higher than that recommended in dietary
guidelines [15]. A further Australian study involving 2143

primary school aged children (mean age 7.96 years) found that
just 12% of students’ lunchboxes contain only core foods (ie,
minimally processed foods recommended in Australian Dietary
Guidelines), with a quarter containing 4 or more discretionary
servings [16], exceeding the maximum daily amount for children
of this age. Similar nutrient compositions have been observed
in lunchboxes across the globe, including in New Zealand [11],
the United Kingdom [10,17], Canada [18], and the United States
[19].

Current evidence regarding the effectiveness of school lunchbox
interventions is equivocal. A recent systematic review of such
interventions in the school and childcare setting identified just
10 trials and suggested they had little to no effect on the
nutritional quality of foods packed or consumed by students
[20]. Existing interventions have employed either passive
information dissemination strategies to parents, which have
limited reach and engagement, or have used intensive
face-to-face group-based strategies attracting a biased population
group and presenting considerable challenges to implement at
scale.

Mobile text messaging– and mobile app–based interventions
have been proven to be a scalable and effective approach for
improving a variety of health behaviors—including those of
parents—to provide a better child diet [21,22]. Our previous
pilot study in 12 schools, assessing the feasibility, acceptability,
and potential efficacy of the multicomponent SWAP IT
intervention [16], used an existing school mobile communication
app, along with newly developed school nutrition guidelines,
school curriculum, and resources for parents, to encourage a
“swap” in their children’s lunchboxes of discretionary foods to
healthier alternatives consistent with the Australian Dietary
Guidelines (“everyday“ foods) [23]. The intervention approach
was found to be highly feasible to deliver and acceptable to
both schools and parents, demonstrating promising short-term
improvements in the nutritional quality of foods packed in
lunchboxes [16]. Following the encouraging findings of the
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pilot study, our primary aim was to conduct an adequately
powered randomized trial to assess the effectiveness of the
SWAP IT multicomponent lunchbox intervention in reducing
the kilojoule content from discretionary foods and drinks both
packed and consumed by children from school lunchboxes while
at school relative to usual care. We also sought to evaluate the
effectiveness of the intervention on a range of secondary
outcomes, including mean lunchbox energy from discretionary
foods consumed, mean total lunchbox energy packed and
consumed, mean energy content of core lunchbox foods packed
and consumed, percentage of lunchbox energy from
discretionary and core foods, measures of school engagement,
consumption of discretionary foods outside of school hours,
and lunchbox cost.

Methods

Ethics and Registration
The research was conducted and reported in accordance with
the requirements of the Consolidated Standards of Reporting
Trials (CONSORT) statement [24]. Approval to conduct this
study was obtained from the Hunter New England Human
Research Ethics Committee (reference #06/07/26/4.04),

University of Newcastle (reference #H-2008-0343) and the New
South Wales (NSW) State Education Research Applications
Process (#2018247) and was prospectively registered with
Australian New Zealand Clinical Trials Register
(#12618001731280). A detailed description of the methods and
intervention are outlined in the study protocol [25].

Study Design and Setting
A type I effectiveness–implementation hybrid cluster
randomized controlled trial was conducted with 32 primary
(students aged approximately 5-12 years) schools across 3 local
health districts in NSW, Australia (Figure 1). Schools were
randomized to receive a 6-month (2 school terms),
multicomponent lunchbox intervention or a usual care control
arm (16 schools per arm). Outcome assessments were conducted
in a cohort of students at baseline and at 6 months after
randomization. The primary outcome was mean energy
(kilojoules) content of discretionary lunchbox foods and drinks
packed in lunchboxes assessed via lunchbox observation. Other
registered outcomes related to implementation processes,
including intervention acceptability, appropriateness and
feasibility [26,27], cost-effectiveness of the intervention, and
impact on mean daily nutrient consumption, will be reported
separately.
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Figure 1. Consolidated Standards of Reporting Trials (CONSORT) flow diagram.

Sample and Participants

Schools
Schools were considered eligible if they met the following
criteria: government primary schools catering for students from
kindergarten to year 6 and located in one of the participating
local health districts, greater than 120 student enrolments,
current users of the preferred school mobile communication
app (SkoolBag), and not participating in other nutrition-based

research studies. Schools purchase the communication app for
a nominal fee annually, which is then free for parents to
download, enabling direct school–parent communication. The
app is used by approximately 60% of schools in the region.
Central schools (catering for students aged 5-18 years) and
schools primarily catering for children with additional needs
(such as intellectual disabilities) were excluded. According to
a random number generator in Excel (Microsoft Corporation),
eligible schools meeting the above criteria were sent a letter of
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invitation in random order. One week following the invitation,
a member of the research team contacted the school principal
via telephone to seek consent. A face-to-face meeting was
offered to all schools to outline the requirements of the study.
Recruitment and consent of schools occurred between February
2019 and May 2019. Recruitment continued until 32 schools
provided active signed principal consent to participate.

Parents and Students
Opt-in parental consent was required for children and parents
to participate in the evaluation of the behavioral outcomes.
Parents were also required to be active users of the school
communication app, defined as downloading the school
communication app on the parent consent form. A strategy to
recruit parents and students was developed based on the pilot
study and reviews of evidence for facilitating participation in
school-based research [16,28]. Following principal consent, all
parents with a child enrolled in classes from kindergarten to
year 6 (5-12 years) were invited to participate in the study
evaluation measures, which included a lunchbox observational
assessment, parent survey, and student survey (year 5 and 6
students). Students were provided with an information package
outlining the study and a consent form. Parents were asked via
the consent form if they were an active user (ie, downloaded
the app) of the school communication app. One week after the
information package was distributed, parents who had not
returned a consent form were telephoned by school-employed
staff. A replacement consent form was distributed via mail to
parents who provided verbal consent over the phone.

Randomization and Blinding
Following baseline data collection, schools (cluster) were
randomly allocated in a 1:1 ratio to the intervention or control
group based on a random number function in Excel.
Randomization was undertaken by a statistician not involved
in contacting schools in the study intervention or assessment
and stratified by the socioeconomic status of school locality
using the Socio-Economic Indexes for Areas (SEIFA 2016), as
socioeconomic status is associated with lunchbox contents and
child diet [29,30]. Research personnel involved in data collection
and lunchbox content analysis were blind to group allocation,
as all identifiable school information was removed prior to data
analysis. Data collection staff were not informed of group
allocation; however, this might have been disclosed to them by
school staff during field activity. Due to the inability to conceal
intervention delivery, school personnel were notified of their
group allocation via a phone call.

Multicomponent Intervention
The multicomponent intervention based on the previous pilot
was codeveloped by a multidisciplinary team comprising
academic and end-user stakeholders from government health
agencies, educational systems, universities, and technology
partners and included parent representatives with expertise in
nutrition, school-based health interventions, behavior change,
implementation science, and technology-based interventions.

Conceptual Framework
The Behaviour Change Wheel [31] was used to guide the
development of the intervention. Extensive formative research

encompassing a review of published literature; focus groups
with parents to identify local contextual barriers; telephone
interviews with parents (n=228) (L Janssen, R Sutherland, and
N Nathan; unpublished data, 2019) and principals (n=196) [32]
to assess barriers, acceptability of intervention strategies, and
content and delivery mode; and a literature review of existing
lunchbox interventions [20] were undertaken to select behavior
change techniques and strategies to support parents to pack
healthy school lunchboxes. Multimedia Appendix 1 outlines
the Behaviour Change Wheel mapping process and outlines the
chosen behavior change techniques incorporated into the SWAP
IT intervention.

Figure 2 provides an overview of the SWAP IT intervention
logic. The SWAP IT intervention encouraged lunchbox “swaps”
from discretionary food items to Australian Dietary
Guideline–based healthier alternatives known as “everyday”
foods. The multicomponent lunchbox intervention consisted of
4 strategies outlined in the following section. The mobile health
component included weekly pushed messages to parents
delivered via an existing school mobile communication app,
SkoolBag, in addition to embedding lunchbox content within
the app for parents to access. A detailed 4-part description of
the intervention has been published in a protocol [25], and the
intervention included the 4 following strategies:

1. Lunchbox nutrition guidelines: Using a template developed
by the project team, school principals developed, endorsed,
and disseminated nutrition guidelines to parents which were
consistent with the WHO and the NSW Department of
Education Nutrition in Schools policy [33]. Guidelines were
disseminated to parents in the first 5 weeks of the
intervention via the SkoolBag app and school newsletters
to demonstrate schools’ endorsement of the SWAP-IT
program.

2. Weekly pushed lunchbox messages: Through the SkoolBag
app, 10 weekly electronic messages (push notifications) to
support the packing of healthy lunchboxes were
disseminated to parents or caregivers. Messages were
codeveloped by the research team, public health
nutritionists, health promotion practitioners, teachers, and
parents and were optimized and refined via a study
involving 511 parents [34]. The distribution of the messages
via the school communication app was managed centrally
by the project team. This allowed all parents at the schools
allocated to the intervention group who had downloaded
the app to receive the pushed messages via the research
team and prevented the need to rely on each individual
school to push the weekly content to parents. This centrally
coordinated effort therefore did not require school time or
resources and thereby maximized the fidelity of the
intervention. The pushed messages aligned to
parent-reported barriers to packing healthy school
lunchboxes: lack of time or convenience, knowledge of
suitable swaps, child preference, cost, food safety, and lack
of school nutrition policy. Where possible, a swap within
the same food category was suggested (eg, for packaged
foods). The pushed messages were designed to act as
prompts and cues to reinforce packing of everyday foods.
The messages were connected to embedded videos
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developed by the research team to align to parent-reported
barriers which provided tips and suggestions to assist
parents to pack everyday foods that were quick, convenient,
and low cost and to connect parents with tools and resources
to improve their knowledge and skills to swap out
discretionary foods and pack everyday foods.

3. Resources for parents: Links embedded in the app messages
connected parents with electronic resources housed on the
program website. These resources provided information
regarding health consequences, simple healthy lunchbox
swaps that addressed child preference, cost, convenience,
and food safety. Physical resources, including a SWAP IT
ideas booklet (lunchbox ideas), clear drink bottle for water,
and an ice brick to support food safety, were also provided
to parents and were distributed to students and parents via
the schools’ usual methods of dissemination.

4. Curriculum resources for schools: Schools were provided
with a short online teacher professional learning module
(10 minutes) developed by the research team, which
included public health nutritionists, health promotion
practitioners, and teachers outlining the rationale for the
study and providing the skills and resources required to
deliver the classroom curriculum lessons. Schools were
also provided stage-appropriate curriculum resources which
were codeveloped by the research team with input from
teachers, parents, and education partners to align with
syllabus outcomes that were developed by dietitians and
teachers in order to reinforce healthy food preferences. This
required teachers to deliver 3 curriculum lessons 10 minutes
in duration. Curriculum resources were designed to address
the identified barrier to packing a healthy lunchbox of “child
preference for discretionary foods.”
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Figure 2. SWAP IT logic model. BCT: behaviour change technique; HPS: health promoting schools framework.

Control Schools
Schools allocated to the control group had access to the
SkoolBag app but not the lunchbox intervention content. The
SWAP IT website was freely accessible by the general public,
including parents and schools; however, schools and parents
were not notified or directed to this site. There was no
information (nutrition or otherwise) provided to the control

group, and they participated in data collection only and
continued usual school business.

Data Collection and Measures

Lunchbox Energy
The primary outcome was the mean energy (kilojoules) content
of discretionary foods packed in the school lunchboxes by
parents who were users of the school mobile app, assessed at
baseline and at 6-month follow-up. A detailed description of
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the study measures and data collection methods have been
described in a published protocol [25]. Lunchbox energy content
was assessed from photos of lunchboxes taken at school by
trained research assistants prior to the first meal break with a
valid and reliable lunchbox observational audit, known as the
School Food Checklist (SFC) [35,36]. The SFC is a previously
validated tool shown to be accurate and reliable in measuring
energy from food and drinks for the Australian context. The
SFC [35,36] enabled the assessment of the kilojoule content
and serving size for each lunchbox item. Two trained dietitians
observed each school lunchbox photo and classified each food
and drink item according to its SFC category as “everyday
foods” or “discretionary foods” and assessed the kilojoule
content and serving size for each lunchbox item and the serving
size. The checklist included 20 food and drink categories,
including main food items, such as bread, fast food, and
leftovers/mixed dishes; and snack items such as noodles,
packaged snacks, biscuits and crackers, chocolate and candy,
cheese, eggs, dried fruit and nuts, muesli and fruit bars, cakes
and buns, muffins and scones, pastries, desserts, yoghurt, fruit,
vegetables, milk, soft drink, and water and fruit juice.
“Everyday” items referred to food and drink items that were
part of the core food groups as determined by the Australian
Dietary Guidelines [23]. Food items classified as “discretionary”
were items considered to be energy dense with minimal
nutritional value, including cakes, chocolate, candy, chips,
muesli bars, and fast food [23]. The serving size of each
lunchbox item and kilojoules per serving information was
obtained from FoodWorks Professional Edition V7 (version 7,
Xyris Software). To further aid this process, decision rules
developed in the previous study [16] were used to ensure
standardization of assessments.

The secondary outcomes associated with lunchbox energy were
mean total energy (kilojoule) packed within the lunchbox; mean
total energy (kilojoules) consumed from the lunchbox; mean
energy (kilojoules) from discretionary foods and drinks
consumed within the lunchbox; mean energy (kilojoules) from
healthy foods packed and consumed from the lunchbox; and
percentage of lunchbox energy from discretionary and healthy
foods and drinks, both packed and consumed. Data were
collected at baseline and immediately after the 6-month
intervention with the SFC as outlined in the previous section.
Following the analysis of the premeal lunchbox photo, dietitians
analyzed the postmeal photo.

Student Consumption of Discretionary Foods Outside
of School Hours
At baseline and at follow-up, parents were asked to report, via
a short telephone survey, on their child’s intake of discretionary
foods outside of school hours and on weekends to identify any
compensatory nutrition behavior occurring outside of school
hours. Measures were taken from the NSW Schools Physical
Activity and Nutrition Survey [37]. Parents reported on the
following 6 categories of discretionary foods: (1) fried potato
products, (2) potato chips and other salty snacks, (3) sweet
biscuits and cakes, (4) confectionary, (5) ice cream or ice blocks,
and (6) fruit juice. The frequency of consumption for consenting
students was reported at baseline and immediately after the
intervention at 6 months.

Procedures
To assess the foods packed in the lunchbox (premeal assessment)
on a randomly selected school day prior to recess, at lunch, or
during in-class vegetable and fruit breaks [38,39], consenting
students were asked to display the contents of their lunchbox
on their desk in the classroom. Parents and students were not
informed of the exact day of data collection. A preprepared
paper grid was placed under the lunchbox contents and used to
assess the scale and serving size of the items. Any foods not
easily identified were discussed with the student and further
details were recorded on the grid paper prior to being
photographed. The photo was taken by trained research
assistants prior to any foods being consumed. Students were
asked if they intended to purchase food from the canteen that
day, and if so, were removed from the analysis.

To assess the consumption of foods packed in the lunchbox
(postmeal assessment), on the same day, students were asked
to keep all unconsumed or partially consumed food items in
their lunchboxes. Following all meal breaks, students were
asked to place unconsumed or partially consumed items from
their lunchbox onto the grid paper, and a second photograph of
all remaining food was taken. Measures relating to consumption
were based on the second photograph of the day being taken
after all meal breaks had occurred and all uneaten food had been
placed back into the lunchbox container. Consumption was
calculated by subtracting the postmeal assessment from the
premeal assessment.

Trained dietitians, blinded to group allocation, observed each
school lunchbox photo in order to classify each food and drink
item according to its SFC category and the serving size. All
lunchbox photos were assessed by 2 dietitians working together
to make a consensus decision on the analysis for each lunchbox.
To further aid this process, decision rules were developed to
ensure standardization of assessments. Differences in opinion
between dietitians were resolved following consultation with a
third dietitian assessor. Following the analysis of the premeal
lunchbox photo, dietitians then analyzed the postmeal photo.
Energy consumption was calculated by subtracting the energy
content of foods and drinks remaining in students’ lunchboxes
at the postmeal assessment from the energy content of foods
and drinks in the lunchbox during premeal assessment (“foods
consumed”).

Student School Engagement
We also assessed impact on engagement, as research suggests
that improved nutrition correlates with greater school attendance,
improved concentration, and higher academic achievement [40].
At baseline and at follow-up, students in years 5 and 6
completed selected items from the validated School Engagement
Measure via a pen and paper survey. The School Engagement
Measure is a 19-item survey that provides a measure of students’
behavioural (5 items), emotional (6 items), and cognitive
engagement (8 items) at school, which are outcomes considered
important for achieving positive academic outcomes [41].
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Student Consumption of Discretionary Foods Outside
of School Hours
To ensure any reduction in energy intake occurring while at
school did not result in compensatory intake outside of school
hours (potential adverse event), parents were asked via a short
telephone survey at baseline and at follow-up to report on their
eldest eligible child’s intake of discretionary foods outside of
school hours and on weekends. Measures were taken from the
NSW Schools Physical Activity and Nutrition Survey [37].
Parents reported on 6 categories of discretionary foods, including
(1) fried potato products, (2) potato chips and other salty snacks,
(3) sweet biscuits and cakes, (4) confectionary, (5) ice cream
or ice blocks, and (6) fruit juice and reported the frequency of
consumption as never or rarely, 1 to 2 times per week, 3 to 4
times per week, 5 to 6 times per week, once per day, or 2 or
more times per day.

Lunchbox Cost
It has been hypothesized that one potential adverse effect of
encouraging healthier lunchbox swaps is increased family
financial burden due to the potential higher cost of healthier
products [42]. To assess this, the mean cost of lunchbox items
before and after intervention was assessed via the SFC and were
compared between intervention and control groups at baseline
and at follow-up to determine if the intervention resulted in any
adverse financial effects for families. Costing was determined
with an average of prices from foods within the category
accessed from a local retail audit of similar foods as of October
2018.

Statistical Analysis
Analyses were conducted using SAS version 9.3 (SAS Institute)
from January 2020 to June 2020. School and student
characteristics were summarized for intervention and control
schools. Summary statistics are used to describe all variables
of interest. Students that resided in postcodes ranked in the top
50% of state postcodes based on the 2016 SEIFA [30] were
categorized into “higher socioeconomic areas,” whereas those
in the lower 50% were categorized into “lower socioeconomic
areas.” Students’ postcodes were also used to categorize their
locality as either “rural” (those schools in outer regional, remote,
or very remote areas) or “urban” (those in regional or major
cities) based upon the 2016 Accessibility/Remoteness Index of
Australia [43].

The differences between groups in the primary and secondary
outcomes were assessed using hierarchical linear (or logistic
for binary outcomes) regression models. Models were adjusted

for SEIFA, remoteness, and baseline values, and a random level
intercept for schools was included to adjust for the clustered
design of the study. Analysis followed intention-to-treat
principles, where schools and students were analyzed according
to their randomized treatment allocation. All statistical tests
were 2-tailed with an α of .05. As specified in the study protocol
[25], data were analyzed only for students whose parents had
reported downloading the required SkoolBag app to ensure
exposure to the intervention, and students intending to purchase
food or drinks from the canteen or who did not bring lunch were
removed from the primary analysis to focus on students whose
lunchbox was their source of energy for the day [16].

Sample Size and Power
According to our pilot results [16], a standard lunchbox contains
1089 kJ (SD 900 kJ) of discretionary foods. With an intraclass
correlation coefficient of 0.05, 32 schools with 140 students per
school enabled detection of a 200-kJ difference between groups
at follow-up on the primary trial outcome, with 80% power at
a significance level of P<.05. As approximately 420 kJ across
a whole day has the potential to reduce the prevalence of
childhood obesity [44,45] and as it is recommended that a child
consumes a third of their daily energy requirements while at
school [9], this magnitude of effect was considered meaningful
at a population level.

Results

Sample
A sample of 94 schools was assessed for eligibility to participate
in the study, and 91 were approached in order to obtain the
quota of 32 consenting schools (35.2%). Consenting and
nonconsenting schools were similar in geographic location, size,
and school socioeconomic status, with the 32 consenting schools
enrolling a total of 7212 students (or 5048 families). Of these,
3022 provided parental consent to participate in the lunchbox
observation to evaluate the outcomes of the study (41.90%).
From the 3022 consenting students, 2730 (1395 intervention
and 1335 control) lunchboxes were observed at baseline and
2346 (1215 intervention, 1131 control) at follow-up, with the
discrepancy being due to student absences and school events
or excursions. Table 1 outlines the school and student
characteristics of those consenting to participate. At baseline,
the consenting schools and students allocated to the intervention
and control groups had similar characteristics; however, the
intervention group had a higher proportion of schools located
in disadvantaged areas.
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Table 1. Sample characteristics of schools and students at baseline.

ControlInterventionCharacteristics

Schools

1616Allocation, n

Location, n (%)

6 (37.5)8 (50.0)Urban

10 (62.5)8 (50.0)Rural

Socioeconomic statusa, n (%)

13 (81.2)13 (81.2)Most disadvantaged

3 (18.8)3 (18.8)Least disadvantaged

1110Schools with greater than 10% Aboriginal or Torres Strait Islander student enrolments, n

Students

11761216Allocation, n

Sex, n (%)b

550 (48.37)592 (50.04)Female

587 (51.63)591 (49.96)Male

7.687.88Mean age (years)

Socioeconomic statusa, n (%)

789 (67.09)938 (77.14)Most disadvantaged

387 (32.91)278 (22.86)Least disadvantaged

aSocioeconomic status is based on SEIFA Index of relative socioeconomic disadvantage 2016: most disadvantaged = lowest quartiles of SEIFA; least
disadvantaged = highest quartiles of SEIFA.
bInformation on sex missing for 72 students.

Primary Outcome: Mean Energy (Kilojoules) Content
of Discretionary Foods Packed From the School
Lunchboxes
At 6-month follow-up, the difference between the intervention
and control group in the mean energy (kilojoules) content of
discretionary foods packed in school lunchboxes was –117.71
kJ (95% CI –195.59 to –39.83; P=.003). A sensitivity analysis
on the primary outcome using complete cases indicated a similar
result of –120.43kJ (95% CI –200.82 to –40.04; P=.005).

Secondary Lunchbox Energy Outcomes
The mean total energy (kilojoules) packed in lunchboxes (–88.38
kJ; 95% CI –172.84 to –3.92; P=.04) and mean total energy
(kilojoules) consumed from lunchboxes (–117.17kJ; 95% CI
–233.72 to –0.62; P=.05) both reduced in favor of the

intervention group. There was also a significant reduction in
percentage of lunchbox energy packed from discretionary foods
between groups (–3.16%; 95% CI –5.46 to –0.86; P=.01), while
the percentage of lunchbox energy from everyday foods
increased (3.16%; 95% CI 0.86-5.46; P=.01). A significant
reduction favoring the intervention group in the mean energy
(kilojoules) from discretionary foods consumed from lunchboxes
(–96.31kJ; 95% CI –194.63 to 2.01; P=.05) was also observed.
There was no statistical difference between groups in the mean
lunchbox energy from everyday foods (kilojoules) packed in
lunchboxes (32.85 kJ; 95% CI –31.61 to 97.31; P=.31) or
consumed (–21.91 kJ; 95% CI –112.38 to 68.56; P=.62). Table
2 outlines the lunchbox energy packed and consumed by group.
Multimedia Appendix 2 outlines the food and drink items packed
in lunchboxes.
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Table 2. Mean energy and percentage of energy from everyday and discretionary foods packed and consumed from student lunchboxes.

P valueDifference in energy be-
tween groups at follow-up,
mean (95% CI)

ControlInterventionOutcome

Follow-up, mean
(SD) (n=886)

Baseline, mean
(SD) (n=1176)

Follow-up, mean
(SD) (n=946)

Baseline mean,
(SD) (n=1216)

Daily energy (kilojoules) packed in student lunchboxes

.003–117.26 (–195.59 to 39.83)1105.06 (859.06)1067.38 (898.82)1156.77 (841.76)1214.86 (876.49)Primary outcome: lunch-
box energy from discre-
tionary foods packed in
lunchboxes

.3132.85 (–31.61 to 97.31)1605.81 (610.02)1644.17 (621.73)1610.93 (624.41)1616.19 (628.34)Lunchbox energy from ev-
eryday foods packed in
lunchboxes

.04–88.38 (–172.84 to –3.92)2710.87 (878.44)2711.54 (962.33)2767.70 (873.52)2831.05 (927.81)Total lunchbox energy
packed in lunchboxes

Daily lunchbox energy (kilojoules) consumed by students

.05–96.31 (–194.63 to 2.01)802.75 (677.23)744.19 (717.20)876.70 (717.23)901.30 (745.60)Lunchbox energy from
discretionary foods con-
sumed from lunchboxes

.62–21.91 (–112.38 to 68.56)1341.72 (607.53)1304.69 (600.58)1282.56 (622.95)1270.85 (631.79)Lunchbox energy from ev-
eryday foods consumed
from lunchboxes

.05–117.17 (–233.72 to –0.62)2144.48 (743.22)2048.88 (853.84)2159.26 (810.78)2172.15 (895.82)Total lunchbox energy
consumed from lunchbox-
es

Lunchbox energy coming from discretionary and everyday foods (%)

.01–3.16 (–5.46 to –0.86)37.90 (23.81)35.84 (23.69)39.04 (23.94)40.10 (23.31)Packed lunchbox energy
from discretionary foods

.013.16 (0.86 to 5.46)62.10 (23.81)64.16 (23.69)60.96 (23.94)59.90 (23.31)Packed lunchbox energy
from everyday foods

.37–0.06 (–0.18 to 0.07)3.78 (1.32)3.78 (1.38)3.91 (1.36)3.94 (1.35)Total cost (Aus $) of lunch-
box items

Student Engagement
Table 3 outlines the student engagement measures. There were
no observed differences between groups for any measure of
student engagement after the 6-month intervention, including

for student total school engagement measure score (–0.08; 95%
CI –0.18 to 0.02; P=.10), student behaviour (–0.05; 95% CI
–0.15 to 0.04; P=.24), or emotional (–0.08; 95% CI –0.2 to 0.06;
P=.26) or cognitive engagement (0.09; 95% CI –0.22 to 0.05;
P=.20).

Table 3. Mean school engagement measure by group at baseline and at follow-up.

P valueDifference in engagement
between groups at follow-
up, mean (95% CI)

ControlInterventionMean school engagement
score

Follow-up, mean
(SD) (n=241)

Baseline, mean
(SD) (n=299)

Follow-up, mean
(SD) (n=309)

Baseline, mean
(SD) (n=364)

.24–0.05 (–0.15 to 0.04)4.14 (0.66)4.11 (0.65)4.09 (0.62)4.12 (0.59)Behavior score

.26–0.08 (–0.22 to 0.06)3.40 (0.98)3.56 (0.92)3.33 (0.99)3.55 (0.91)Emotion score

.20–0.09 (–0.22 to 0.05)2.83 (0.85)2.87 (0.83)2.80 (0.87)2.92 (0.87)Cognitive score

.10–0.08 (–0.18 to 0.02)3.35 (0.70)3.42 (0.68)3.31 (0.71)3.44 (0.66)Total school engagement
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Student Consumption of Discretionary Foods Outside
of School Hours
There were no differences between groups in the foods
consumed outside of school hours, indicating no compensatory
consumption of discretionary foods outside of care.

Lunchbox Cost
The total cost of lunchbox foods following the intervention did
not differ between groups (–Aus $0.06; 95% CI –0.18 to 0.07;
P=.37; Table 2).

Discussion

This trial investigated the effectiveness of the SWAP IT
intervention on the energy of students’ lunchbox foods, both
packed and consumed, using an existing school communication
app provided directly to parents. Relative to lunchboxes in the
control group, the lunchboxes in the intervention group
contained significantly less mean energy from discretionary
foods corresponding to 117 kJ per day or a 600 kJ reduction
over a school week. The SWAP IT intervention also resulted
in a reduction in mean energy from discretionary foods that
were consumed by students (96.31 kJ). The mean total lunchbox
energy both packed and consumed was also significantly less
in intervention lunchboxes, and the percentage of energy from
discretionary foods decreased by 3.16%, while percentage
energy from everyday foods correspondingly increased. The
lunchbox energy coming from everyday foods that were
consistent with dietary guidelines did not statistically differ
between groups, indicating the change in total energy observed
was primarily from a reduction in discretionary foods. These
favorable nutrition outcomes occurred while the cost of packing
a lunchbox remained stable across groups, indicating the changes
made to lunchboxes did not result in additional costs. The
intervention, however, did not result in changes to student school
engagement at school.

Although it is challenging to make direct comparisons, the
magnitude of reduction in energy from discretionary foods
appears favorable compared to previous lunchbox interventions.
Of the 10 included studies within a systematic review of
lunchbox interventions conducted within the school and
childcare environment [20], 4 targeted the packing of
discretionary foods, with evidence for the effectiveness of
interventions on what is packed in lunchboxes in relation to
discretionary foods, sugar-sweetened drinks, or other core foods
being equivocal. Of the 2 studies conducted in the school
environment, results were mixed, with interventions impacting
on the reduction of either high fat salty snacks (reduction of 2.8
gm of savory snacks; P=.04) or sweet confectionary, fruit drinks,
or candy (–0.43 servings; P=.001), but not both [20].
Furthermore, only 1 study within this review used a similar
methodology of assessment based on lunchbox photography
and observation to estimate serving size [20]. The study found
no significant effect on the nutritional quality of food brought
from home, which might have been due to a lack of power or
a result of the complex information dissemination pathway of
their intervention that involved sending messages to parents via
newsletters and lessons delivered to children. To target behavior

change, our research team conducted extensive formative
assessment including mapping barriers and consulting with key
stakeholders to co-design the SWAP IT using a theoretical
framework. The multicomponent program also dually targeted
both the school, via guidelines and curriculum, and parents, via
direct messages, which may explain the favorable intervention
effect.

To improve health at a population level, interventions shown
to be effective under research conditions need to be scaled up
to reach a large proportion of the population [46]. Few
school-based behavioral interventions have been suggested to
be suitable for large-scale dissemination, as they require
expertise and resources not readily available within schools and
often use high-intensity delivery modes, such as face-to-face
training [20]. The use of digital delivery modes overcome many
of these barriers; however, poor adoption and ongoing
engagement with new apps or websites, for example, are often
an impediment to population-level reach and improved health
gains [47]. To address this, the SWAP IT intervention adopted
a multicomponent intervention design that addressed many of
the existing limitations [20]. Incorporating the SWAP IT
behavioral intervention components as a complement into an
existing school communication app that had already been
adopted by schools and downloaded by parents was undertaken
to overcome the challenges of both population-level reach and
digital engagement. A similar approach, in which a nutrition
intervention was embedded into an existing online school
canteen ordering system, also resulted in a significant
intervention effect on energy, sugar, and fat [48]. This suggests
that embedding digital interventions within existing systems
supported by additional behavior change strategies may be
superior to developing and implementing new digital health
interventions alone.

Although a reduction in energy from discretionary foods of 600
kJ per week may appear small at an individual level, at a
population level, it has the potential to lower the risk of
individuals being overweight or obese, result in a gain of
health-adjusted life years, and make a significant contribution
toward savings in health care costs [49]. Given its potential
reach, with 86% of students taking a packed lunch on a daily
basis [9] and 90% of those students packing at least 1 serving
of discretionary food in their lunchbox [14], this intervention
has the potential to immensely shift the consumption of
discretionary foods. Further, as 60% to 70% [50] of schools in
NSW Australia and the United States, respectively, already
using school communication apps, interventions such as SWAP
IT have the potential to reach millions of parents on a daily
basis. Further investigation evaluating the cost-effectiveness
and implementation process of the SWAP IT intervention is
needed to confirm if the SWAP IT intervention warrants large
scale dissemination. Future research should focus on developing
strategies that maximize the adoption or uptake of the SWAP
IT intervention by schools at scale and methods for sustaining
school engagement to continue the impact on parent behavior
change.

The results of this trial should be interpreted within the context
of its strengths and limitations. Study strengths include the
experimental hybrid design, with randomized controlled trials
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being considered the gold standard for evaluating causal effects
of interventions. The SWAP IT trial was also developed using
behavior change theory and used direct observation and
validated tools to assess lunchbox contents, which strengthened
the ability of the study to accurately measure the true impact of
the study outcomes. Although the effect size of the SWAP IT
effectiveness trial was smaller than that of the previous pilot
[16], the significant results were replicated, indicating that,
pending further evaluation exploring the implementation
outcomes and cost effectiveness, the intervention warrants
consideration for large-scale dissemination. However, a number
of limitations should be considered. The trial had a lower than
anticipated participation and consent rate from schools and
particularly parents, with only 41.90% of parents consenting to
participate in the lunchbox observations. Upon enquiry, we
believe this is primarily due to the measurement component, in
which lunchbox observations might have been considered an
encroachment on privacy [51], given that the acceptability of
the intervention for schools and parents was high at 84% [16].
The intervention was also multicomponent, and isolating the
impact of each individual strategy was not possible in this trial.

Although the large-scale dissemination of pushed messages to
parents via the app is feasible and has high fidelity,
implementation of school-level strategies may require additional
support. This trial had a follow-up period of 6 months, and the
long-term sustainability of the intervention in both schools and
with parents is unknown. Further investigation is warranted to
ensure the intervention has an ongoing desirable impact on
lunchbox behavior.

The SWAP IT intervention presents an effective digital behavior
change solution to a large and long-standing public health
problem of a high consumption of discretionary foods by
children while at school. Given the significant impact on
lunchbox food energy that has been demonstrated by the
previous pilot trial and replicated in this effectiveness trial at a
larger scale, the intervention provides an attractive option to
policy makers to complement existing public health programs
targeting the school nutrition environment. Following further
evaluation to determine its implementation process, outcomes,
and cost-effectiveness, models to further scale up and maximize
the adoption of SWAP IT will ensure that a public health benefit
can be realized.
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Multimedia Appendix 2
Food and drink items packed in lunchboxes.
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Multimedia Appendix 3
CONSORT-eHEALTH checklist (V 1.6.1).
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Abstract

Background: Childhood and adolescent firearm injury and death rates have increased over the past decade and remain major
public health concerns in the United States. Safe firearm storage has proven to be an effective measure to prevent firearm injury
and death among youth. Social media has been used as an avenue to promote safe firearm storage, but perceptions of this tool
remain unknown.

Objective: The aim of this study was to determine receptiveness and responsiveness in promoting firearm lock box and trigger
lock giveaway events on social media, and to describe the characteristics of participants who learned of these events through
social media.

Methods: We performed a mixed methods study combining a content analysis of Facebook event post comments, quantitative
analysis of positive and negative feedback on social media, and a descriptive analysis of event participant characteristics. Through
a qualitative content analysis approach, we thematically coded comments from each event’s social media page posting. Interrater
reliability and κ statistics were calculated. We calculated the prevalence of positive and negative feedback data. Further, we
calculated descriptive statistics for demographic characteristics gathered from day-of-event intake surveys. Differences between

collected measures were analyzed with χ2 and t tests according to how the participant found out about the event (social media vs
other means). Using concurrent analysis, we synthesized the results from both the qualitative and quantitative aims.

Results: Through qualitative content analysis, 414 comments from 13 events were coded. Seven themes emerged through the
comment coding process with the most common being “positive receptiveness” (294/414, 71.0%). From quantitative analysis of
the social media content, we found higher levels of positive feedback compared to negative feedback. The average number of
event post “likes” was 1271.3 per event, whereas the average count in which “hide post” was clicked was 72.3 times per event.
Overall, 35.9% (1457/4054) of participants found out about the event through social media. The participants who learned about
the event through social media were on average significantly younger than those who learned about the event through other means
(–6.4 years, 95% CI –5.5 to –7.3). Among the group that learned of the event through social media, 43.9% (629/1433) identified
as female, whereas 35.5% (860/2420) identified as female among the group that learned of the event through other means.

Conclusions: There was overall positive receptiveness and responsiveness toward firearm lock box and trigger lock giveaway
events when promoted on social media. Compared with other promotional tools, social media has the ability to reach those who
are younger and those who identify as female. Future studies should extend this research to determine whether there is a difference
between rural and urban settings, and consider other social media platforms in the analysis.

(J Med Internet Res 2021;23(6):e24458)   doi:10.2196/24458
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Introduction

Background
Firearm injury is a major public health concern in the United
States. Among children under 17 years of age, approximately
1300 die from and 5790 are treated for gunshot wounds each
year [1]. Firearm suicide rates among this population have been
increasing over the past few years [1,2] along with increasing
rural-urban divides [3-5]. Based on a national study of
individuals younger than 20 years, the incidence of firearm
injury hospitalization was the highest among 15 to 19-year-olds
residing in urban settings [4]. However, hospitalization rates
were higher in rural areas than in urban areas for those in the
5-9 and 10-14–year age groups [4].

Safe storage of firearms is associated with reduced risk of
unintentional and intentional self-inflicted firearm injury among
youth [6]. Examples of safe firearm storage practices include
storing the firearm in a locked location such as a gun safe or
lockbox, or with a trigger lock, and storing it unloaded with the
ammunition stored separately [6]. A study conducted in the
United States found that up to 65% of all surveyed high school
seniors in a midwestern state had access to at least one firearm
in their household [7]. An evaluation with a nationally
representative sample found that approximately 1 in every 3
adolescents reported living in a home with firearm access [8].
Moreover, 1 in every 5 firearm-owning households with children
store their firearms in the least safe manner (ie, loaded and
unlocked) [9].

In Washington state, 34% of households reported having a gun
at home, and only 38% of those reported storing their guns
locked and unloaded [10]. In a survey of 2956 participants at
safe firearm storage events in Washington state, 40.1% indicated
that they stored at least one firearm unlocked [11].

Washington state passed Initiative Measure No. 1639 in 2018
[12], which requires a semiautomatic rifle purchaser to provide
proof of completion of a recognized firearm safety training
program that includes secure gun storage education [12].
Additionally, under this initiative, a person who leaves a firearm
in a place where a prohibited person (ie, a child) could
potentially gain access to the firearm will be charged with
community endangerment if the prohibited person gains access
to the firearm [12].

Safe Firearm Storage Giveaway Outreach Events
Prior to the passing of Initiative Measure No. 1639, Seattle
Children’s Hospital began the “Safe Firearm Storage Giveaway
Outreach Events” (SFSGOE) program. This program sought to
reach both urban and rural communities.  The primary mission
of these events was to prevent firearm injuries by creating safe
household environments for children, their families, and their
communities, and provide free firearm lock boxes and trigger
locks supplemented with education and device demonstrations.
The events were focused on parents living in households with
children. This was a community-based effort involving multiple

stakeholders, including other hospitals; public health agencies;
coalitions aimed at advocating for safe environments for
children; and sporting goods stores that sell firearms, lock boxes,
and trigger locks. These efforts have proven to be effective in
changing behavior related to safe firearm storage practices. An
evaluation survey performed 4-6 weeks after the event found
that a significantly greater proportion of households with
children and adolescents reported having stored and locked their
firearms safely [13]. Flyers, newspaper advertisements, radio,
television, sharing through word of mouth, and posting on social
media were all used to promote these events. Social marketing,
designed to influence health behaviors, prevent injuries, and
contribute to communities on a large scale, was used as a
framework for promotion and messaging [14,15].

Social media offers a versatile and unique tool for implementing
a social marketing approach to increase the number of
individuals and communities reached. Accordingly, marketing
using social media has become a growing trend in many fields.
However, there has been little research performed to understand
whether or not social media promotion of topics such as firearm
use and storage practices is effective in targeting the appropriate
audience and yielding acceptance. Skepticism may arise
regarding whether social media platforms are the appropriate
virtual venues for potentially controversial conversations, which
can yield negative reactions. Therefore, the purpose of this study
was to understand the individual- and community-level
responses toward social media as an educational and marketing
tool for promoting safe firearm storage giveaway events. We
also sought to evaluate the attitudes and conversations that
emerged through the social media marketing event page posts.

Study Aims
There were three aims of this study: (1) understand the
receptiveness of using social media to promote safe firearm
storage in the continuum of rural to urban areas; (2) assess the
individual-level responsiveness toward the SFSGOE hosted by
Seattle Children’s Hospital; and (3) compare the characteristics
of event participants who learned of the event via social media
with those of participants who learned of the event through
other sources.

Methods

Study Design
We used a mixed methods design, incorporating both qualitative
and quantitative approaches, which allows for gaining a deeper
understanding of pragmatic implementation in addition to
increasing reproducibility [16]. Furthermore, other recent studies
with the aim of understanding the intersection between social
media and health behaviors or conditions have also used this
mixed methods approach to allow for a comprehensive review
of all metrics and data available on the social media platform
of interest [17,18].

For this mixed methods approach, we utilized a convergent
design. Since both elements of this study pull from existing
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data, quantitative analysis and qualitative evaluation occurred
concurrently, and the results were then merged to supplement
each other upon synthesis.

Conceptualized by our research team for the purpose of this
study, receptiveness was defined as the attitudes toward the
event and responsiveness was defined as the quantifiable
interactions on the event page posts.

Assessing Rurality Versus Urbanity
The United States Department of Agriculture Economic
Research Service Rural-Urban Continuum Codes (RUCC) from
2013 were used to categorize the locations of these events [19].

The 2013 edition was the most recent RUCC available at the
time of analysis as these codes are updated every 10 years [19].
Codes are assigned to counties, ranging from 1 to 9 based on
population size and proximity to a metropolitan area [19]. Urban
counties are coded between 1 and 3; code 1 is given to a city in
a large-sized urban county, code 2 is given to a city in a
medium-sized urban county, and code 3 is given to a city in a
small semiurban county [19]. Nonmetropolitan counties are
coded from 4 to 9, with 4 being a city in a larger semirural
county and 9 being a city in a small completely rural county
[19]. Table 1 lists the SFSGOE locations and their assigned
RUCCs.

Table 1. Locations and times of events that were evaluated along with their rural and urban codes (RUCC).

RUCCCountyCityMonth and year of event

1KingSeattleDecember, 2014

1PierceFifeJanuary, 2015

2FranklinKennewick (Tri-Cities)April, 2015

1SnohomishMonroeJune, 2015

1PierceTacomaOctober, 2015

1KingKirklandNovember, 2015

3YakimaToppenishJune, 2016

1SnohomishMarysvilleJuly, 2016

3ChelanWenatcheeOctober, 2016

1KingSeattleFebruary, 2017

3SkagitMount VernonMay, 2017

2ThurstonLaceyJune, 2017

5GrantMoses LakeOctober, 2017

2KitsapSilverdaleMarch, 2018

Aim 1: Content Analysis to Assess Receptiveness

Overview of Content Analysis
Content analysis was used to evaluate comments generated by
Facebook users in response to posts advertising and promoting
SFSGOE. For this social media content analysis, a codebook
was iteratively created to capture the themes in attitudes and
perceptions toward these events presented in the coded
comments.

Data Source
We used data from the social media platform, Facebook, for
this analysis because Facebook was the primary platform used
for promoting the SFSGOE. Seattle Children’s Hospital created
a Facebook event page, posting details of each event and also
shared the event on their main Facebook page. The page’s
visibility was dependent on the sharing of the event and set
reminders innate to Facebook event pages to provide additional
promotion.

Data Query
A Facebook event page post query was performed. We searched
the Seattle Children’s Hospital Facebook posts sharing
information about the event and for the Facebook event page.

Only comments and metrics linked to the event page that were
from Seattle Children’s Hospital shared posts were used in the
analysis. Upon searching for these retrospective posts, the study
team did not interact (ie, like, share, comment) with the posts;
all data provided for this analysis were strictly independent of
the study team and unaltered.

Data Collection
Data from December 2014 to March 2018 were used for this
study. This period included the first event for which Facebook
was used to promote the SFSGOE until the most recent
Facebook-promoted event at the time of this analysis. All
comments linked to the event page posting were deidentified
and saved in a password-protected Microsoft Excel spreadsheet.
Data from these social media comments were then qualitatively
evaluated via exploratory content analysis to understand
receptiveness and were quantitatively evaluated to understand
responsiveness.

Codebook Development and Coding Validation
An iterative categorization approach was used for this analysis
to allow for inductive coding, resulting in a structured system
that would allow for reproducible results [20]. Using this
inductive coding approach, parent and child codes gradually
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emerged and were created. Parent codes were the overarching
salient themes and child codes stemmed from each of the parent
codes, with much more specific attitudes and perspectives [21].
Owing to the finite quantity of comments available for this
content analysis, we chose to code all available data to ensure
that the themes generated from the sampling would be
representative. Considering this to be an exploratory content
analysis, we aimed to use the inductive thematic saturation
model [22]. Since we did not use a priori conceptualized
categories or an existing codebook, this model would allow for
generation of themes found to be most appropriate to the
generated responses from SFSGOE Facebook event pages [22].

At the time of this analysis, there was no known validated
assessment for emoticons; therefore, emoticons were not coded.
Only comments in the English language were coded. Each
comment was only allowed one code; therefore, for lengthier
comments, the most explicit and apparent theme was coded.
The comment and the assigned code were recorded in a
password-protected Microsoft Excel spreadsheet.

All comments, including replies and comments from Seattle
Children’s Hospital, were coded. Initial coding was performed
by one study team member with prior training in qualitative
research methods. Texts from the comments were recorded
verbatim, excluding identifiers such as the name of the Facebook
user or names of any tagged users.

To evaluate the coding process and to ensure the validity of the
codebook, interrater reliability and the κ statistic were
calculated. Another study team member with prior training in
content analysis, and specifically with this codebook, was given
10% (n= 42) of the comments to code independently. Coding
results from this research team member and the first set of
coding results were compared. The results indicated a strong
level of agreement (κ=0.87, P<.001) supporting the reliability
of the coding procedures.

Aim 2: Quantitative Measures and Responsiveness
Analysis
Each event allowed for “liking” of the post in addition to
commenting. Post “likes” are publicly available data. In addition
to these data, we used the SimplyMeasured software system,
which tracks deidentified data, including the number of clicks
and the “total reach” of the event page post. The “total reach”
was defined as the total number of unique individuals who saw
the post during the “reporting period.” The “reporting period”
was the duration when the post was publicly available. We also
qualified the data system in terms of “negative feedback.”
Extracted “negative feedback” data displayed the number of
individuals who selectively chose to hide the post, report the
post as spam, hide all future posts from the same posting
account, and those who unliked the page of the account that
posted these events.

For each event, prevalence was calculated using the count of
each measure as the numerator and the “total reach” number as
the denominator.

Aim 3: Survey

Data Collection, Measures, and Inclusion Criteria
At each SFSGOE, as part of the intake and prior to receipt of a
trigger lock or lock box, each household was given a paper
survey to complete. This survey included demographic
questions, current firearm practice questions, questions related
to how the household found out about the event, and their
intention to use the giveaway device in the next week. Only
those who identified as 18 years of age or older were provided
the equipment. No questions on the survey were mandatory.
An individual’s receipt of a safe firearm storage device was not
dependent on completion of the survey. The submission of a
survey and release form were used as a proxy to quantify the
attendance of these events. The outreach event staff then entered
the survey data into a secure database in REDCap [23,24]. Data
from the database were then extracted and quantitatively
analyzed. Only individual-level responses deemed to be
“complete” by the data importer were used.

Statistical Analysis

The χ2 test was used to examine whether there was a significant
difference in distribution of the categorical variables (gender,
firearm storage practices, and intention to use in the next week)
based on how the individual found out about the event (social
media vs other means). The t test was used to examine if there
was a significant difference in mean age according to how
individuals found out about the event. A P value less than .05
was used as the cutoff for significance.

Ethical Approval
The content analysis portion of this study was exempt from
Institutional Review Board review because it only used publicly
accessible and deidentified data from Facebook. The survey
used in this study was approved by the Institutional Review
Board of Seattle Children’s Hospital, Seattle, Washington.

Results

Aim 1: Content Analysis
A total of 418 comments from 13 event page posts were publicly
available during the timeframe of interest. A total of 414
comments were coded; 4 comments were not evaluated because
they only used emoticons or were not written in English. From
the 15 events that occurred within the timeframe, only 13
resulted in publicly available posts during the data search and
extraction. On average, event posts had 32 comments (range
0-131). Of the 13 event page posts evaluated, eight were from
areas that were coded as a city in a large urban county
(RUCC=1), one was categorized as a city in a medium-sized
urban city (RUCC=2), three were categorized as a city in a
small-sized semiurban county (RUCC=3), and one was
categorized as a city in a medium-sized semirural county
(RUCC=5).

A total of seven parent codes were developed during the iterative
coding process: (1) Positive Receptiveness, (2) Negative
Receptiveness, (3) Postevent Commenting, (4) Advocacy
Against Firearm Storage and/or Firearm Control, (5) Advocacy
for Firearm Storage and/or Firearm Control, (6) Commenting
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to Moderate, and (7) Comments by the Host. Stemming from
these parent codes, 21 child codes were created. The coding
schemas at the end of the inductive coding process along with
representative examples of comments are presented in Textbox
1.

The most common parent code was Positive Receptiveness,
accounting for 71.0% (294/414) of all comments coded. Positive
Receptiveness is defined as a comment showing a positive
attitude toward the event, including expressing excitement,
gratitude, or interest explicitly, or sharing the event by tagging
friends. Expressing excitement or gratitude toward the event
accounted for 10.9% (45/414) of all comments. Of all comments
coded, 40.3% (167/414) involved Facebook users tagging other
Facebook users, which may be an implicit notion of sharing the
event post. Among all codes, 6.3% (26/414) of all comments
were coded as the Facebook user showing interest for the event,
but could not make it to the event due to the distance and timing
of the event.

Negative Receptiveness made up 3.6% (15/414) of all
comments. Of all comments, 2.9% (12/414) involved individuals
expressing that they did not understand why these events were
necessary or that they did not think that lock boxes work.
Overall, 0.7% (3/414) of individuals expressed doubtful
sentiments about the potential success of the event. Postevent
commenting made up 0.7% (3/414) of all codes. This included
participants going back to the event post and commenting about
their experience at the event. Most of these comments were
factual experiences, including how long the wait was to receive
their giveaway device or what type of firearm storage device
they received at the event.

Advocacy Against Firearm Storage and/or Firearm Control
made up 3.9% (16/414) of total comments. These comments
included sentiments that children should be trained to use

firearms and that there should be much more liberal firearm
ownership. Advocacy for Firearm Storage and/or Firearm
Control made up 7.0% (29/414) of the coded comments. These
comments included perspectives that children should be well
protected from firearms and there also were some comments
that expressed sentiments of wanting more firearm control.

The parent code Commenting to Moderate was used to denote
a case in which a Facebook user commented during or
subsequent to a political or controversial discussion. We defined
this as moderating, as this type of comment would aim at
drawing attention back to the goal of the event, alleviating the
tone created by controversial comments; 2.2% (9/414) of the
coded comments were coded as such. This emergence of
commenting to moderate follows with the emergence of
“moderators.” For the purpose of this study, a moderator was
defined as a Facebook user, not associated with Seattle
Children’s Hospital, who facilitates the conversation and draws
other Facebook users back to the goal of the event (ie, to
promote safe firearm storage practices). These moderating
comments were not from the Seattle Children’s Hospital account
and there were no known intentions from the hospital to have
users take up this role. This was a role that emerged naturally
through discussions from Facebook user interactions on the
event page posts.

Comments by the Host as a parent code was defined as any
comment posted by Seattle Children’s Hospital to answer any
inquiries from a comment or to thank commenting users for
their support in some cases; 9.4% (39/414) of all comments
were Comments by the Host.

Comments that were not relevant to the topic of the event were
not coded with any parent or child code and were marked as
Spam (2.2%, 9/414).
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Textbox 1. Inductively created codebook and representative comments from evaluation of event page posts.

Positive Receptiveness

Any comment showing a positive attitude toward the event, including expressing excitement, gratitude, or interest explicitly or sharing the event by
tagging friends.

• Sharing the event by tagging another Facebook user

• Asking for more of these events or suggesting other locations for these events

• Showing appreciation/gratitude toward Seattle Children’s Hospital for hosting these events

• Showing excitement for the event, positive exclamation, or emotion for the event (eg, “Yay!” “Awesome!”)

• Calling for others to go to the event by sharing more details about the event

• Expressing interest for the event but also saying that they cannot go to the event

• Saying that they will go to the event

• Positive comments about lock boxes or trigger locks

• Asking for more information about the event

Example: “Thank you Seattle Children’s and Outdoor Emporium. This was just what my family needed” [Facebook user]

Negative Receptiveness

Any comment showing a negative attitude toward the event, including expressing doubt for either the event or a safe firearm storage device

• Does not understand why these events are necessary, or why lock boxes or trigger locks are necessary

• Doubtful about how these events will be successful

• Shared past negative experience with a lock box or trigger lock

Example: “This is a nice give away but I doubt there will be enough boxes...there will be plenty of locks. Every gun has a lock sold with it. And will
never be used by anyone with brains” [Facebook user]

Postevent Commenting

Any comment shared after the event by an event participant and comments related to their experience at the event

• Shared facts about experience at the event without a sense of positivity or negativity

Example: “After they ran out of Bulldog brand they started handing out Fortress brand lockboxes” [Facebook user]

Advocacy Against Firearm Storage and/or Firearm Control

Any comment displaying opposition against safe firearm storage (including lock boxes and trigger locks)

• Shared a story anecdotally or factually that children can handle guns well, or advocating that children learn how to handle guns

• Words of disagreement or discourse against firearm safety

• Advocating for liberal gun ownership

Example: “Problem is in a home invasion you don’t have time to unlock your safe gun box. You lose, that’s what happened to my brother” [Facebook
user]

Advocacy for Firearm Storage and/or Firearm Control

Any comment displaying support for safe firearm storage (including lock boxes and trigger locks)

• Advocating that children should be well protected from guns

• Words of agreement or discourse relating to firearm safety

• Bringing up banning gun ownership

Example: “But does every other kid who comes in your home? I'm all for firearm education, I went through it all when I was a kid, but fewer kids
these days are learning from real educators and more from cartoons and movies. Not trying to pick a fight, just posing a question. My 4 year old play
shoots (much against my wishes) and my almost 2 year old has picked up on it. The older one comprehends the severity of death, but the baby has no
idea. Lock boxes and trigger locks isn’t to protect the ones who understand, it’s to protect the ones who don’t” [Facebook user]

Commenting to Moderate

Any comment from a Facebook user that draws attention back to the mission of the goal of the event

• Moderates a heated discussion and draws attention back to the mission of the event
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Example: “XXX, I’d expect an anti-gun advocate to be more collected. if you are truly trying to win over any readers to be anti-gun advocates perhaps
leave out the personal slams. I do hope you read your messages to XXX, and sincerely apologize to her. In my humble opinion it was completely
unwarranted. Have a lovely evening.” [Facebook user]

Comments by Host

Any comment from Seattle Children’s Hospital

• Seattle Children’s Hospital outreach comment or response to an inquiry

Example: “We have a couple hundred items to give away, XXX. If you can’t come to the giveaway Saturday, visit www.lokitup.org for retailers in
King County who are offering a discount on select storage devices or lock boxes through December 2014.” [Facebook user]

Spam

Anything unrelated to the topic of firearm safety, Seattle Children’s Hospital, or the event

Aim 2: Quantitative Analysis for Responsiveness

Prevalence and Reach
Among the 13 events for which comments were coded, 4 did
not yield data from SimplyMeasured to allow for positive and
negative feedback prevalence to be calculated. Among the 9
events with this type of data, the total reach on Facebook was
491,155 (range 10,536-187,072).

Positive Feedback
The average number of likes was 1271.3 per event, with the
highest of 13.63 per 1000 engagements. Engagements were
defined as the average number of likes, comments, and shares
on all posts published during the reporting period. The average
number of clicks per event was 5183.6 for all events. The range
of clicks was 18.0-76.5 per 1000 engagements.

Negative Feedback
The average count of times in which “hide post” was clicked
on the event posts was 72.3, equating to 1.3 counts per 1000
engagements. The highest prevalence of such clicks was 5.8
per 1000 engagements and the lowest was 0.41 counts per 1000
engagements. There were no posts reported as spam. The
average count of “hiding all future posts” was 8.6, equating to
0.16 counts per 1000 engagements. Among all events, the
highest prevalence of “hiding all future posts” was 0.88 per
1000 engagements, whereas the lowest was 0.1 per 1000
engagements. There were only 2 counts of “unliking” the page
among the 9 events, and both instances happened on the same
event post.

Aim 3: Quantitative Survey Data
Although there were 15 events that occurred during the
timeframe of interest, two events did not use the intake survey.

Owing to lack of data for these two events, these two event
locations were not included in this portion of the analysis. One
of the locations missing survey data was for an event that was
held in a city in a large urban county (RUCC=1). The second
event without survey data was located in a city in a small
semiurban county (RUCC =3).

There were two versions of the paper survey: one for the first
3 events and one for the subsequent 10 events. The question
regarding location of residence was assessed in the second
version of the survey, but not in the first. Owing to the lack of
data for the first three events and high levels of missing data,
this question was not incorporated in the analysis. There were
overlapping questions between the two surveys (see Multimedia
Appendix 1 for the sample survey). The questions that
overlapped across the two versions of the survey were used.
For the purposes of this analysis, similar question answers were
aggregated.

Only data with completed event location information and
marked as “complete” by the data importer were used for this
evaluation. Among the 5512 survey records found in the survey
database, only 4054 (81.7%) were marked as “complete” by the
data importer, and included complete data on how the participant
found out about the event and the location of the event.

Based on the question inquiring how the participant found out
about the giveaway event, 1457 (35.9%) indicated some form
of social media. Alternatively, 2597 (64.1%) participants
indicated that they learned about the event through the
newspaper, a friend, the radio, a flyer, word of mouth, working
at the store, came to the store at the time of the event, or through
other means. See Table 2 for more details on the distribution
of how participants learned of these events.
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Table 2. Proportion of participants’ responses as to how they learned about Safe Firearm Storage Giveaway Outreach Events (SFSGOE) 2014-2018
based on the intake survey.

Responses, n (%)bHow did you learn of these SFSGOE?a

1457 (34.6)Social mediac

383 (9.1)Newspaper

329 (7.8)Friend

41 (1.0)Radiod

261 (6.2)(Event) Flyer

638 (15.1)Word of mouthe

37 (0.9)Work at the storee

411 (9.7)Came to the store when the event was occurringe

660 (15.7)Other

aParticipants were asked to “mark all that apply”; therefore, the total of these responses (N=4217) exceeds the number of total participants.
bBased on the total number of responses.
cWith two versions of the survey, the version used for the last 10 events included distinguishing whether the participant found out about the event
through Facebook or Twitter. These data were aggregated given the small number of participants who reported Twitter (<1.0%).
dWith two versions of the survey, the version used for the first three events included radio as a potential response that was not included as an option for
respondents to the second version of the survey. This option may have been answered as “other” for participants who used the second version of the
survey.
eWith two versions of the survey, the version used for the last 10 events included these responses that were not included as options for participants who
responded to the earlier version of the survey. These options may have been answered as “other” for participants who used the earlier version of the
survey.

With respect to the distribution of participant data across
locations, 93.2% (3778/4054) of participants with a completed
survey were attendees of an urban-located event. Out of all
participants, 6.8% (276/4054) with a completed survey were
attendees of a semirural-located event. The number of completed
surveys for these events ranged from 161 to 406. The event with
the least number of completed surveys was the event held in
November of 2015 (Kirkland) and that with the largest number
of completed surveys was the event held in January of 2015
(Fife). Due to the skew of data toward urban event participants,
we were unable to find results that were statistically significant
in comparing how participants found out about the event and
the location of the event (P=.08).

Table 3 compares the characteristics of participants who learned
of the event through social media with those of participants who

learned about the event through other means. On average,
participants who learned about the event via social media were
6.4 years (95% CI 5.5-7.3) younger than those who learned
about the event via other means.

In both groups, more participants identified as male. A slightly
lower proportion of those who learned about the event via social
media indicated that they were not current users of a gun
storage/safety device (P=.30).

A high intention to use was identified based on survey responses
for the giveaway firearm storage device for all event
participants, regardless of how they found out about the events;
however, the intention to use was significantly higher among
the social media group than the nonsocial media group (P=.001).
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Table 3. Characteristics of participants who found out about Safe Firearm Storage Giveaway Outreach Events (2014-2018) through social media or
other means.

Other means (n=2597)Social media (n=1457)Participant characteristic/survey response

45.2 (15.5)38.8 (11.8)Age (years), mean (SD)

Age category (years), n (%)a

410 (18.0)311 (22.8)18-29

539 (23.7)500 (36.7)30-39

422 (18.5)286 (21.0)40-49

426 (18.7)170 (12.5)50-59

338 (14.8)84 (6.2)60-69

143 (6.3)11 (0.8)≥70

Gender, n (%)b

1553 (64.2)801 (55.9)Male

860 (35.5)629 (43.9)Female

7 (0.3)3 (0.2)Other

Currently use gun storage devicec, n (%)

1698 (68.7)1015 (70.5)Yes (gun safe, gun lock box, trigger lock, cable lock, other)

772 (31.3)424 (29.5)No

Currently store gun(s) loadedd, n (%)

568 (23.4)428 (30.0)Yes, all of them

536 (22.1)320 (22.3)Yes, some of them (some are and some aren’t)

1078 (44.4)578 (40.3)None of them

36 (1.5)15 (1.0)Not sure

211 (8.7)93 (6.5)Does not apply to my home

Intend to use gun safety device in the next weeke, n (%)

2201 (89.1)1331 (92.2)Yes

119 (4.8)39 (2.7)No

151 (6.1)73 (5.1)Unsure/not sure

RUCCf based on location of eventg, n (%)

1291 (49.7)783 (53.7)1: urban (large county)

701 (27.0)412 (28.3)2: urban (medium county)

442 (17.0)149 (10.2)3: urban (small county)

0 (0.0)0 (0.0)4: semirural (large county)

163 (6.3)113 (7.8)5: semirural (medium-large county)

aDue to missing answers, 1362 and 2278 participants responded to this question in the social media and nonsocial media group, respectively.
bDue to missing answers, 1433 and 2420 participants responded to this question in the social media and nonsocial media group, respectively.
cDue to missing answers, 1439 and 2470 participants responded to this question in the social media and nonsocial media group, respectively. For this
question, participants were asked to “mark all that apply”; therefore, the total number of recorded responses (N=4925) is larger than the number of
participants. The option “other” was added to the second version of the survey. These data represent aggregated responses for indication of use of any
of the described firearm storage device and “other.”
dDue to missing answers, 1434 and 2429 participants responded to this question in the social media and nonsocial media group, respectively. This
question and the answer options were different for the two versions of the survey. The second version added the option of “not sure” and “does not
apply to my home.”
eDue to missing answers, 1443 and 2471 participants responded to this question in the social media and nonsocial media group, respectively.
fRUCC: United States Department of Agriculture Economic Research Service Rural-Urban Continuum; codes from 2013 were used to categorize
locations (refer to Table 1). There were no events held and included in this analysis for RUCC 6, 7, 8 and 9.
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gDue to missing answers, 1457 and 2597 participants responded to this question in the social media and nonsocial media group, respectively.

Discussion

Principal Findings
To our knowledge, this study is one of the first to investigate
the receptiveness and responsiveness of using social media as
a marketing tool for a safe firearm storage giveaway
intervention. Prior to this study, it was unknown whether or not
there would be receptiveness and responsiveness in using social
media to market these events. Much of this uncertainty stemmed
from acknowledging the controversial nature of this topic and
the need to assess whether there would be acceptance of using
this tool. Additionally, if there was acceptance, it was unclear
whether the level of acceptance would differ between rural and
urban areas.

Including the two terms of “receptiveness” and “responsiveness”
to conceptualize the aims of the study helped with conciseness,
and encapsulated the goals of health and social media research,
especially with the public-facing metrics and data available on
Facebook. As these terms are generally defined, they can be
expanded upon and used by other social media researchers when
trying to understand the acceptability and reach of health
promotion campaigns for other social media platforms as well.

We found high levels of acceptability and positive receptiveness
toward these social media posts through user comments. The
content analysis showed a higher proportion of positive than
negative comments. Facebook generated an avenue for users to
not only find out about the event but also to share the event
through easily “tagging” other Facebook users in the comment.
Individuals providing comments asking for more from these
events were specifically geared toward having the events closer
to where they reside, indicating that there is a call and need for
these events.

Promoting the events on Facebook also allowed for
conversations between users and Seattle Children’s Hospital,
the host of the events. Facebook users were able to comment
with questions about the event and either other users or the host
could respond in a more immediate manner. Findings from this
study also support the presence of certain non-host Facebook
users or “moderators,” who speak up to draw the conversations
back to the goal of the event (ie, to protect children and
households through safe firearm storage practices). Moreover,
these individuals facilitate the conversation in a direction that
deters the discussion away from topics such as the legalities of
firearm ownership.

Although there were some negative and advocacy-oriented
comments, there was an emergence of users who implicitly
function as moderators on Facebook along with ability for the
host to respond and moderate as well. Moderators have the
potential to also lift some of the burdens off the event host to
have to constantly monitor and intervene. Previous studies have
found that moderators in online communities have a substantial
contribution in keeping discussions on track by countering
negative social media perceptions [25]. This observation begins
to highlight the emerging importance of engaging positive
influencers on social media for promotion of events such as the

SFSGOE. Other studies have also highlighted the importance
of having “moderated” discussions, which have been shown to
yield better participant engagement and to promote a safer
discussion environment [26,27].

We also observed a much higher level of positive feedback than
negative feedback. There were more interactions such as clicking
and liking the post compared to hiding or unliking the post. This
high level of positive responsiveness is important because it
shows that despite the controversial subject matter, no notable
backlash toward the organization hosting the event or any
perceivable impact on their clinically oriented branding
occurred.

Over one-third of all participants across the 13 events found
out about the event through social media, indicating that this is
a useful marketing tool. Additionally, more of the younger
participants and those who identified as female found out about
these events through social media than through the other
promotion tools such as flyers, newspapers, and word of mouth.
Those who found out about the event on social media were on
average 6.4 years younger than those who found out through
other means. Contextually, this represents the users of Facebook,
in which there is a higher proportion of female users compared
to male users (74% vs 62% of US adults) and a decreasing trend
in usage with increasing age [28]. This is important when
considering the intended demographic characteristics of reach.

There was no significant difference in current firearm storage
practices between the social media group and the other group.
Participants who found out about the event on social media
expressed an even greater intention to use the giveaway event
storage device than those who found out about the event through
other means. When implementing an intervention, it is important
to use the most appropriate and efficient tools to promote it.
This study suggests that social media captures younger
individuals and a different gender distribution than means such
as flyers, newspaper ads, and posters. This finding further
supports other social media and health promotion studies that
have also found social media to be an acceptable communication
tool; however, the effectiveness varies across different
demographic groups [29,30].

Using a concurrent mixed methods approach, the integration of
the qualitative and quantitative methodology allowed for results
from both arms of the study to complement and support each
other. The social media analysis allowed for gaining an
understanding of receptiveness and responsiveness, and we were
further able to use the data from the survey to understand the
type of people that social media promotions reached and the
characteristics of that population.

However, due to the limited qualitative and quantitative data
for rural locations, we were unable to determine whether social
media would be able to improve the reach in marketing safe
firearm storage promotion events.

Limitations
In using Facebook data to understand receptiveness, there are
likely to be biases in the attitudes presented. Across social media
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platforms, including Facebook, there is a tendency for greater
positive expressions because they are generally perceived as
more appropriate than negative sentiments [31]. Similarly, we
found many more positive comments than negative comments.
Facebook users with negative perceptions toward firearm storage
may not find Facebook to be the most appropriate platform to
express that sentiment, since it is a publicly facing platform and
also amidst comments that lean more heavily toward the
positive. Additionally, there is the chance that certain comments
were deleted or reported by Facebook users by the time we were
able to retrospectively export data for this analysis. To our
knowledge, no comments were removed by Seattle Children’s
Hospital.

Due to the finite number of comments publicly available for
this exploratory content analysis, we have limited understanding
of the saturation of these codes. With the inductive thematic
saturation approach, we were able to generate seven themes;
however, future studies with greater elements of coding would
allow gaining a better understanding of the reproducibility of
use in this exploratory inductively generated codebook [22].

The social media content analysis evaluated data from 13 events,
although 15 events occurred between December 2014 and March
2018. There were two events that were not evaluated because
they were not publicly available on Facebook at the time of data
extraction. This decreased the sample size for our qualitative
analysis and also may have decreased the generalizability of
the results due to the homogeneity of the settings. Of the 13
events evaluated qualitatively, 8 were held in larger cities from
urban counties and only 1 was located in a city from a semirural
county. Additionally, through the quantitative portions of the
social media evaluation, an additional 4 events did not yield
data through SimplyMeasured, the social media analytics
software. Because of these missing data, there may have been
a loss in positive feedback data as well as negative feedback
data. Given this level of missing social media data, the findings
described in this study may only be generalizable to events held
in urban areas.

Additionally, of the 5512 records of surveys collected, there
was an 81.7% (4504/5512) completion response rate. We
defined a complete survey as one with location of the event
attended indicated and that was marked as “complete” by the
data entry program staff. There could be a systematic difference
between those who completed the survey and those who chose
not to complete any or certain fields of the survey. Moreover,
with the analyzed data, we found much higher levels of
missingness among respondents who indicated that they found
out about the events through means other than social media.
Dependent on the characteristic of interest, the proportion of
missing data ranged from 4.9% to 12.2%. An added limitation
of the results from the survey analysis is that, due to its

anonymous nature, it is possible that participants could have
attended more than one event; therefore, their characteristics
would have been counted more than once during aggregate
analysis. We did not have identifiers to disaggregate and remove
any repeated responses from the same participant.

For the purposes of this study, we used the location of the event
as a proxy to generally understand if the participants were from
rural or urban areas. However, we were unable to truly ascertain
the city or county that the participants were traveling from to
attend these events. This was because location of residence was
not asked in the survey for the earlier events, and there were
very high levels of missing data from the surveys completed in
the latter events. Obtaining information about where participants
are coming from would have better informed not only how far
the participants were traveling but also how social media
marketing may be reaching communities closer to or further
from the location of these events.

Conclusions
We found high levels of positive receptiveness and
responsiveness toward event posts promoting SFSGOE.
Specifically, these social media posts reached a greater
proportion of younger participants. Among participants who
identified as female, a greater proportion found out about these
events through social media. Due to missing data and stronger
data skew for urban area events, we were unable to draw
conclusions as to whether or not there were differences in
acceptability of such events or using social media to market
these events between rural and urban areas.

Social media allowed for multifaceted interactions from user
to user, from the user to the host, and from the user to the social
media platform. We also found the emergence of Facebook
“moderators” whose implicit role helped in supporting the goals
of the health promotion event. These interactions are unique
because social media facilitate more immediate displays of
receptiveness and responsiveness compared with more
traditional methods of health promotion, such as posters and
flyers. Our analysis showed high levels of acceptability in using
social media to market an intervention that may have more
controversial connotations. Additionally, our findings support
the idea that social media can be used as a tool for health
promotion, specifically as a tool for promoting and discussing
community-focused interventions. Future research should focus
on understanding if there is a difference in rural vs urban
acceptability for firearm storage education and promotion, and
on the greater implementation of these events to encourage safe
firearm storage practices. Additionally, further research can
expand the understanding of implementing health promotion
activities on social media platforms beyond Facebook, such as
on Twitter and Instagram.
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Abstract

Background: Multiple symptoms of suicide risk have been assessed based on visual and auditory information, including flattened
affect, reduced movement, and slowed speech. Objective quantification of such symptomatology from novel data sources can
increase the sensitivity, scalability, and timeliness of suicide risk assessment.

Objective: We aimed to examine measurements extracted from video interviews using open-source deep learning algorithms
to quantify facial, vocal, and movement behaviors in relation to suicide risk severity in recently admitted patients following a
suicide attempt.

Methods: We utilized video to quantify facial, vocal, and movement markers associated with mood, emotion, and motor
functioning from a structured clinical conversation in 20 patients admitted to a psychiatric hospital following a suicide risk attempt.
Measures were calculated using open-source deep learning algorithms for processing facial expressivity, head movement, and
vocal characteristics. Derived digital measures of flattened affect, reduced movement, and slowed speech were compared to
suicide risk with the Beck Scale for Suicide Ideation controlling for age and sex, using multiple linear regression.

Results: Suicide severity was associated with multiple visual and auditory markers, including speech prevalence (β=−0.68,

P=.02, r2=0.40), overall expressivity (β=−0.46, P=.10, r2=0.27), and head movement measured as head pitch variability (β=−1.24,

P=.006, r2=0.48) and head yaw variability (β=−0.54, P=.06, r2=0.32).

Conclusions: Digital measurements of facial affect, movement, and speech prevalence demonstrated strong effect sizes and
linear associations with the severity of suicidal ideation.

(J Med Internet Res 2021;23(6):e25199)   doi:10.2196/25199

KEYWORDS

digital phenotyping; digital biomarkers; digital health; depression; suicidal ideation; digital markers; digital; facial; suicide;
suicide risk; visual; auditory
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Introduction

Timely, efficient, sensitive, and noninvasive measurement
approaches are required to improve suicide risk assessment [1].
One promising avenue is the use of remote digital monitoring
methodologies that utilize smart devices, such as phones and
wearables, in conjunction with deep learning algorithms to infer
behavioral and physiological states associated with suicide risk
[2,3].

While suicide risk is often comorbid with other mental disorders,
in particular, major depressive disorder (MDD) and
schizophrenia, suicidal behavior is increasingly recognized as
unique in presentation and risk profile [4-7]. Based on prior
knowledge, visual and auditory data sources represent a
compelling direction in the objective measurement of behavior
associated with suicide risk. Emil Kraepelin first observed that
suicide risk was associated with melancholic states characterized
by slowed speech, where patients appeared to “become mute
in the middle of a sentence,” and further observed how “the
facial expression and the general attitude are sleepy and languid,
the speech is low…” [8]. More contemporarily, reduced facial
expressivity and movement measured using standardized coding
schemes based on videos of patient interviews differentiated
depressed patients with and without suicide risk [9], and altered
vocal characteristics have been observed in acutely suicidal
patients [5].

A number of visual and auditory characteristics can be directly
quantified, including gross motor activity [10], head movement
variability [11-13], facial activity [14], and properties of speech
[15]. The automated measurement of these clinical features
introduces the possibility of objective digital assessment of
visual and auditory markers of suicide risk. Given that audio
and video data sources can be captured remotely, this further
introduces the possibility of greatly scaling the reach and
frequency of assessment. Increased scale and objectivity can
facilitate increased accuracy and accessibility of clinical risk
and treatment response assessment.

Visual and auditory biomarkers were selected based on a
mechanistic theory that reduced serotonin, a key risk factor for
suicidal behavior and a primary biological target for treatment
of MDD, will affect behavioral characteristics, including an
individual’s speech, head movement, and facial activity.
Serotonergic tone is known to mechanistically impact motor
functioning directly and via interactions with dopamine and
norepinephrine signaling [16-18]. Depleted serotonin has been
observed in the postmortem brains of individuals with MDD
[19] and those who have committed suicide [20]. Furthermore,
direct pharmacological manipulation of serotonin using selective
serotonin reuptake inhibitors (SSRIs) increases suicide risk
[21,22].

While novel measurements are promising, validation is required
before such metrics can be interpreted clinically. Key steps for
validation include comparison to traditional clinical measures,
both cross-sectionally and as they change alongside treatment
and disease course [23]. Such measures should strive to be easy
to collect, should have increased sensitivity to facilitate frequent
and accurate assessment, and should be validated in relationship

to narrower biological phenotypes and treatment targets than
traditional endpoints offer. This will lead to improved dynamic
treatment research and clinical decision making based on
modulation of underlying neurobiological deficits [24,25].

In this study, we examined measurements extracted from video
interviews using open-source deep learning algorithms to
quantify facial, vocal, and movement behaviors in relation to
suicide risk severity in patients interviewed soon after admission
to a psychiatric hospital following a suicide attempt.

Methods

Study Participants
Participants were recruited from the Psychiatric University
Hospital, Zurich, Switzerland, as part of the “SIMON–Suicide
Ideation MONitoring” study. The SIMON study has been funded
by the Digital Lives initiative of the Swiss National Science
Foundation (SNSF) and was approved by the ethics committee
of the Faculty of Philosophy, University of Zurich (approval
number: 19.2.1). The study aims to develop a digital protocol
to monitor and predict suicidal ideation and hospital readmission
in high-risk psychiatric patients. Digital markers of
psychopathology are set to be derived from smartphone-based
experience sampling, mobile passive sensing, and video
recordings of patient free speech.

Patients were included in the study if they met the following
criteria: (1) admission to the hospital after a suicide attempt or
in the context of suicidal ideation, and suicidal ideation was
identified in the first diagnostic intake interview, (2) sufficient
knowledge of the German language, (3) being a smartphone
user, and (4) discharge from the clinic after identification of
suicidal ideation, with established outpatient care contact with
a physician or psychologist. Patients were excluded if they met
the following criteria: (1) planning to leave the greater Zurich
area within the study period, (2) sharing a smartphone with
another person, and (3) being active military personnel.
Researchers kept track of all patients admitted to the hospital
and contacted the treating psychologist or physician in case of
eligibility. Patients who met the inclusion criteria and for whom
an approval from the psychologist or physician was granted
were informed about the study. If patients agreed to participate
in the study, they were invited for a baseline assessment
appointment that entailed the following: (1) detailed information
about the study, (2) collection of informed consent signed by
the patient, (3) assessment of current mental disorders with the
Mini International Neuropsychiatric Interview (MINI; version
6), (4) a short videotaped semistructured qualitative interview
(for which additional informed consent signed by the patient
was obtained) upon agreement, (5) electronic/pen and paper
questionnaires evaluating relevant psychological variables, and
(6) smartphone app installation. Participants were reimbursed
with up to CHF 120 (US $127).

At the time of the video assessment, all patients had an inpatient
status at the Psychiatric University Hospital Zurich. We recruited
patients admitted to the psychiatric hospital to ensure an
appropriate reach and a sufficient sample size of the high-risk
psychiatric patient group. For practical reasons and because of
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the format of the semistructured interviews (ie, questions asked
by the researcher and video recordings with a tablet), we
obtained video recordings during the baseline interview, when
patients were still inpatients. However, the remaining parts of
the study (ie, remote patient monitoring using smartphones)
commenced after patients were discharged from the hospital.
In that way, we assessed patient well-being and behavior in an
ecologically valid manner outside the hospital. However, this
study only focused on the video recordings from the time
patients were inpatients.

Participants were recruited for the study on a rolling basis. At
the time of the analysis, 30 patients agreed to participate in the
videotaped interview, of whom 20 completed the necessary
baseline questionnaires. Ultimately, the analysis was conducted
on a sample of 20 patients.

Clinical Assessment of Suicidality
Assessment of suicide risk was completed at baseline. The Beck
Scale for Suicide Ideation (BSS) questionnaire (German
validated version) [26] was administered to evaluate patients’
current intensity of attitudes, plans, and behaviors to commit
suicide. Patients’ history of nonsuicidal self-injury and suicide
attempts was assessed using the following two self-report items
from the Self-Injurious Thoughts and Behaviors Interview
(SITBI): (1) “In your life, have you purposefully hurt yourself
without wanting to die?” and (2) “How many times in your
lifetime have you made an attempt to kill yourself during which
you had at least some intent to die?” [27,28].

Collection of Video and Audio Data
At baseline, patients were given the choice of additionally
participating in a video-recorded interview. Upon agreement,
patients signed an informed consent form specific to this part
of the study. A short videotaped semistructured qualitative
interview was performed. A laptop was placed on the table in
front of the patient, and 1-minute video and audio samples were
recorded. During the qualitative video interview, participants
answered introductory questions assessing their current state,
as well as questions about experiences with different valences
(ie, neutral, positive, and negative) and temporal dimensions
(ie, past, present, and future). Overall, the following six video
and audio samples, each at 1 minute, were recorded per
participant: introduction (neutral present), neutral, positive past,
positive future, negative past, and negative future. Multimedia
Appendix 1 displays exemplary questions asked for each
category. The conversation for each category starts with the
central question (first in order) asked by the researcher, followed
by additional questions to keep the participant involved and
talking during the 1-minute recordings.

Machine Learning Computer Vision and Voice
Analysis
All analyses were conducted in a Python environment using
open-source tools. No novel machine learning models were
trained for the purposes of this study, rather existing tools for
the measurement of facial expressivity [29], vocal acoustics
[30], and patterns of movement [31] were utilized. The code
used to calculate the biomarkers has been compiled into its own
open-source package, which allows for other researchers to

replicate the methods used in this manuscript [32]. The videos
were segmented to only include the participants’ responses to
the questionnaires, with behaviors during free speech cropped
out and then concatenated for analysis of digital markers.

Facial Activity Analysis
Initially, all videos were segmented into frames, resulting in a
minimum of 33 image frames per second. Thereafter, OpenCV,
an open-source computer vision software package [33], was
used to segment each image into three matrices consisting of
red, blue, and green spectrum pixels. Subsequently, each frame
was analyzed using OpenFace [29], an open source software
package that has demonstrated validity next to expert human
ratings of Facial Action Coding Scheme (FACS) [34], a
standardized methodology to measure facial movements that
reflect activity in the underlying human facial musculature
utilized in the production of basic emotions. Specifically, for
each frame, OpenFace outputs (1) a binary value indicating the
presence of an action unit and (2) a continuous value indicating
the intensity with which the action unit is being expressed.
Action unit intensities were used to derive measures of
individual emotional expressivity (ie, happiness expressivity,
sadness expressivity, fear expressivity, anger expressivity,
surprise expressivity, and disgust expressivity). Action unit
intensities were also used to calculate overall expressivity
regardless of emotion.

Movement Analysis
The angle of the head’s pitch (up and down movement) and
yaw (side to side movement) was acquired for each video frame
using OpenFace. The standard deviations of the frame-wise
pitch and yaw measurements were used as indicators of head
movement (ie, head pitch variability and head yaw variability).

Voice Analysis
Recordings were segmented into speech and nonspeech parts
using Parselmouth, an open-source software package utilized
for vocal analysis [30]. The percentage of the audio file where
speech was recorded as opposed to no speech (ie, speech
prevalence) was calculated to represent how much the
participant was talking given the length of the recording.

Data Analysis
Initially, BSS scores were regressed on all movement, facial,
and audio markers controlling for age and sex using separate
multiple linear regressions. Facial activity, movement, and voice
are all behavioral characteristics that are influenced by both age
and sex. Hence, it was important to conduct a multiple linear
regression controlling for age and sex in order to remove the
influence of those factors on the final comparisons between
digital measures and BSS scores. In addition to significance
testing, unique variance accounted for in BSS scores by the
digital measures was assessed using Cohen d [35]. Following
analysis of overall expressivity, the BSS was regressed on
expressivity of each emotion correcting for multiple comparisons
using false discovery rate adjustment to reduce P-value inflation
due to chance.
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Results

Suicide Severity
Suicidal ideation severity on the BSS across subjects was, on
average, above the clinical cutoff of 9, indicating severe suicide
risk (µ=10.9, σ=10.2, range 0-31) and an average count of three
past suicide attempts (σ=6.9, range 0-30).

Facial Activity
Controlling for age and sex, overall expressivity demonstrated
a significant negative linear association with BSS scores,
indicating that decreased facial activity is associated with greater

suicide risk (β=−0.46, P=.01, r2=0.27). This indicates that facial

activity decreases as suicide severity increases, with the
strongest evidence in the context of facial expressions without
emotional expressions.

To better understand if particular emotions contributed to the
observation of composite expressivity, we regressed BSS scores
with individual emotional expressivity, sex, and age. P values
were adjusted using false discovery rate adjustment. Post-hoc
analyses demonstrated significance using Benjamini-Hochberg
adjusted P values for sadness expressivity (β=−0.68, P=.01,

r2=.43), surprise expressivity (β=−0.74, P=.002, r2=0.53), and

disgust expressivity (β=−0.64, P=.04, r2=0.35), but not for fear,
anger, and happiness expressivity (Table 1).

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25199 | p.383https://www.jmir.org/2021/6/e25199
(page number not for citation purposes)

Galatzer-Levy et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Results from multiple linear regression between Beck Scale for Suicide Ideation questionnaire scores and digital measurements of facial
expressivity, vocal behavior, and head movement, controlling for age and sex.

P valueAdjusted R2R2F (df)P valuet (df)Standard errorCoefficientPredictor

.46−0.0170.1530.9013 (1)Regression 1

.600.531 (18)0.3800.2020Constant

.46−0.762 (18)0.322−0.2456Anger expressivity

.350.960 (18)0.0070.0068Age

.510.680 (18)0.1720.1167Sex

.080.2200.3502.6930 (1)Regression 2

.620.506 (18)0.2400.1213Constant

.04−2.305 (18)0.278−0.6401Disgust expressivity

.071.980 (18)0.0060.0120Age

.350.972 (18)0.1460.1422Sex

.400.0070.1731.0430 (1)Regression 3

.500.692 (18)0.3800.2628Constant

.34−0.978 (18)0.328−0.3210Fear expressivity

.410.842 (18)0.0070.0060Age

.540.620 (18)0.1700.1056Sex

.58−0.0560.1200.6834 (1)Regression 4

.990.018 (18)0.2920.0051Constant

.93−0.089 (18)0.255−0.0228Happiness expressivity

.251.194 (18)0.0070.0083Age

.410.852 (18)0.1780.1517Sex

.040.3110.4263.7140 (1)Regression 5

.121.629 (18)0.2700.4394Constant

.01−2.830 (18)0.240−0.6785Sadness expressivity

.161.480 (18)0.0060.0082Age

.82−0.228 (18)0.1520.0345Sex

.0080.4400.5335.7130 (1)Regression 6

.83−0.223 (18)0.198−0.0441Constant

.002−3.645 (18)0.204−0.7437Surprise expressivity

.022.734 (18)0.0050.0143Age

.081.912 (18)0.1270.2421Sex

.190.1200.2671.8200 (1)Regression 7

.350.961 (18)0.3000.2881Constant

.10−1.734 (18)0.264−0.4585Overall expressivity

.420.833 (18)0.0060.0054Age

.241.234 (18)0.1580.1947Sex

.0460.2850.4043.3890 (1)Regression 8

.221.285 (18)0.2560.3291Constant

.02−2.674 (18)0.255−0.6808Speech prevalence

.340.991 (18)0.0060.0057Age

.0472.170 (18)0.1580.3429Sex

.020.3710.4764.5330 (1)Regression 9
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P valueAdjusted R2R2F (df)P valuet (df)Standard errorCoefficientPredictor

.111.689 (18)0.2480.4192Constant

.006−3.189 (18)0.391−1.2465Head pitch variability

.042.294 (18)0.0050.0124Age

.81−0.239 (18)0.143−0.0342Sex

.120.1810.3170.1170 (1)Regression 10

.690.411 (18)0.2450.1006Constant

.06−2.081 (18)0.260−0.5408Head yaw variability

.071.979 (18)0.0060.0125Age

.271.146 (18)0.1500.1723Sex

Voice Analysis
Controlling for age and sex, speech prevalence demonstrated a
significant negative linear association with BSS scores,
indicating that suicide severity scores increased as speech

decreased (β=−0.68; P=.02, r2=0.40; Table 1).

Movement Analysis
Controlling for age and sex, both head pitch variability and
head yaw variability demonstrated significant negative linear
relationships with suicide severity (βpitch=−1.24, P=.006,

r2=0.48; βyaw=−0.54, P=.055, r2=0.32), indicating that lower
levels of head movement were associated with greater suicide
severity scores (Table 1).

Discussion

We examined visual and auditory measures of facial activity,
head movement, and speech production, which were all
calculated using deep learning algorithms applied to open-ended
clinical interviews with psychiatric patients following a suicide
attempt. The goal of this work was to determine if key indicators
of suicide severity could be measured in an objective and
automated manner using video data captured during clinical
interviews that provided structured questions, but were otherwise
kept deliberately open to mimic psychiatric interviewing in
routine care. Achieving this goal provides a proof of concept
that suicide risk can be assessed through analysis of unstructured
video interview data in conjunction with deep learning
algorithms designed to measure clinical/behavioral
characteristics.

Objective measurements of visual and auditory markers of
suicidality calculated from videos of patient behavior can be
useful in the context of psychiatric care and clinical research,
in particular, if the measurements can be acquired without
specialized hardware using video or audio from regular
patient-clinician interactions, as has been demonstrated in this
study. Such tools have applications in clinical practice as they
can allow for remote measurement of symptomatology. For
example, virtual clinic visits through video calls can involve
digital measurements to assess mental health if such
measurements are integrated into the technology utilized.
Existing smartphone-based platforms allow for the collection
of video and audio data and subsequent calculation of digital

measures, and can be applied in out-patient settings to remotely
acquire these measurements without adding further burden on
the clinical staff [36-38]. Of course, such technologies face a
great deal of challenges before they can be deployed in patient
care, starting with further validation of methodologies, passage
through regulatory review as dependable clinical measures, and
adoption by health care professionals into their day-to-day
clinical workflows [39]. Ultimately, methods that can provide
remote, objective, and passive measurement of clinical
functioning can greatly increase the reach of treatment
development, dissemination, and personalization [25,40].

Finally, the studied markers were selected based on a
mechanistic theory that reduced serotonin in the brain, a key
risk factor for suicidal behavior, will manifest in behavioral
characteristics, including those involving a patient’s speech,
head movement, and facial activity. These primary hypotheses
were confirmed. Overall facial expressivity, speech activity,
and head movement during spontaneous behavior, which are
all downstream effects of motor slowing, were correlated with
BSS scores. This work provides a proof of concept that proxy
markers of underlying neurobiological functioning can be used
to measure clinical risk. Demonstrating this indicates that there
is potential to remotely measure more specific neurobiological
phenotypes to determine risk or examine the response to
treatment. For example, owing to suicide risk associated with
SSRIs, there is a need for close clinical monitoring during the
initiation of treatment. Similarly, such models may be useful
to determine who would benefit from treatments that affect
serotonergic tone. Ultimately, by measuring a more specific
biologically based phenotype, there is greatly increased
opportunity to improve sensitivity of measurement and
specificity of treatment [24].

The work has key limitations. First, this work represents a proof
of concept. The indicated markers for risk assessment or
measurement of clinical severity should only be used in an
exploratory manner until such markers can be validated in larger
and more diverse clinical populations and settings. We need to
directly determine the amount of video data needed and the
clinically meaningful cutoffs to determine clinical functioning.
It is likely that like traditional suicide risk assessment, multiple
characteristics together are needed to determine risk or severity.
Multiple digital measures can be combined to produce a more
robust metric, but like traditional scale development, this
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requires larger samples from diverse populations. Importantly,
the current work uses open-source software, and additionally,
we have published our software methods. As such, there is no
access barrier for researchers to implement identical methods
to test and extend the current approach. An open-source
approach lends itself to rapid replication, extension, and
implementation.

Ultimately, this proof-of-concept study demonstrates that
theoretically grounded visual and auditory digital measurements
are valid as markers of suicide severity. This effort provided a
digital approach akin to traditional clinical assessment whereby
a skilled clinician listens to a patient and applies internal
working models developed through years of experience to assess
clinical functioning.
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Multimedia Appendix 1
Exemplary questions for the six categories of the videotaped semistructured qualitative interview.
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Abstract

Background: Perinatal mental health symptoms commonly remain underdiagnosed and undertreated in maternity care settings
in the United Kingdom, with outbreaks of disease, like the COVID-19 pandemic, further disrupting access to adequate mental
health support. Digital technologies may offer an innovative way to support the mental health needs of women and their families
throughout the perinatal period, as well as assist midwives in the recognition of perinatal mental health concerns. However, little
is known about the acceptability and perceived benefits and barriers to using such technologies.

Objective: The aim of this study was to conduct a mixed methods evaluation of the current state of perinatal mental health care
provision in the United Kingdom, as well as users’ (women and partners) and midwives’ interest in using a digital mental health
assessment throughout the perinatal period.

Methods: Women, partners, and midwives were recruited to participate in the study, which entailed completing an online survey.
Quantitative data were explored using descriptive statistics. Open-ended response data were first investigated using thematic
analysis. Resultant themes were then mapped onto the components of the Capability, Opportunity, and Motivation Behavior
model and summarized using descriptive statistics.

Results: A total of 829 women, 103 partners, and 90 midwives participated in the study. The provision of adequate perinatal
mental health care support was limited, with experiences varying significantly across respondents. There was a strong interest in
using a digital mental health assessment to screen, diagnose, and triage perinatal mental health concerns, particularly among
women and midwives. The majority of respondents (n=781, 76.42%) expressed that they would feel comfortable or very comfortable
using or recommending a digital mental health assessment. The majority of women and partners showed a preference for in-person
consultations (n=417, 44.74%), followed by a blended care approach (ie, both in-person and online consultations) (n=362, 38.84%),
with fewer participants preferring online-only consultations (n=120, 12.88%). Identified benefits and barriers mainly related to
physical opportunity (eg, accessibility), psychological capability (eg, cognitive skills), and automatic motivation (eg, emotions).

Conclusions: This study provides proof-of-concept support for the development and implementation of a digital mental health
assessment to inform clinical decision making in the assessment of perinatal mental health concerns in the United Kingdom.

(J Med Internet Res 2021;23(6):e27132)   doi:10.2196/27132
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Introduction

The perinatal period, comprising pregnancy along with one year
after giving birth, represents one of the most complex and
challenging times in a woman’s life, with perinatal mental health
disorders affecting around 15%-20% of women in the general
population [1] and up to 40% of women in intensive perinatal
care units [2]. Common psychiatric complications during the
perinatal period include depression and anxiety [3]. Other less
common conditions include new onset or recurring bipolar
disorder, schizophrenia, and other psychotic illnesses, with most
psychotic episodes occurring within the first 2 postnatal weeks
[4]. Mental health concerns during the perinatal period do not
only affect women but can also affect their partners, with
approximately 5%-10% of fathers experiencing depression [5]
and 5%-15% experiencing anxiety [6].

Despite these figures, perinatal mental health concerns
commonly remain underdiagnosed and undertreated in maternity
care settings in the United Kingdom [7]. This is likely due to a
variety of reasons, including stigma and discomfort about
discussing one’s own mental health, as well as a fear of
consequences of disclosure [8]. Other challenges relate to a lack
of mental health training and formal education, particularly
among midwives, time constraints, a pressure to prioritize
physical over mental health [9], and a lack of knowledge
regarding available referral pathways [10].

The current long-term costs of unidentified perinatal mental
health concerns to society are estimated at around £8.1 billion
(US $10.1 billion) for each 1-year cohort of births in the United
Kingdom, of which 72% relate to adverse impacts on the child
[7]. Critically, it is estimated that this figure will be
astronomically higher due to the ongoing COVID-19 pandemic.
Indeed, preliminary research on COVID-19 has indicated a
significant increase in psychological distress for expectant
mothers [11], with strict lockdown measures disrupting routine
clinical appointments and access to mental health services,
leaving many at an increased risk of poor mental health [12].
These measures have also led to increased financial difficulties,
higher rates of domestic violence, as well as impaired support
from family and friends, all of which have been identified as
risk factors for perinatal mental health difficulties [13].

In light of the recently published recommendations by the Royal
College of Obstetricians and Gynaecologists [13] on the use of
remote means to provide support to women throughout the
perinatal period, digital technologies may offer an innovative
way to support the mental health needs of women and their
families throughout and beyond these trying times. Notably,
digital technologies have the potential to support midwives in
the recognition of perinatal mental health concerns and patients’
treatment needs. Further, research has demonstrated that
individuals are more likely to report severe symptoms on
technology platforms than to a health care professional (HCP)
[14], and patients value the independence and empowerment

that can be obtained via the use of a digital platform [15].
However, little is known about the acceptability and perceived
benefits and barriers to using digital technologies in perinatal
mental health care, particularly among women and partners at
different stages of parenthood, as well as midwives.

The present mixed methods study aimed to examine the current
state of perinatal mental health care provision in the United
Kingdom, as well as in the context of the evolving pandemic,
relative to the recommendations put forward by the National
Institute for Health and Care Excellence (NICE) [1]. Further,
we explored users’ (women and partners) and midwives’
attitudes toward using a digital mental health assessment to
screen, diagnose, and triage perinatal mental health concerns.
To this end, we analyzed participants’ attitudes in light of the
Capability, Opportunity, and Motivation Behavior (COM-B)
model, a theory of behavior that poses behavior as a result of
the interaction between distinct behavioral components, namely
capability, opportunity, and motivation [16]. The COM-B model
has been commonly employed to design health care
interventions and understand complex behaviors that result from
the interplay between different stakeholders (eg, patients, carers,
and health care providers) [17-19]. In our study, the model acts
as a theoretical framework, informing future strategies that can
address the barriers and facilitators to the uptake of a digital
mental health assessment.

The ultimate goal of this research was to provide
proof-of-concept support for the development and
implementation of a digital mental health assessment tool to
inform clinical decision making regarding the diagnosis and
treatment of perinatal mental health concerns in the United
Kingdom.

Methods

Participants
Participants were recruited between April and August 2020 via
email, posts on the Facebook and Twitter pages of the
Cambridge Centre for Neuropsychiatric Research, and paid
Facebook advertisements. All participants provided informed
consent electronically to participate in the study, which was
approved by the University of Cambridge Human Biology
Research Ethics Committee (approval number PRE.2020.041).
Inclusion criteria for the study were: (1) ≥18 years, (2) UK
residence, and (3) fluency in English. Midwives were also
required to be currently practicing in the United Kingdom, while
women and partners were required to fall into one of the
following subgroups: (1) currently planning or trying to
conceive, (2) currently pregnant or partner of someone who is
currently pregnant, or (3) given birth within the last 2 years or
partner of someone who has given birth within the last 2 years.
There were no other inclusion criteria.

The women and partners were invited to enter their email for
the chance to win a £50 (US $67) Highstreet voucher, while
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midwives were provided with a £15 (US $20) Highstreet
voucher for their time. Of the partners who participated in the
study, 65.05% (n=67) were recruited via participating women,
while midwives were recruited separately, meaning that they
were not necessarily involved in the care of the participating
women.

Materials and Procedure
Three anonymous online surveys were created using Qualtrics
in order to explore the current state of perinatal mental health
provision in the United Kingdom, as well as attitudes toward
using a digital mental health assessment to screen, diagnose,
and triage perinatal mental health concerns. All questions were
developed in consultation with the senior author (SB), a
practicing psychiatrist. The surveys were adaptive in nature,
such that only relevant questions were asked based on previous
responses.

The women and partner surveys comprised two separate surveys
that could be completed in 10-15 minutes and included five
sections: (1) sociodemographic information, (2) perinatal health
information, (3) mental health care provision, (4) mental health
symptoms, (5) interest in a digital mental health assessment,
and (6) perceived benefits and barriers to using a digital mental
health assessment. The women’s survey also included an
additional section on COVID-19 and mental health (only data
from women who reported being pregnant when completing
the survey or who had given birth within the last 3 months and
had been in contact with a midwife since the United Kingdom
entered its first lockdown [end of March to beginning of July
2020] were collected). The questions were assessed for
relevance, appropriateness, and length by 2 women and 2
partners. Table S1 in Multimedia Appendix 1 provides the
questions included in the surveys.

The midwives’ survey could be completed in 20-30 minutes
and comprised five sections: (1) sociodemographic information,
(2) mental health provision, (3) partners’ mental health care
provision, (4) COVID-19 and perinatal mental health care
provision, (5) interest in a digital mental health assessment, and
(6) perceived benefits and barriers to using a digital mental
health assessment. The questions were assessed for relevance,
appropriateness, and length by a practicing midwife and a
practicing specialist perinatal psychiatrist. Table S1 in
Multimedia Appendix 2 provides the questions included in the
survey.

Data Analytic Strategy
The processing and analysis of quantitative data (ie, frequencies
and percentages) was conducted in R, version 4.0.2 (R
Foundation for Statistical Computing) [20]. Figures were created
using the R packages ggplot2 and likert, versions 3.3.2 and
1.3.5, respectively, as well as Excel, version 16.43 (Microsoft
Corp). These data included sociodemographic information,
perinatal health characteristics, mental health provision, mental
health symptoms, mental health and COVID-19, as well as
attitudes toward the use of a digital mental health assessment
throughout the perinatal period.

Qualitative data were analyzed following the recommended six
stages of thematic analysis [21]. These data comprised

open-ended responses regarding the perceived benefits and
barriers to using a digital mental health assessment throughout
the perinatal period. The first author (NAM-K) became familiar
with the data by reading and rereading the open-ended responses
and noting down ideas. Initial codes were then generated,
allocated, and incorporated into a coding scheme, encompassing
brief descriptions for each code. The second author (BS)
performed a blinded allocation of codes to each of the
open-ended responses using the coding scheme. Following this,
any inconsistencies were discussed until a consensus was
reached. The codes were then condensed into broad themes,
with the first and second authors generating themes separately.
These were then discussed until a consensus was reached.

The COM-B [16] was then used to condense themes further
into the model’s framework and components, namely: Capacity
(components: physical and psychological capacity), Opportunity
(components: physical and social opportunity), and Motivation
(components: automatic and reflective motivation). The COM-B
model proposes that individuals need capability (C), opportunity
(O) and motivation (M) to engage in a particular behavior (B).
In the model, capability is defined as an individual’s ability to
physically and psychologically perform a behavior of interest,
opportunity indicates the external factors that can affect
engagement in said behavior, and motivation refers to a
construct comprising automatic and reflective drives. This model
has been commonly used to design interventions and understand
behaviors in clinical and public health contexts (eg, [22-26]).
To map themes onto the COM-B model, both the first and
second authors allocated a COM-B component to each of the
established themes under blinded conditions. Once again, any
inconsistencies were discussed until a consensus was reached.
Frequencies were calculated per group status (ie, women,
partners, midwives), with between-group comparisons assessed
using the Fisher exact test. Post hoc pairwise comparisons (ie,
women vs partners, women vs midwives, and partners vs
midwives) were conducted using the Fisher exact test where
appropriate.

Results

Sociodemographic Characteristics
A total of 829 women (planning or trying to conceive: n=76;
currently pregnant: n=259; had given birth within the last 2
years: n=494), 103 partners (planning or trying to conceive:
n=11; partner of someone who is currently pregnant: n=38;
partner of someone who has given birth within the last 2 years:
n=54), and 90 midwives participated in the study.

Women’s and partners’ sociodemographic information can be
found in Table S1A (Multimedia Appendix 1). The average
ages of the women and partners were 31.78 (SD 4.63) years and
34.87 (SD 6.38) years, respectively, with the majority of
respondents being White. Over 80% (n=687) of women and
approximately 75% (n=77) of partners had at least an
undergraduate degree, and the majority of respondents were
married or in a civil partnership. Across the women and partner
groups, around 71% (n=659) owned their home and
approximately 78% (n=724) had a household income of at least
£35,001 (US $46,950) before tax.
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Midwives’sociodemographic information can be found in Table
S1A (Multimedia Appendix 2). The average age of the midwives
was 39.90 (SD 9.67) years, with the majority being female and
having an undergraduate degree. The average number of years
of practice was 10.36 (SD 7.19) years.

Perinatal Health Characteristics
Perinatal health characteristics for women and partners can be
found in Figure 1 and Table S1B (Multimedia Appendix 1).
Over half of the respondents had given birth or had a partner
who had given birth within the last 2 years (Figure 1A). For the
majority of respondents, this was or would be their first child
(Figure 1B) and conception had occurred within 1 year (Figure

1C). The vast majority of respondents’ pregnancy or partner’s
pregnancy was solely monitored by the National Health Service
(NHS) (Figure 1D), and the majority of respondents had not
received any fertility treatment (Figure 1E). A small percentage
of women (n=49, 6.93%) and partners (n=14, 16.09%) expressed
having had to terminate the pregnancy (eg, abortion, ectopic
pregnancy, other medical intervention). Just under a quarter of
respondents had a miscarriage (n=157, 22.21%) or had a partner
who had a miscarriage (n=16, 18.39%), while around half of
the respondents had experienced a difficult birth (n=262,
53.04%) or had a partner who had experienced a difficult birth
(n=26, 48.15%).

Figure 1. Perinatal health characteristics of women and partners, including pregnancy status (A), pregnancy number (B), time to conception (C), care
provider(s) (D), and fertility treatment (E). a: Includes those in contact with the health care system (women: n=785; partners: n=93); b: Includes those
who have started trying to conceive and planned pregnancies (women: n=707; partners: n=87). NHS: National Health Service.

Mental Health Care Provision
Women’s and partners’ reported experiences with mental health
care provision throughout the perinatal period can be found in
Figure 2 and Table S1C (Multimedia Appendix 1). Over
two-thirds of women (n=576, 73.38%) and 16.13% (n=15) of
partners had received information on mental health during
antenatal or postnatal appointments, with information typically
provided in the form of face-to-face discussions and leaflets.
The majority of women were asked about their mood or mental

health at least once throughout their pregnancy or after giving
birth, while the opposite was the case for partners (Figure 2A
and B). Just over a quarter of women were offered mental health
support or advice following a miscarriage and/or termination
(Figure 2C), while 22.14% (n=58) received mental health
support or advice after a difficult birth (Figure 2D). Only 1
partner (6.25%) was offered mental health support or advice
following their partner’s miscarriage or termination, and none
were offered any mental health support or advice after their
partner’s difficult birth (Figure 2C and D).
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Figure 2. Perinatal mental health provision for women and partners, including being asked about their mental health during pregnancy (A) and after
giving birth (B), as well as being offered mental health support following a miscarriage or termination (C) and after a difficult birth (D). a: Includes
those who are pregnant or have given birth (women: n=753; partners: n=92); b: Includes those who have given birth (women: n=494; partners: n=54);
c: Includes those who answered “yes” to the termination or miscarriage question (women: n=159; partners: n=16); d: Includes those who answered
“yes” to birth complications question (women: n=262; partners: n=26). NA: not applicable.

A summary of midwives’experiences providing perinatal mental
health care can be found in Figure 3 and Table S1B and S1C
(Multimedia Appendix 2). One-third of midwives (n=30,
33.33%) reported always providing women with information
on mental health during antenatal or postnatal appointments,
with information typically provided during face-to-face
appointments and via leaflets (Table S1B, Multimedia Appendix
2). Approximately 50% (n=42) of midwives reported always
asking patients about their current mental health symptoms
throughout the antenatal period, while almost two-thirds (n=57)
expressed always asking patients about their current mental
health symptoms throughout the postnatal period (Figure 3A).
These figures were lower when inquiring about past symptoms
and a family history of mental health, throughout both the

antenatal and postnatal periods (Figure 3A). The vast majority
of midwives (n=55, 61.11%) used nonstandardized questions
to assess patients’ mental health symptoms, while just under
one-third (n=28, 31.11%) used the Whooley Questions, and
fewer used tools such as the Patient Health Questionnaire-9
(PHQ-9) [27] (n=9, 10.00%) and the 7-item Generalized Anxiety
Disorder questionnaire (GAD-7) [28] (n=15, 16.67%) (Figure
3B). The most common mental health conditions encountered
were depression, anxiety, and trauma or posttraumatic stress
disorder (PTSD) (Figure 3C). The majority of midwives (n=86,
95.56%) reported being able to directly refer a patient to a
mental health specialist, with just over a half (n=52, 57.78%)
being aware of the length of the referral process (Figure 3D and
E).
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Figure 3. Midwives’ provision of perinatal mental health care, including mental health care provision provided to women split by appointment type
(ie, antenatal and postnatal) and symptom type (ie, current, past, and family history) (A), typical mental health screening tools used (B), typical mental
health symptoms or conditions encountered throughout their career (C), referral process (ie, whether patients can be directly referred to a mental health
specialist or whether they have to see their general practitioner first (GP) (D), and awareness of the referral process (E). a: Percentages add to more than
100% as midwives could select multiple options. GAD-7: Generalized Anxiety Disorder-7, PHQ: Patient Health Questionnaire, EPDS: Edinburgh
Postnatal Depression Scale, PTSD: posttraumatic stress disorder, NA: not applicable.

Approximately 7% (n=6) of midwives reported always providing
partners with information on mental health (Table S1C,
Multimedia Appendix 2). When provided, mental health
information was typically made available during face-to-face
appointments (n=56, 87.50%) (Table S1C, Multimedia Appendix
2). Similar to the women, the most common mental health
conditions seen in partners were depression, anxiety, and trauma
or PTSD (Figure 3C).

Mental Health Symptoms and Diagnosis
A summary of the women’s and partners’ mental health
symptoms and diagnoses throughout the perinatal period can
be found in Figure 4 and Table S1D (Multimedia Appendix 1).
Almost two-thirds of women (n=469, 62.28%) and one-third
of partners (n=30, 32.61%) reported having experienced mental
health symptoms during the pregnancy and/or after delivery
(Figure 4A), with approximately 13.86% (n=65) of women and
around 3.33% (n=1) of partners being diagnosed with a mental
health condition by a health care professional (eg, general
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practitioner or psychiatrist) during the perinatal period (Figure
4B). The most common diagnoses were depression and anxiety
(Table S1D, Multimedia Appendix 1). Over one half of women
(n=36, 55.38%) reported having had the condition before they
became pregnant, while 26.15% (n=17) developed the condition

within 1 year after giving birth (Figure 4C). The vast majority
of respondents had referred themselves to a mental health
specialist, while approximately 14% of women were referred
to a mental health professional by a midwife or HCP involved
in their antenatal or postnatal care (Figure 4D).

Figure 4. Mental health symptoms and diagnoses for women and partners, including whether they had experienced mental health symptoms during or
after the pregnancy (A), whether they had been diagnosed with a mental health condition during or after the pregnancy (B), the time of onset of the
mental health condition (C), and information regarding the referral process (D). a: Includes those who are pregnant or have given birth (women: n=753;
partners: n=92); b: Includes those who answered “yes” to experiencing mental health symptoms during or after pregnancy (women: n=469; partners:
n=30); c: Includes those who were diagnosed with a mental health condition (women: n=65; partners: n=1). NA: not applicable.

COVID-19 and Mental Health
A summary of the effects of COVID-19 on women’s mental
health can be found in Figure 5 and Table S1E (Multimedia
Appendix 1). Almost two-thirds of women (n=293, 64.40%)
reported poorer mental health symptoms following the

COVID-19 outbreak (Figure 5A). Approximately 21% of
women (n=93) were specifically asked about the effects of the
evolving pandemic on their mental health (Figure 5B), while
nearly 27% (n=120) discussed their mental health remotely (ie,
via telephone or video consultation) with a midwife or HCP
involved in their antenatal or postnatal care (Figure 5C).
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Figure 5. The effects of COVID-19 on women’s mental health and midwives’ mental health care provision, including the extent to which women had
experienced poorer mental health since the outbreak (A), whether they had been asked about the effects of the pandemic on their mental health (B), and
whether remote means (ie, telephone or video consultations) had been used to discuss their mental health throughout the pandemic (C). Regarding
midwives’ mental health care provision, this included the extent to which midwives had seen an increase in the number of patients experiencing mental
health difficulties since COVID-19 (D), whether there had been an emphasis on assessing or discussing mental health symptoms throughout the pandemic
(E), whether there had been an emphasis on using remote means (ie, telephone or video consultations) to support those at risk of perinatal mental health
difficulties since COVID-19 (F), and the barriers to assessing or discussing mental health difficulties throughout the pandemic (G). a: Includes women
who are pregnant or have given birth within the last 3 months (n=455); b: Includes women who are pregnant or have given birth within the last 3 months
and have been in contact with a midwife since the lockdown (n=446); c: Percentages add to more than 100% as midwives could select multiple options.
NA: not applicable.

The effects of COVID-19 on midwives’ experiences providing
mental health care are summarized in Figure 5 and Table S1D
in Multimedia Appendix 2. A total of 55 (61.11%) midwives
reported seeing an increase in perinatal mental health symptoms
since the COVID-19 outbreak (Figure 5D). The majority of
midwives reported there being no change to the standard of
mental health care, although this was closely followed by an
emphasis on prioritizing asking about mental health (Figure
5E). Further, 52.22% (n=47) of respondents reported using
remote means (ie, telephone or video consultation) to discuss
patients’ mental health symptoms (Figure 5F), and 50% (n=45)
of midwives saw a lack of guidance on how to evaluate mental
health symptoms throughout the pandemic as an important
barrier to assessing perinatal mental health. Other important

barriers were time constraints and a pressure to prioritize
physical over mental health (Figure 5G).

Interest in a Digital Mental Health Assessment to
Screen, Diagnose, and Triage Perinatal Mental Health
Symptoms
Overall, there was a strong interest in using or recommending
a digital mental health assessment among women and midwives,
respectively, and the majority of respondents (n=781, 76.42%)
expressed that they would feel comfortable or very comfortable
using or recommending a digital mental health assessment
(Figure 6A). The majority of women and partners showed a
preference for in-person consultations (n=417, 44.74%),
followed by a blended care approach (ie, both in-person and
online consultations) (n=362, 38.84%), with fewer patients
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preferring online-only consultations (n=120, 12.88%) (Figure
6B). The vast majority of midwives (n=55, 61.11%) reported
seeing the digital mental health assessment being best placed

in maternity care settings (ie, antenatal and postnatal care)
(Figure 6C).

Figure 6. Interest in a digital mental health assessment to screen, diagnose, and triage perinatal mental health symptoms, including respondents’ interest
in using or recommending a digital mental health assessment throughout the perinatal period (A), women’s and partners’ preferred method of mental
health consultation following a suggestion by the digital mental health assessment that a follow-up assessment is recommended (B), and midwives’
responses as to where they see the digital mental health assessment working best (C). a: Percentages add to more than 100% as some midwives suggested
more than one health care setting.

Benefits and Barriers to Using a Digital Mental Health
Assessment to Screen, Diagnose, and Triage Perinatal
Mental Health Symptoms
The thematic analysis revealed 14 benefits and 17 barriers to
using a digital mental health assessment to screen, diagnose,

and triage perinatal mental health symptoms (see Table S1 in
Multimedia Appendix 3 for initial codes, including how these
were condensed into broad themes). Themes were then mapped
onto the components of the COM-B model and are described
below. Descriptive statistics and between-group comparisons
per theme can be found in Table 1.
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Table 1. Frequencies and between-group comparisons of the identified benefits and barriers to using a digital mental health assessment to screen,
diagnose, and triage perinatal mental health symptoms.

Post hocd analy-
sis

P valuecFrequencies (n, %)bCOM-Ba framework, components, and
themes

MidwivesPartnersWomenOverall

Benefits

Capability

Physical capability

—e.823 (3.37)5 (5.38)34 (4.18)42 (4.22)Accuracy

—.3112 (13.48)12 (12.90)78 (9.58)102 (10.24)Usability

Psychological capability

P,M>W.00114 (15.73)12 (12.90)52 (6.39)78 (7.83)Cognitive skills

Opportunity

Physical opportunity

—.05322 (24.72)20 (21.51)261 (32.06)303 (30.42)Accessibility

M>W,P<.00136 (40.45)18 (19.35)139 (17.08)193 (19.38)Support

W>M<.00127 (30.34)39 (41.94)417 (51.23)483 (48.49)Environment

—.601 (1.12)3 (3.23)19 (2.33)23 (2.31)Funding and implementa-
tion

Social opportunity

—.142 (2.25)2 (2.15)6 (0.74)10 (1.00)Peer support

W>P.056 (6.74)3 (3.23)84 (10.32)93 (9.34)Normalization of mental
health

Motivation

Automatic motivation

—.1914 (15.73)14 (15.05)176 (21.62)204 (20.48)Positive affect

Reflective motivation

—.1511 (12.36)5 (5.38)57 (7.00)73 (7.33)Control

—.242 (2.25)7 (7.53)36 (4.42)45 (4.52)Reassurance

—.139 (10.11)3 (3.23)43 (5.28)55 (5.52)Honesty

M>W,P.0025 (5.62)(0) 0.005 (0.61)10 (1.00)Beliefs

—.181 (1.12)0 (0.00)1 (0.12)2 (0.20)None

Barriers

Capability

Physical capability

W>M.033 (3.37)7 (7.29)88 (11.41)98 (10.25)Accuracy

—.845 (5.62)4 (4.17)47 (6.10)56 (5.86)Data protection

—.932 (2.25)3 (3.13)20 (2.59)25 (2.62)Usability

Psychological capability

—.216 (6.74)13 (13.54)66 (8.56)85 (8.89)Knowledge

M>W,P.00228 (31.46)17 (17.71)123 (15.95)168 (17.57)Cognitive skills

—.516 (6.74)4 (4.17)33 (4.28)43 (4.50)Technical skills

Opportunity

Physical opportunity

M>W,P<.00132 (35.96)10 (10.42)138 (17.90)180 (18.83)Accessibility
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Post hocd analy-
sis

P valuecFrequencies (n, %)bCOM-Ba framework, components, and
themes

MidwivesPartnersWomenOverall

—.104 (4.49)0 (0.00)21 (2.72)25 (2.62)Support

—.9818 (20.22)20 (20.83)154 (19.97)198 (20.08)Environment

—.0811 (12.36)11 (11.46)54 (7.00)76 (7.95)Funding and implementa-
tion

Social opportunity

—.564 (4.49)2 (2.08)37 (4.80)43 (4.50)Stigma

Motivation

Automatic motivation

—.622 (2.25)1 (1.04)24 (3.11)27 (2.82)Negative affect

Reflective motivation

—.363 (3.37)8 (8.33)55 (7.13)66 (6.90)Control

P>W,M.011 (1.12)10 (10.42)35 (4.54)46 (4.81)Beliefs

—.171 (1.12)1 (1.04)32 (4.15)34 (3.56)Dishonesty

—.629 (10.11)11 (11.46)106 (13.75)126 (13.18)Impersonal

P>W.0054 (4.49)7 (7.29)14 (1.82)25 (2.62)Reluctance

—.655 (5.62)8 (8.33)47 (6.10)60 (6.28)None

aCOM-B: Capability, Opportunity, and Motivation Behavior model.
bSample sizes varied for the benefits and barriers due to nonresponses (ie, no response was provided). Percentages were calculated based on the total
number of responses, including no identified benefits or barriers (labeled as “none”). Benefits: overall (n=996), women (n=814), partners (n=93),
midwives (n=89). Barriers: overall (n=956), women (n=771), partners (n=96), midwives (n=89).
cP values are based on the Fisher exact test. Italics indicates significant values.
dPairwise comparisons; W: women, P: partners, M: midwives.
eNot applicable.

Physical Capability
Overall, just under 5% (n=42) of respondents described the
digital mental health assessment as having the potential to
provide more accurate diagnoses by facilitating clinical decision
making and being more comprehensive and objective than the
current standard of care. On the other hand, the complexity of
mental health and the fact that a remote approach would impede
users from delving deeper into particular symptoms or concerns
were seen as issues that could affect the accuracy of the tool,
with significantly more women (n=88, 11.41%) than midwives
(n=3, 3.37%) identifying this as a barrier. Overall, usability (ie,
how user-friendly the tool is to use) was also seen as a benefit
(n=102, 10.24%) and a barrier (n=25, 2.59%), while just under
6% (n=56) of all respondents saw issues surrounding data
protection as barriers.

Psychological Capability
Cognitive skills were regarded as both a benefit and a barrier.
For instance, respondents saw the potential for increased
awareness and understanding of mental health as a benefit to
using a digital mental health assessment, with partners (n=12,
12.90%) and midwives (n=14, 15.73%) identifying this as a
benefit to a significantly greater extent in comparison to women
(n=52, 6.39%). On the other hand, one’s capacity for
self-reflection and awareness of difficulties, as well as general

issues surrounding comprehension, were seen as barriers, with
a significantly higher proportion of midwives (n=28, 31.46%)
expressing these concerns relative to both the women (n=123,
15.95%) and partner (n=17, 17.71%) groups. Another barrier
that was identified by approximately 9% (n=85) of all
respondents regarded knowledge concerning the tool’s existence,
including a general lack of awareness regarding its usefulness.
Furthermore, just under 5% (n=43) of all respondents regarded
poor technical skills as a barrier to using a digital mental health
assessment.

Social Opportunity
The normalization of mental health was regarded as a benefit
to using the tool, with significantly more women (n=84, 10.32%)
identifying this as a benefit relative to partners (n=3, 3.23%).
Peer support, including the potential to connect with other users
or to share one’s experience with one’s partner and/or family,
was seen as a benefit seen by a small number of respondents
(n=10, 1.00%). On the other hand, stigma surrounding the use
of a digital mental health assessment was seen as a potential
barrier by just under 5% (n=43) of all respondents.

Physical Opportunity
Accessibility was seen as both a benefit and a barrier. For
instance, improved access to mental health care, including it
being wide-reaching and inclusive, was regarded a benefit by
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30.42% (n=303) of all respondents. On the contrary, living in
rural or deprived areas, as well as not having access to
technology and/or the internet was seen as a barrier, with
midwives (n=32, 35.96%) expressing these concerns to a
significantly greater extent than women (n=138, 17.90%) and
partners (n=10, 10.42%). Support was identified as a benefit
and a barrier. Regarding the former, mental health care support,
whether that be in contrast or in addition to the current standard
of care, was regarded a benefit by respondents, with a
significantly higher proportion of midwives (n=36, 40.45%)
perceiving this as a benefit relative to both women (n=139,
17.08%) and partners (n=18, 19.35%). However, just under 3%
(n=25) of all respondents highlighted issues surrounding the
potential quality of the support offered by the tool, as well as
there needing to be appropriate follow-up care, particularly
given the lack of current support and available services.

Overall, almost 50% (n=483) of respondents identified
environmental opportunities, such as increased convenience,
flexibility, and being able to complete the assessment in a
comfortable environment, as benefits. Relative to midwives
(n=27, 30.34%), a significantly higher proportion of women
(n=417, 51.23%) regarded environmental opportunities as
benefits. On the other hand, approximately 20% (n=198) of all
respondents saw not having time or a comfortable and private
environment where they felt safe as barriers to using the tool.
Finally, funding and implementation were seen as both a benefit
and a barrier. Around 2% (n=23) of all respondents identified
the use of a digital mental health assessment as being
cost-effective and resulting in reduced pressure on the NHS.
On the contrary, issues surrounding costs to develop and
implement the tool, including its integration into the health care
system, and problems associated with bureaucracy and
infrastructure in the NHS, were identified as barriers by almost
8% (n=76) of all respondents.

Automatic Motivation
Positive affect was identified as a benefit to using a digital
mental health assessment. In particular, 20.48% (n=204) of all
respondents saw the tool being less intimidating and intrusive,
as well as less stressful to use, resulting in reduced anxiety
relative to in-person care. On the contrary, negative affect was
seen as a barrier, with issues surrounding the tool creating more
distress and a general fear of the results being identified by
approximately 3% (n=27) of all respondents.

Reflective Motivation
Control of one’s own mental health was reported as both a
benefit and a barrier. Feeling empowered and being in charge
of one’s own mental health were regarded as benefits by 7.33%
(n=73) of all respondents. On the other hand, 6.90% (n=66) of
all respondents also perceived having to take the initiative to
prioritize one’s mental health as a barrier. Overall,
approximately 4% (n=34) of all respondents saw it being easier
to manipulate answers in order to obtain a certain outcome, as
well as general issues surrounding dishonesty, as barriers.
However, almost 6% (n=55) of all respondents also saw the
potential to be more honest regarding mental health symptoms
as a benefit.

In addition, reassurance, including feeling cared for and heard,
was also mentioned as a benefit by almost 5% (n=45) of
respondents, while issues surrounding the tool being impersonal
were identified as barriers by around 13% (n=126) of
respondents. Beliefs about the tool were seen as both benefits
and barriers to its use. For instance, beliefs regarding the tool
being trustworthy and evidence-based, as well as having the
potential to revolutionize mental health care provision, were
seen as benefits, with a significantly higher proportion of
midwives (n=5, 5.62%) identifying this in comparison to the
women (n=5, 0.61%) and partner (0%) groups. On the contrary,
skepticism regarding the credibility of the tool and beliefs
associated with a digital tool being inappropriate to diagnose
mental health conditions were identified as barriers, with
partners (n=10, 10.42%) expressing this concern to a
significantly greater extent than women (n=35, 4.54%) and
midwives (n=1, 1.12%). Finally, a general reluctance to using
the tool, including being resistant to change, was seen as a
barrier, with a significantly higher proportion of partners (n=7,
7.29%) identifying this relative to the women (n=14, 1.82%).

Discussion

Principal Findings
The ultimate goal of this research was to provide
proof-of-concept support for the development and
implementation of a digital mental health assessment to aid in
the identification and triaging of perinatal mental health
concerns in the United Kingdom. First, we explored the current
state of perinatal mental health care provision, as well as in the
context of the evolving COVID-19 pandemic, relative to NICE
guidelines [1]. Second, we evaluated women’s, partners’, and
midwives’ attitudes toward using a digital mental health
assessment to screen, diagnose, and triage perinatal mental
health concerns.

The vast majority of women and one-third of partners expressed
having experienced poor mental health during the perinatal
period, with the most typical conditions encountered by
midwives throughout their careers being depression, anxiety,
and PTSD. Critically, and in line with previous findings, rates
of diagnoses were low relative to the number of individuals
reporting concerns (eg, [29-31]). Perhaps more alarmingly,
however, was the fact that the majority of respondents had
referred themselves to an HCP, rather than being identified by
a midwife as requiring further evaluation. Importantly, it has
been shown that midwives may struggle to recognize perinatal
mental health difficulties and are less inclined to refer women
to a mental health specialist for further evaluation relative to
other maternity HCPs [32]. This may be due, in part, to the low
uptake of validated mental health screening tools in maternity
care settings. Despite NICE guidelines [1] recommending the
use of the Whooley Questions [33] and the 2-item Generalized
Anxiety Disorder scale (GAD-2) [34] to screen for perinatal
mental health problems, 60% of midwives in this study reported
not using standardized questions or questionnaires.

Mental health care support following a miscarriage or
termination or difficult birth was also largely overlooked,
particularly when it came to partners. In fact, the vast majority
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of partners were not provided with any information or support
throughout the perinatal period. This is in line with past research
suggesting that partners often feel excluded in favor of a more
women-centric approach to perinatal care [35-37]. Importantly,
despite maternity care settings being women centric, the routine
assessment of women’s past or family history of mental health
difficulties was poor and varied considerably across midwives.
This presents a significant issue as the majority of women in
this study expressed having had the condition prior to becoming
pregnant. Indeed, women with a past history of mental disorders
are often at risk of relapse and may need support with
re‐emerging symptoms precipitated by pregnancy or
postpartum [38-40]. NICE guidelines [1] recommend that all
women should be routinely asked about past or present severe
mental health conditions and treatment, as well as the presence
of severe mental health in first-degree relatives. However, our
findings indicate that, overall, these recommendations are not
being followed in maternity care settings in the United Kingdom.
This may be due to the many tasks that are normally performed
during appointments, lack of training, discontinuity of care, and
time constraints [41].

Critically, the COVID-19 pandemic has put additional pressure
on midwives and has had a devastating impact on the mental
health of patients. Over 60% of midwives reported having seen
an increase in the number of women experiencing perinatal
mental health difficulties. This was mirrored by the women,
with 64% reporting poorer mental health since the outbreak. In
contrast with these alarming figures, less than one-quarter of
women had been asked about the effects of the pandemic on
their mental health, and the majority of midwives reported there
being no change in the extent to which mental health had been
prioritized throughout the pandemic. However, this was closely
followed by there being a greater emphasis on inquiring about
mental health, highlighting inconsistencies in care provision
across maternity care settings. Notably, midwives reported there
being a general lack of guidance on how to best support
women’s perinatal mental health throughout the pandemic.
Notwithstanding the recommendations by the Royal College of
Obstetricians and Gynaecologists [13] on the use of remote
means throughout the pandemic, only half of midwives reported
using remote tools to support the needs of women who may be
at risk of perinatal mental health difficulties, with less than
one-third of women having discussed their mental health
concerns with a midwife or HCP remotely.

Despite the low use of remote means to support perinatal mental
health difficulties throughout the pandemic, there was a strong
interest in using a digital mental health assessment to screen,
diagnose, and triage perinatal mental health concerns,
particularly among women and midwives. The digital
assessment was seen to be well placed within maternity care
settings, with an in-person only or a blended approach (ie, a
combination of in-person and remote support) being preferred
by women and partners in the event of further care being
advised. The results of our COM-B analysis highlighted
important implications for the development and implementation
of a digital mental health assessment. Physical opportunities,
such as increased convenience and flexibility relative to the
current standard of care, were seen as some of the key benefits

to using a perinatal digital mental health assessment, particularly
among women. This result is in agreement with previous
findings reported by a systematic literature review focused on
digital health for perinatal care, which highlighted that patients
saw the convenience of receiving care in their homely ambience
as a benefit of digital interventions, with satisfaction rates
varying between 86% and 95% in digital mental health studies
and 90% in electronically monitored induced home births [42].

Increased accessibility to mental health care provision, including
the potential for improved parity of care, was also reported as
a benefit by the participants of our study. Importantly,
accessibility was also regarded as a potential barrier to using
the tool, especially among midwives, who expressed concerns
regarding accessing care in remote or rural locations with poor
internet connectivity, as well as issues surrounding the inclusion
of individuals from a low socioeconomic background. Our
findings on the theme of accessibility are in line with previous
research on attitudes of women and health care professionals
toward broadly defined mobile health interventions during
pregnancy [43]. Mobile and digital technologies were perceived
as a useful tool to increase access to care for at-risk women who
could not attend perinatal clinics, but also as a potential source
of digital exclusion among those who are socioeconomically
disadvantaged.

Consequently, the perinatal digital mental health assessment
should be designed to leverage perceived physical opportunity
benefits while mitigating barriers. For instance, flexibility in
terms of assessment completion and the option to complete the
assessment in the comfort of one’s home may increase
engagement. Similarly, interoperability with various devices,
the possibility to store assessment responses in the absence of
good connectivity, or the possibility to conduct the assessment
via text messaging may increase accessibility in hard-to-reach
groups. Text messaging has often proved to be a suitable tool
for the delivery of mental health services to rural and remote
communities, and future research in this field should focus on
improving the predictive models and computational linguistic
tools that underlie the diagnostic and therapeutic value of
text-based psychological services [44].

Positive affect (automatic motivation component) was also
readily recognized as a benefit. Women, partners, and midwives
highlighted positive emotions related to using a digital
assessment, such as reduced anxiety and stress, and an increased
sense of privacy. On the other hand, the perception of the
assessment being impersonal (reflective motivation component)
was commonly highlighted as a barrier. Thus, a personalized
digital journey and the possibility of a follow-up assessment by
an HCP may maintain the positive feelings of privacy while
addressing the perceived lack of in-person care. Lastly, barriers
were identified in relation to cognitive skills (psychological
capability component), such as comprehension difficulties, poor
self-reflection, and difficulties in expressing and acknowledging
mental health issues. This was particularly concerning for
midwives.

Therefore, it is crucial to design a tool that can cater to
individuals who may find it difficult to complete a digital mental
health assessment, such as those with poor comprehension skills,
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learning difficulties, or mental health symptoms that impair
communication. This point was also raised in the research
priority setting exercise coordinated by the James Lind Alliance
Priority Setting Partnership for the “Digital Technology for
Mental Health: Asking the Right Questions” project [44. The
uncertainty around how mental health conditions can affect
engagement with digital technologies was identified by patients,
carers, and mental health care providers as a research question
that must be addressed. Adopting a co-designing approach to
development, where all potential users (eg, women and their
families, midwives, mental health specialists) and stakeholders
are regarded as collaborators, could help overcome barriers
related to cognitive skills by ensuring that the product meets
users’ needs and preferences whilst being clinically valid and
feasible to deliver.

Taken together, the findings from this study highlight the urgent
need to improve and standardize perinatal mental health care
provision in the United Kingdom. While time is limited in
maternity care settings, where midwives may feel pressured to
prioritize physical over mental health, our study provides
proof-of-concept support for the use of a digital mental health
assessment tool as an innovative time- and cost-effective
solution to the identification and treatment of perinatal mental
health concerns. Digital technologies have the potential to
support midwives in the recognition of perinatal mental health
difficulties and are highly scalable. This means that support can
be provided to the family unit as a whole, resulting in a
comprehensive and scalable approach to the provision of mental
health care throughout an often challenging time for women
and their families.

Strengths and Limitations
The surveys were comprehensive and were carefully designed
with input from an experienced perinatal psychiatrist and a
practicing midwife. Furthermore, the use of mixed methods
allowed for the revelation of information that would have not
been obtained via quantitative research only. Additionally, the
use of COM-B, a comprehensive supratheory model, helped
develop a map of the broad landscape of behavior determinants
that can be considered for the implementation of a digital mental
health assessment. Patients’ and HCPs’ behaviors are often
considered separately in behavior change literature. However,
this introduces additional levels of complexity and the need for
different models to understand a single intervention. The
COM-B model, along with our choice of exploring both users’
and midwives’views, offers a single comprehensive framework
incorporating context and stakeholders that can be used to
inform the design of future digital perinatal mental health
assessment interventions.

Critically, the majority of the women and partners who
participated in this study were highly educated and had an above
average socioeconomic status, meaning that the findings from
this study may not be generalizable to the broader UK
population. Furthermore, individuals with mental health
concerns and/or negative experiences with mental health care
provision may have been more receptive to the recruitment
materials and more likely to enroll in the study. As such, there
is likely to be a recruitment bias. In addition, women and
midwives were recruited separately and, as a consequence,
associations between care provision and care experience should
be interpreted with caution.
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Abstract

Background: Change and sustain talks (negative and positive comments) on gambling have been relevant for determining
gamblers’ outcomes but they have not been used to clarify the abstinence process in anonymous gambler meetings.

Objective: The aim of this study was to develop a change talk model for abstinence based on data extracted from web-based
anonymous gambler chat meetings by using an automatic change talk classifier.

Methods: This study used registry data from the internet. The author accessed web-based anonymous gambler chat meetings
in Japan and sampled 1.63 million utterances (two-sentence texts) from 267 abstinent gamblers who have remained abstinent for
at least three years and 1625 nonabstinent gamblers. The change talk classifier in this study automatically classified gamblers’
utterances into change and sustain talks.

Results: Abstinent gamblers showed higher proportions of change talks and lower probability of sustain talks compared with
nonabstinent gamblers. The change talk model for abstinence, involving change and sustain talks, classified abstinent and
nonabstinent gamblers through the use of a support vector machine with a radial basis kernel function. The model also indicated
individual evaluation scores for abstinence and the ideal proportion of change talks for all participants according to their previous
utterances.

Conclusions: Abstinence likelihood among gamblers can be increased by providing personalized evaluation values and indicating
the optimal proportion of change talks. Moreover, this may help to prevent severe mental, social, and financial problems caused
by the gambling disorder.

(J Med Internet Res 2021;23(6):e24088)   doi:10.2196/24088

KEYWORDS

problem gambling; web-based anonymous gambler chat meetings; self-help group; change talk classifier; computerized text
analysis; long-term data with dropout gamblers; recovery gradient; gradient descent method; gambling; addiction; abstinence

Introduction

Many individuals experience addictive disorders such as
problematic drinking and gambling, and they require treatment
to reduce the severity of their resulting mental and social
problems [1,2]. One treatment option for such disorders is
anonymous self-help group meetings, which have been proven
to be as effective as standardized psychotherapies received in

clinical settings [3]. Recent studies have shown that the
abstinence process in anonymous self-help group meetings and
standardized psychotherapies is similar [4], and the key factor
in both treatments is to motivate participants to cease their
addictive behaviors [5]. Studies have noted that individuals’
motivation can be measured by classifying their utterances
during therapy at individual web-based [6] and offline group
settings [7]. Further, their utterances can be automatically
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classified using a machine-learned classifier [8]. Thus, the
abstinence process in web-based anonymous self-help group
meetings can be clarified through machine-learned classification
of utterances. However, the web-based abstinence process is
unclear [5] despite its usefulness in terms of ease-of-use [9] and
few damages caused by prejudice [10]. To clarify the abstinence
process, a change talk model for abstinence was developed in

this study based on the utterances of anonymous web-based
gamblers through the use of a machine-learned classifier. The
talk model developed in this study can be used to visualize the
abstinence process of a gambler and specify his/her individual
abstinence likelihood as well as the type of utterance that will
encourage or prevent him/her from depending on his/her
previous utterances (Figure 1).

Figure 1. Change talk model for abstinence colored by evaluation values. Red areas indicate low abstinence likelihood areas (negative evaluation
values), whereas blue areas indicate high abstinence likelihood areas (positive evaluation values). Horizontal and vertical lines represent standardized
number of change and sustain talks, respectively. A: Scatter map of gamblers with and without current abstinent periods of at least three years. Blue
circles and red Xs indicate abstinent and nonabstinent gamblers, respectively. B: Optimal recovery routes for 3 gamblers. Blue lines indicate 3 gamblers’
continuous optimal ways to increase their likelihood of gambling abstinence responding to their minute status differences. To clarify the meanings of
the number of change and sustain talks, the numbers were unstandardized in the following cases. The beginner gambler (ID# 2665) started at 1 change
talk and 1 sustain talk with evaluation value –1.000 and finished at 1657.16 change talks and 351.31 sustain talks with evaluation value –0.588 after
500 trials. The evaluation value at the end remained negative, thereby indicating low likelihood of gambling abstinence. The best portion of change
talks (number of change talks/number of change and sustain talks) for the beginner (ID# 2665) during web-based anonymous gambler chat meetings
was regarded as 0.8254. The intermediate gambler (ID# 1008) started at 3396 change talks and 259 sustain talks with evaluation value –0.063 and
finished at 4290.42 change talks and 787.67 sustain talks with evaluation value +2.815 after 500 trials. The evaluation value at the end turned positive,
thereby indicating high likelihood of abstinence. The best portion of change talks for the intermediate gambler (ID# 1008) during web-based anonymous
gambler chat meetings was regarded as 0.6285.

The theoretical framework used in this study is the
self-perception theory [11]. This theory assumes that individuals
are persuaded by their own utterances and will thus behave in
accordance with it. Individuals with drug addiction who
continuously stated that they would not use drugs during therapy
showed lower drug reuse after 1 year compared with those who
did not make such statements [12]. Similarly, individuals with
alcohol addiction who continuously stated that they would drink
during therapy indicated higher alcohol reuse after 1 year
compared with those who did not make such statements [13].
These findings indicate that individuals’ negative and positive
comments on addictive behaviors were related to their improved
and worse outcomes, respectively [14].

Based on these findings, motivational interviewing, a
well-known method of motivating participants to cease addictive
behaviors, classifies negative comments about addictive
behaviors (eg, “Gambling is a waste of time”) and positive
comments about ceasing addictive behaviors (eg, “I can save
money because I stopped gambling”) together as “change talk”
[14,15]. The results of a meta-analysis of motivational
interviews showed that the proportion of participants’ change
talks during therapy was linked with improved outcomes for

addictive behaviors [16]. Studies have shown that abstinent
drug users showed more change talks during therapy compared
with nonabstinent drug users [17]. Similarly, abstinent gamblers
also showed more change talks during therapy compared with
nonabstinent gamblers [18]. These findings indicate that
gamblers’change talks are linked with their improved outcomes.
Motivational interviewing also classifies positive comments
about addictive behaviors (eg, “Gambling is the best game for
me”) and negative comments about ceasing addictive behaviors
(eg, “Since I stopped gambling, I've become more irritable”)
together as “sustain talk” [14,19,20]. The results of a
meta-analysis of motivational interviews showed that the number
of participants’ sustain talks during therapy was linked with
negative outcomes for addictive behaviors [16]. Another
meta-analysis including dissertations also confirmed the relation
of sustain talks with negative outcomes [21]. One more study
showed that gamblers’ sustain talks were related with their
negative outcomes [22]. These findings indicate that gamblers’
sustain talks are linked with their negative outcomes.

The change and sustain talk classifications were primarily
utilized for face-to-face motivational interviewing therapy
settings [16,21-23]; however, recent studies have applied the
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classification to other standardized individual therapies [24],
group therapies [7], and web-based therapies [6]. These findings
indicate that the classifications can be applied to web-based
anonymous gambler chat meetings. Moreover, individuals with
3-year continuous abstinent periods were considered more robust
abstinent individuals than those who had 90-day abstinent
periods [25,26], although several studies have considered
individuals with 90-day abstinent periods as abstinent
individuals [3]. Several gambling studies have used data related
to gamblers with 1-year continuous abstinent periods rather
than those with 90-day abstinent periods [27,28]. In this study,
gamblers with at least 3-year continuous abstinent periods were
regarded as abstinent gamblers.

Based on studies on change and sustain talk classifications
[16,21-23] and the change talk classifier [8], the change talk
model in this study was developed to differentiate abstinent and
nonabstinent gamblers. Recent studies have shown that instead
of evaluating change and sustain talks separately, both must be
evaluated simultaneously [16,22,23]. Hence, our study model
considers the number of change talks and sustain talks as x and
y axes variables in a scatter plot, respectively (Figure 1).
Furthermore, the proportion of change talks (number of change
talks/number of change and sustain talks) was evaluated in this
study because studies have indicated that the proportion of
change talks was a better index of improved outcomes than the
number of change talks [16,22,23]. To validate this study’s
findings with those of previous studies [16,22,23], this study
hypothesized that the proportion of change talks among abstinent
gamblers will be higher than that in nonabstinent gamblers in
web-based anonymous gambler chat meetings.

Methods

This study used registry data from the internet.

Data Source
The author of this study accessed web-based anonymous
gambler chat meeting data in Japan [29]. The meetings were
conducted since September 2008 through web-based text chats

with no pictures or sounds. A few offline meetings were
conducted for a year in Osaka, Tokyo, or Sapporo. The
web-based anonymous gambler chat meetings has no
relationship with the Gamblers Anonymous group [28]. To post
in the meetings, users had to be approved by the administrator
in advance. Individuals who could participate in the meetings
were those who were experiencing a gambling problem or their
family members who were experiencing a gambling problem.
The meetings were conducted by gamblers without any strict
rules, and no outside experts were involved at all. The meetings
were divided into those for users aiming for 1 week, 1 month,
3 months, 6 months, 1 year, 3 years, and more than 3 years of
gambling abstinence, and users attended the meetings based on
the number of days they had remained gambling-abstinent.
However, these meetings had no strict rules, and a user aiming
for 3-month gambling abstinence may attend a meeting for those
aiming for 1-month gambling abstinence and vice versa. There
were meetings for chatting as well as for providing daily reports
and reports of memorial days (such as 100 abstinent days).
Furthermore, these meetings were always open and free to join;
therefore, the time and duration of participation varied widely
among users (Table 1). Table 1 shows a comparison of the
demographic variables, gambling history, gambling symptoms,
participation forms, and characteristics of the utterances in
web-based anonymous gambler chat meetings between abstinent
and nonabstinent gamblers. In Table 1, abstinent gamblers refers
to gamblers who have remained abstinent without relapse for
at least three years. The utterance classifier in this study involves
6 clusters, but only participants’ change talk and sustain talk
clusters were used in this study. The data size of the
demographic variables and gambling histories was smaller than
that of the utterances. The proportion of change talks was the
number of change talks per the total number of change and
sustain talks. Some users did not have any change and sustain
talks; thus, their proportions were not calculated. When a single
meeting exceeded 5000 posts, it would end and a new meeting
would be started. These meetings spanned multiple days or
months and were rarely completed within a day.
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Table 1. Comparison of the demographic variables, gambling history, gambling symptoms, participation forms, and characteristics of the utterances
in web-based anonymous gambler chat meetings between abstinent and nonabstinent gamblers.

P

value

t (df)dNonabstinent gamblers (n=1625),
mean (SD)

Abstinent gamblers (n=267),
mean (SD)

Characteristics

Demographic variables

.37–0.896
(172.806)

–0.08635.811b (9.440)35.000a (9.520)Age (years)

.57–0.565
(256.025)

N/Ae0.860d0.845cProportion of males

Gambling history

.251.177 (27.320)0.0032.159h (3.727)3.718g (6.602)Total amount of debt (million ¥)f

.211.272 (74.526)0.20211.843j (7.350)15.301i (23.030)Length of gambling (years)

Gambling symptoms

.012.696 (355.278)0.1792.661 (1.766)2.981 (1.801)Number of symptoms (min:1,
max:10)

.251.146 (355.382)0.0760.371 (0.483)0.408 (0.492)Gambling tolerance

.92–0.104
(358.057)

–0.0070.733 (0.442)0.730 (0.445)Unsuccessful control over gam-
bling

<.0013.969 (370.285)0.2570.542 (0.498)0.667 (0.472)Preoccupied with gambling

<.0013.750 (333.748)0.2610.198 (0.399)0.311 (0.464)Lies in gambling

.460.747 (345.207)0.0510.079 (0.270)0.094 (0.292)Reliance on others to provide
money

<.001–5.907
(1309.252)

–0.2500.040 (0.196)0.004 (0.061)Illegal acts for gambling

Participation forms in web-based anonymous gambler chat meetings

<.0017.957 (307.817)0.590386.072 (616.142)842.974 (904.471)Participation length (days)

.08–1.735
(543.061)

–0.09324.241 (104.712)16.168 (63.090)Interval length (days)

Utterance characteristics in web-based anonymous gambler chat meetings

<.0015.603 (276.750)0.462613.065 (1797.483)2395.625 (5146.820)Number of total utterances

<.0016.206 (279.889)0.506115.869 (303.165)410.007 (764.597)Number of change talks

<.0015.095 (288.661)0.40237.585 (97.324)98.944 (192.787)Number of sustain talks

<.0014.477 (392.158)0.2800.681l (0.231)0.742k (0.200)The proportion of change talks

.98–0.022
(365.505)

–0.0010.299 (0.160)0.298 (0.155)Average probability of change
talks

<.001–6.017
(406.651)

–0.3690.122 (0.076)0.096 (0.062)Average probability of sustain
talks

<.0014.495 (382.728)0.2850.685 (0.167)0.730 (0.150)The proportion of change talks’
probability

an=129.
bn=771.
cn=193.
dn=1118.
eN/A: not applicable.
f¥1 million=US $9103.
gn=26.
hn=182.
in=73.
jn=427.
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kn=266.
ln=1612.

Sample Size
Research focusing on 3-year continuous abstinent periods is
limited [27]; therefore, this study used 3-year-continuous
abstinent smokers’ studies [25] because smokers and gamblers
share similar biological and environmental factors [30]. In the
previous study [25], 13.8% of smokers achieved 3-year
abstinence with the help of treatment whereas 86.2% did not.
Based on the abovementioned findings [25], the allocation rate
between abstinent and nonabstinent gamblers was set as 0.16.
To show satisfactory power (0.95) with alpha (.05) for small
effect size (d=0.2), 2736 participants were required.

Participants
A total of 134 web-based anonymous gambler chat meetings
were web scraped on March 10, 2020 (Figure 2) [29]. Among

them, 35 meetings included private data and were thus excluded.
From the 99 remaining meetings, 3967 users were identified
based on their anonymous names. They posted Japanese texts
in the meetings from September 8, 2008 to March 10, 2020.
Among them, 1139 gamblers were excluded because their posts
included lesser than 3 words or included only advertisements
with “http.” Furthermore, 936 users were excluded because we
could not confirm the gambling symptoms in their lifetime based
on their posts (the evaluation of gambling symptoms is presented
in the next section). The final participants were 1892 gamblers
who experienced at least one gambling symptom in their
lifetime. The number of study participants (n=1892) did not
reach the ideal sample size (n=2736). To show satisfactory
power (0.95) with alpha (.05) in the 1892 participants, the effect
size must be over 0.24.

Figure 2. Data extraction of the participants.

Collection of Participants’ Basic Data

Gambling Symptoms
Among the users’posts, texts were extracted based on keywords
related to 10 gambling symptoms, that is, 1 gambling symptom
related to illegal behaviors in gambling [31] and 9 symptoms
of gambling disorder as mentioned in the fifth edition of the
American Psychiatric Association’s Diagnostic and Statistical
Manual of Mental Disorders [1]. For example, “lie” is a keyword
used for examining the symptom of lies in gambling; therefore,
all texts involving “lie” were extracted. Two raters who majored

in clinical psychology as undergraduate students and received
2-hour training regarding gambling disorders from a Japanese
clinical psychologist [32] independently read the texts and
evaluated whether the user had experienced the aforementioned
10 symptoms in their lifetime. To check the validity of their
evaluation, the psychologist also blindly evaluated randomly
selected texts from 100 participants. Kappa coefficients
confirmed that the psychologist and the 2 raters were primarily
in “almost perfect or perfect agreement” [33] in their evaluation
of the presence of gambling symptoms (0.835 and 0.860, Table
S1 of Multimedia Appendix 1). Based on their assessments,
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participants with at least one gambling symptom in their lifetime
were included as the final participants (Figure 2). Furthermore,
the number of gambling symptoms as well as the gambling
symptoms for which agreement between the psychologist and
the 2 raters was above “substantial agreement” (0.60) [33] are
also listed in Table S1 (Multimedia Appendix 1) as the basic
data for the user.

Demographic Variables
The sex and age of the participants were estimated using the
first 1000 words of the aforementioned gamblers because these
words frequently involved self-introduction statements.
One-third of these gamblers were determined using a Japanese
application [34] (Table 1).

Gambling History and Debt
Among the gamblers’ words, text was extracted based on the
keywords, including “years” and “history,” and the text was
read by the 2 raters. If the text revealed a gambling history, the
user’s years of gambling were recorded (Table 1). Similarly,
the text was extracted based on keywords such as “yen,” “ten
thousand,” “cash,” or “borrow.” If the text indicated a debt, the
debt was listed (Table 1). Missing data were excluded.

Participation Forms in Web-Based Anonymous Gambler
Chat Meetings
The length of the participation in the meetings was estimated
based on the days of the initial and final posts in the meetings.
Furthermore, participants’ posts in the meetings involving long
paragraphs were divided into 2 sentence units. If sentences were
lesser than 3 words or included “http,” they were removed. A
two-sentence text will herein be referred to as an utterance. The

average interval of utterances was also estimated based on users’
participation length and number of utterances.

Outcomes
Users who registered as gamblers were provided with a personal
counter that automatically counts the number of days wherein
they ceased gambling. If they gamble, they report it to the
administrator who resets the number of days on the counter.
Those whose counters exceed 3 years are listed on a separate
website and exemplified as models who have stopped gambling.
According to the list on March 2020, 267 gamblers were
regarded as abstinent gamblers without relapse for at least 3
years with 639,632 utterances; the other 1625 gamblers were
regarded as nonabstinent gamblers with 996,231 utterances.
These counters and lists were created by the administrator
without the involvement of the author.

Implementation of the Change Talk Classifier

General Schema of the Change Talk Classifier
To create a change talk classifier, sparse composite document
vectors were used [35]. A total of 7376 Japanese news articles
were used to create a 200-dimensional word vector [36] (Figure
3A). To construct the document vector, 18,861 utterances were
used with 6 clusters: clients’ change, neutral, and sustain talks,
as well as therapists’ accepting, general, and rejection talks
[15,19,20] (Figure 3A). Although each cluster has subcategories,
the utterances were classified into clusters instead of
subcategories. Furthermore, half of the utterances in each cluster
was derived from 3 change talk manuals [15,19,20]; the other
half came from the initial parts of 11 web-based anonymous
gambler chat meetings [29].

Figure 3. Implementation of an automatic change talk classifier. A: Data sets for the change talk classifier; B: An example of a change talk classifier.
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Creation of Teachers’ Data
Comments in the 3 manuals focused on other addictive behaviors
[15,19,20] and were converted into gambling topics, for
example, the comment “I am going to stop smoking tomorrow”
was changed to “I am going to stop gambling tomorrow.”
Additionally, several types of gambling are noted in Japan;
therefore, the word “gambling” was used to replace 17 specific
gambling terms such as “pachinko (Japanese pinball) game”
and “horse racing.” In addition, the Japanese language includes
several types of second personal pronouns [37]; therefore, 3
typical personal pronouns were used, namely, “anata,” “satosan,”
and the zero pronoun. Each comment in the manual was
converted into 51 different gambling comments (17 gamble
types × 3 pronoun types). Finally, 31,977 utterances related to
6 clusters were obtained from the manuals. Furthermore, 9519
utterances were identified during the initial parts of the 11
web-based anonymous gambler chat meetings. These utterances
were encoded by a Japanese clinical psychologist with expertise
in mail-based motivational interviewing [38]. Finally, 9519
utterances in the meetings related to the 6 clusters were obtained.

Preprocessing of Teachers’ Data
Comments longer than 2 sentences were considered as an
utterance. When the comment comprised a single sentence, the
sentence was randomly combined with another comment from
the same type of gambling (eg, “pachinko”), pronoun (eg,
“anata”), and subcategory (eg, “ability in change talks”)
utterances. The following 2 points were included as constraints.
First, one cluster from one source should have 1500 utterances
to reflect the rate of comments within the subcategories. Second,
if the number of utterances in a subcategory was lesser than 51
because of the first constraint, the utterances should continue
until they exceed 51. Finally, we obtained 18,861 utterances
tied with 6 clusters. During the training and testing of the change
talk classifier in this study, the number of words in each
utterance was fixed at 200 to remove the effects of this aspect
on the classification. For utterances of more than 200 words,
the exceeding words were removed. For utterances lesser than
200 words, the 2 sentences were repeated until they reached
200 words.

Performance of the Change Talk Classifier
Among the 18,861 utterances in 6 clusters (Figure 3A), 4/5 were
used as training data and 1/5 was used as test data. The training
and test sessions were repeated 5 times. The average scores of
precision and recall during these 5 sessions were 0.9399 and
0.9399, respectively. Utterances in web-based anonymous
gambler chat meetings were labeled based on the classifier used
in this study. For example, the classifier showed the estimated
probability of the following utterance: “Day 5 achieved.
Although I have been skipping posts lately, I have continued
to abstain from gambling” (Figure 3B). The estimated
probability of change talk was 0.9064, which is the maximum
probability among the 6 clusters. Hence, the utterance was
labeled as change talk (Figure 3B). Similarly, 1,635,863
utterances in the meetings were classified into 6 clusters. The
classifier in this study did not involve the list of abstinent
gamblers; the classifier was blind to the outcome.

Independent Variables

Change Talk
Based on the change talk classifier, the number of change talks
among 1892 gamblers was evaluated (Table 1). The estimated
probability that the classifier uses for classification was utilized
(Figure 3B) and showed the average probability of the change
talk (Table 1).

Sustain Talk
Similarly, the number of sustain talks was evaluated (Table 1).
The estimated probability for the classification was utilized
(Figure 3B) and showed the average probability of the sustain
talk (Table 1).

Proportion of Change Talks
Based on previous studies [16,22,23], the proportion of change
talks (number of change talks/number of change and sustain
talks) was evaluated in this study. Similarly, the proportion of
change talk probabilities (average probability of change
talks/average probabilities of change and sustain talks) was
evaluated.

Statistical Analysis

Model Comparison
Our change talk model for abstinence involved the number of
change and sustain talks as independent variables and 3-year
abstinence as outcomes (Figure 1). The number of change and
sustain talks was high; therefore, they were standardized in the
model (Figure 1). To find the best identification function for
abstinent and nonabstinent gamblers, a support vector machine
(SVM) was compared with a linear and (nonlinear) radial basis
kernel function (RBF). The cost of penalty and complexity of
boundary area parameters were estimated using the grid search

method [39] from the set of 10–4, 10–3, 10–2, 10–1, 1, and 101.
The 3 cross-validation accuracies of SVM with RBF (0.8555,
where cost of penalty and complexity of boundary area were

101 and 10–1, respectively) outperformed the accuracy of SVM
with linear function (0.8516, where cost of penalty and

complexity of boundary area were 10–3 and 10–3, respectively).
Hence, we used the SVM with RBF as the identification function
for abstinent and nonabstinent gamblers. The SVM has an
evaluation value that assesses the abstinence likelihood of
gambling, with a negative score indicating low abstinence
likelihood and a positive score indicating high abstinence
likelihood (Figure 1).

Visualization of the Optimal Abstinence Process
To visualize the differences in the optimal abstinence processes
of gamblers, the gradient descent method was used:

where xi and yi are the standardized number of change and
sustain talks in trial i, respectively; f is the SVM identification

function with RBF; and are partial differentials of f at
the point xi and yi, respectively; and e is the learning rate set as
0.01. The maximum number of trials was set to 500.
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Furthermore, the current xi and yi monotonically increase and
the area of the partial differential is limited within the first
quadrant. Moreover, when the score of f at trial i was better than
that at trial i +1, the score of f at i was considered a local solution
and the trials were ceased.

Software Used
For sample size estimate and power analysis, G*power 3.1.9.4
was used [40]. To determine users’ age and sex through text,
COTOHA [34] was used. For Japanese text analysis, MeCab
[41] was used. The original Python codes [35] were used to
create the document vector.

Ethical Considerations
This study was approved by the ethics committee of a National
University in Japan (Reception number 222, ethical review on
September 1, 2020). Furthermore, all procedures were conducted
in accordance with the guidelines for studies involving human
participants, the ethical standards of the institutional research
committee, and the revised 1964 Helsinki Declaration and its
later amendments or comparable ethical standards.

Results

Comparison of the Basic Characteristics Between
Abstinent and Nonabstinent Gamblers
The gamblers examined in this study were primarily males
(1125/1311, 85.8%) and aged around 35 years (Table 1).
Although their sex, age, total amount of debt, and history of
gambling were not significantly different, abstinent gamblers
who had remained abstinent without relapse for at least three
years experienced significantly more gambling symptoms
(P=.01) than nonabstinent gamblers (Table 1). Although their
gambling symptoms such as gambling tolerance, unsuccessful
control over gambling, and reliance on others to provide money
were not significantly different, abstinent gamblers had
significantly higher preoccupation (P<.001) with gambling and
lies for gambling compared with nonabstinent gamblers. The
nonabstinent gamblers were significantly more experienced in

illegal acts of gambling (P<.001) than abstinent gamblers. These
findings indicated that abstinent gamblers experienced more
gambling symptoms compared with nonabstinent gamblers
although the effect size was small (d=0.179-0.261).

Comparison of the Utterances in Web-Based
Anonymous Gambler Chat Meetings Between
Abstinent and Nonabstinent Gamblers
Abstinent gamblers participated significantly longer in the
meetings and talked more than nonabstinent gamblers (Table
1, both P<.001, d=0.590 and d=0.462, respectively). The average
probability of change talks was not significantly different
between abstinent and nonabstinent gamblers; however, the
average probability of sustain talks in nonabstinent gamblers
was significantly higher than that in abstinent gamblers (Table
1, P<.001, d=–0.369). Hence, the proportion of change talks’
probabilities (average probability of change talk/average
probabilities of change and sustain talks) in abstinent gamblers
was significantly higher than that in nonabstinent gamblers
(Table 1, P<.001, d=0.285). Similarly, the proportion of change
talks (number of change talks/number of change and sustain
talks) in abstinent gamblers was significantly higher than that
in nonabstinent gamblers (Table 1, P<.001, d=0.280). These
findings indicate that abstinent gamblers showed higher
proportion of change talks in the meetings compared with
nonabstinent gamblers. To clarify the proportion of change talks
between abstinent and nonabstinent gamblers, dynamic
differences in the utterances between abstinent and nonabstinent
gamblers were compared with similar number of utterances.
Figure 4A shows the accumulated numbers of change talks
between abstinent (ID# 2790) and nonabstinent (ID# 317)
gamblers. Figure 4A indicates that abstinent gamblers produced
more change talks than nonabstinent gamblers. Figure 4B shows
the accumulated numbers of sustain talks between them. In
contrast with that seen in change talks, nonabstinent gamblers
produced more sustain talks than abstinent gamblers. Figure 4
shows that the utterances of abstinent and nonabstinent gamblers
in the meetings showed dynamic differences.
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Figure 4. Dynamic differences in the change and sustain talks between abstinent and nonabstinent gamblers in web-based anonymous gambler chat
meetings. Blue and red lines in A and B indicate abstinent (ID# 2790) and nonabstinent (ID# 317) gamblers, respectively. A: The accumulated number
of change talks during web-based anonymous gambler chat meetings. The vertical and horizontal lines indicate the number of change talks and total
utterances, respectively. B: The accumulated number of sustain talks during web-based anonymous gambler chat meetings. The vertical and horizontal
lines indicate the number of sustain talks and total utterances, respectively.

Development of the Change Talk Model for Abstinence
To visualize the dynamic differences between abstinent and
nonabstinent gamblers, the change talk model for abstinence,
involving the number of change and sustain talks as independent
variables on x and y axes, respectively, classified 267 abstinent
gamblers and 1625 nonabstinent gamblers (Figure 1A). Before
classification, the correlations among the number of change
talks, the number of sustain talks, and gambling abstinence were
checked. The number of change and sustain talks were positively
correlated with gambling abstinence (r=0.247, r=0.182, both
were P<.001, n=1892). Moreover, the number of change talks
was positively correlated with the number of sustain talks
(r=0.676, P<.001, n=1892). These correlations indicated the
positive relation of these talks with gambling abstinence.

Figure 1A shows abstinent and nonabstinent gamblers scattered
on a map with the number of change and sustain talks on x and
y axes, respectively. The abstinence likelihoods of gambling
were also color-coded based on the SVM with RBF (accuracy
was 0.8555, where cost of penalty and complexity of boundary

area were 101 and 10–1, respectively). The strong red color
indicates low abstinence likelihood (negative evaluation scores)
whereas the strong blue color indicates high abstinence
likelihood (positive evaluation scores). Figure 1A shows that
participants who increased the number of change and sustain
talks were likely to move from the red zone to the blue zone,
which indicated that they increased their abstinence likelihood
of gambling.

Clinical Use of the Change Talk Model for Abstinence
To clarify the clinical use of our model, 1 beginner and 2
intermediate gamblers were plotted, and the individual
evaluation values for abstinence as well as their ideal proportion
of change talks were shown through the gradient descent method
(Figure 1B). To clarify the meanings of the number of change

and sustain talks, the numbers were unstandardized. The
beginner gambler (ID# 2665) started at 1 change talk and 1
sustain talk with evaluation value –1.000 and finished at 1657.16
change talks and 351.31 sustain talks with an evaluation value
of –0.588 after 500 trials. The beginner gambler’s (ID# 2665)
evaluation value at the end remained negative, thereby indicating
low abstinence likelihood. The ideal portion of change talks
(number of change talks/number of change and sustain talks)
for this gamble during the web-based anonymous gambler chat
meetings was regarded as 0.8254. One intermediate gambler
(ID# 2162) started at 2130 change talks and 441 sustain talks
with evaluation value –0.1167 and finished at 3731.94 change
talks and 813.04 sustain talks with evaluation value 2.507 after
500 trials. His evaluation value became positive at the end,
thereby indicating high abstinence likelihood. The best portion
of change talks for him during the meeting was considered
0.8115. The other intermediate gambler (ID# 1008) started at
3396 change talks and 259 sustain talks with evaluation value
–0.063 and finished at 4290.42 change talks and 787.67 sustain
talks with evaluation value +2.815 after 500 trials. This
gambler’s evaluation value turned positive at the end, thereby
indicating high abstinence likelihood. The best portion of change
talks for this gambler during the meetings was considered
0.6285. These findings indicate that the evaluation values are
personalized feedback for gamblers. Furthermore, high
proportions of change talks (over 0.80) were required for most
beginner gamblers, whereas the best proportions of change talks
were different among intermediate gamblers.

Discussion

Principal Results
The change talk classifier used in this study indicated 93%
precision and analyzed 1.63 million utterances in web-based
anonymous gambler chat meetings (Figure 3), thus leading to

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24088 | p.414https://www.jmir.org/2021/6/e24088
(page number not for citation purposes)

YokotaniJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the development of the change talk model for gambling
abstinence. The abstinent map with evaluation values showed
the abstinence likelihoods of each gambler (Figure 1). Based
on suggestions from a previous study on anonymous group
meetings [4,5], this study confirmed that the abstinence process
in web-based anonymous gambler chat meetings was similar
to the process in other standardized therapies. Consistent with
the results of previous studies regarding face-to-face
motivational interviewing for gamblers [16,18,22,23], the
proportion of change talks was also linked with improved
outcome. In particular, the proportions at the initial stages were
positively linked with 3-year continued gambling abstinence.
This study advances previous findings regarding language
classifiers in mental health fields [42,43] in 2 ways. First, the
classifier used in previous studies classified the onset of mental
disorders, whereas the classifier in this study classified recovery
from a mental disorder. Second, the classifiers used in previous
studies served as a screening tool for the early detection of
mental disorders, whereas the classifier in this study is a
therapeutic tool for identifying the recovery process. The 2D
map with the abstinence likelihood slope used in this study was
helpful for showing personalized evaluation values and ideal
proportions of change talks, responding to every gambler’s
utterance in the meetings.

This study involves 2 new methodologies: a change talk
classifier and long-term data with dropout gamblers. First, this
study used machine-learning methods and automatically
classified gamblers’ utterances (Figure 3) [35]. Studies have
utilized human expert resources to classify gamblers’utterances

[12,15,18-20,44-47], with limited data size (around 103) and
generalization of their findings. The change talk classifier used

in this study increased data size (over 106) similar to recent
mental health research [8,42,43] and was applicable to other
therapy processes focusing on change talks such as group and
individual therapies for healthy dieting and prevention of
substance abuse [16,23]. The utilization of the change talk
classifier for these therapies can save human resources about
change talk classification [12,19,20] and broaden the
applicability of change talk classifications or the core scheme
of motivational interviewing [14-16] for addictive disorders
[7,21].

This study also involved long-term data (maximum participation
length of 3872 days) with both dropout and ongoing data sets
(Figure 2, Table 1). Inclusion of these data sets enabled
extensive and detailed slope maps of abstinence likelihoods of
gambling. Studies have primarily utilized the initial and final
sessions’ scores of gamblers who completed the treatments.
However, considering their high dropout rates [48,49], these
data sets could bias gamblers’ characteristics. Moreover, the
data set involving only the first and last sessions does not show
the processes in between, and the model based on these data
sets does not reveal the abstinence likelihood corresponding to
the therapy processes [50]. Long-term data with dropout and
ongoing data sets can be helpful for estimating changes during
therapy, particularly for diseases that require extensive treatment
periods [25-28].

Limitations
This study has 5 limitations. First, the number of female
participants in the study sample was limited. The abstinence
process differs between female and male participants [51];
therefore, future studies must involve more female participants.
Second, the current measurement of gamblers’ symptoms was
based on their utterances in web-based anonymous gambler
chat meetings. Hence, our measurement may underestimate
several gambling symptoms because the measurement could
not assess these symptoms that gamblers did not reveal in the
meetings. To compensate for these limitations, questionnaires
[32] or standardized interview [31] data are required in future
studies. Third, this study identified gamblers through their
anonymous names, but it is possible that 2 different gamblers
used the same anonymous name or that one gambler used
multiple anonymous names. Their identities could not be
checked because of the web-based anonymity settings. Another
data set such as physical meetings [24,49] would be helpful for
validating the findings of this study. Fourth, the small number
of long-term participants is also one of the study limitations.
This study model shows the highest likelihood area for gambling
abstinence (Figure 1A, top right most blue area); this implies
that individuals in this area will not benefit from participating
in web-based anonymous gambler chat meetings. This point
must be re-examined by collecting more data regarding
long-term participants. Fifth, the internal validity of this study
was limited because abstinent and nonabstinent gamblers freely
interacted and the proportion of their change talks was not
manipulated. To increase the internal validity, future studies
must consider an experimental design.

Conclusion
Despite these limitations, this study developed the change talk
model for gambling abstinence in web-based anonymous
gambler chat meetings with the change talk classifier. The
change talk classifier used in this study increased the data size
of psychotherapies [6,12,13,18,44-47] and broadened the
applicability of language analysis on social media for mental
health services [42,43]. The change talk model for abstinence
used in this study can provide personalized evaluation scores
for abstinence and an ideal proportion of change talks to the
gamblers responding to every utterance during the meetings. In
clinical settings, using this model, participants can determine
their abstinence likelihood because the evaluation values are
determined based on their previous utterances before they
participate in the meetings (Figure 1B). The ideal proportion
of change talks can be estimated using this model (Figure 1B)
and they can be motivated to comment at the meetings based
on that proportion. After the meeting, gamblers can also observe
changes in their evaluation values during the meeting, thus
allowing them to objectively evaluate their individual progress
of each meeting (Figure 1B). These factors are considered to
provide personalized feedback for participants [14,17] and can
likely lead to improved outcomes [38]. Providing personalized
evaluation values and the optimal proportion of change talks,
which were also validated in millions of data sets, can increase
the abstinence likelihood of gamblers. This may help to prevent
severe mental, social, and financial problems caused by the
gambling disorder [1-3].
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Abstract

Background: In the face of the COVID-19 pandemic, the German government and the 16 German federal states implemented
a variety of nonpharmaceutical interventions (NPIs) to decelerate the spread of the SARS-CoV-2 virus and thus prevent a collapse
of the health care system. These measures comprised, among others, social distancing, the temporary closure of shops and schools,
and a ban of large public gatherings and meetings with people not living in the same household.

Objective: It is fair to assume that the issued NPIs have heavily affected social life and psychological functioning. We therefore
aimed to examine possible effects of this lockdown in conjunction with daily new infections and the state of the national economy
on people’s interests, motives, and other psychological states.

Methods: We derived 249 keywords from the Google Trends database, tapping into 27 empirically and rationally selected
psychological domains. To overcome issues with reliability and specificity of individual indicator variables, broad factors were
derived by means of time series factor analysis. All domains were subjected to a change point analysis and time series regression
analysis with infection rates, NPIs, and the state of the economy as predictors. All keywords and analyses were preregistered
prior to analysis.

Results: With the pandemic arriving in Germany, significant increases in people’s search interests were observed in virtually
all domains. Although most of the changes were short-lasting, each had a distinguishable onset during the lockdown period.
Regression analysis of the Google Trends data confirmed pronounced autoregressive effects for the investigated variables, while
forecasting by means of the tested predictors (ie, daily new infections, NPIs, and the state of economy) was moderate at best.

Conclusions: Our findings indicate that people’s interests, motives, and psychological states are heavily affected in times of
crisis and lockdown. Specifically, disease- and virus-related domains (eg, pandemic disease, symptoms) peaked early, whereas
personal health strategies (eg, masks, homeschooling) peaked later during the lockdown. Domains addressing social life and
psychosocial functioning showed long-term increases in public interest. Renovation was the only domain to show a decrease in
search interest with the onset of the lockdown. As changes in search behavior are consistent over multiple domains, a Google
Trends analysis may provide information for policy makers on how to adapt and develop intervention, information, and prevention
strategies, especially when NPIs are in effect.

(J Med Internet Res 2021;23(6):e26385)   doi:10.2196/26385
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coronavirus; Google Trends; infodemiology; infoveillance; pandemic; information search; trend; COVID-19; burden; mental
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Introduction

On March 11, 2020, the World Health Organization (WHO)
declared the COVID-19 outbreak a pandemic, as almost all
countries of the world were affected [1]. One month earlier, the
WHO announced the official names of this coronavirus and the
disease it causes as SARS-CoV-2 and COVID-19, respectively
[2]. As of October 3, 2020, there have been 296,958 reported
cases in Germany [3] and 34,495,176 reported cases worldwide
[4].

With increasing case numbers and death counts comes the
necessity to monitor and slow the further spread of the pandemic
[5]. There is strong evidence that human-to-human transmission
is the reason the initial outbreak in Wuhan, China, became
global; thus, it is imperative to prevent secondary infections [6]
(eg, by means of restricting air traffic [7] and other
nonpharmaceutical interventions [NPIs]) in the absence of a
vaccine [8]. NPIs are used to pursue two strategies—mitigation
and suppression of further spread—which can be achieved by
a combination of multiple population-wide measures, such as
social distancing by the entire population; home isolation and
quarantine of cases and their household members; banning mass
gatherings, and closing schools and universities [8,9]. The
implementation of these measures seems to slow the spread of
the pandemic, thus preventing thousands of deaths [9,10]. As
data for monitoring disease spread is difficult to obtain in the
early stages of a pandemic, the use of internet data has become
increasingly valuable, with the emergence of two research
disciplines: infodemiology and infoveillance [11]. Although
the former is a research discipline and methodology studying
the determinants and distribution of health information [12],
the latter is defined as the longitudinal tracking of infodemiology
metrics with the goal of surveillance and trend analysis [13].
Both can help policy makers in developing prevention and
information strategies. As information influences knowledge,
behavior changes, and health outcomes [11,14], the internet can
be used as a handy tool to monitor public search behavior
[15-17] or public awareness [18] of health care issues, allowing
policy makers to quantify knowledge translation gaps [12],
identify misleading information circulation [19,20] or possible
emerging local outbreaks [21], assess people’s needs [22], derive
suitable interventions [23-25], and develop enhanced
communication strategies especially for at-risk subpopulations
[26].

To inform policy makers about crisis-related developments,
researchers have examined changes in search behavior during
the COVID-19 pandemic [27,28]. Google Trends data was used
to monitor public interest in the pandemic from January to
March 2020 by conceptualizing the demand for information as
a single search term (“coronavirus”), showing worldwide peaks
in people’s interest at the end of January as well as shortly after
COVID-19 was declared a pandemic. Pearson correlations
indicated a moderate to high relationship between different
countries regarding search behavior [29], although some studies
(eg, Hu et al [18]) suggest differences during the first peak
between countries and even various subregions of countries.
Typically, announcements of the first local COVID-19 case led
to a widespread increase in search interest as people sought

information about the COVID-19 pandemic [30]. There is
evidence, though, that COVID-19 terms trending in Italy elicited
differential peaks, showing that regions most heavily affected
in terms of infections and deaths were not always the first to
display changes in search interest [19], as local and international
events are capable of influencing public interest [31]. However,
the number of recent COVID-19 infections and deaths is
associated with changes in public interest, which becomes
apparent by maximum correlations when a lead of approximately
–11.5 days is applied [32]. This lagged nature of relationships
has also been found for other COVID-19–related search tags
(eg, the frequency of search queries for loss of smell [33,34]
and taste [34,35] as key symptoms of COVID-19, or public
interest in “pneumonia” [36] or “high temperature”, “cough”,
and “diabetes” [37], as well as “insomnia”, a key signal for
mental distress [38]). The positive relationship seems to be
consistent across different social media platforms and search
engines, such as Baidu and Sina Weibo Indices [36], as well as
with other diseases (eg, the flu outbreak in 2004 [12]). However,
Mavragani [39], who used Google Trends data with the search
tag “coronavirus” to study European countries (ie, Italy, Spain,
France, Germany, and the United Kingdom) found moderate to
high positive Pearson correlations between search queries and
the number of total and daily new cases for all countries except
Italy. An in-depth analysis of multiple time frames indicated a
declining trend of the Pearson correlation coefficient over time,
highlighting an early interest phenomenon. Overall, the increase
of attention is typically short-lived [18,29], even when
accompanied by NPIs issued by policy makers [30].

Given that Google Trends data can indicate population health
literacy, Google Trends queries for “wash hands” and “face
mask” were found to correlate with a lower spreading rate of
COVID-19 cases in 21 countries: the logarithmic increase of
case numbers correlated negatively with the number of days
with high search volume [40]. Google Trends data could
moderately predict new cases, although predictions were not
found to be very precise [41]. Nonetheless, COVID-19
symptoms showed some predictive value, especially when virus
diffusion was monitored by predicting the number of deaths
[42]. Even real-time forecasting of the COVID-19 outbreak has
been shown to be possible [43,44].

However, changes in search behavior are not only limited to
disease symptoms (eg, “anosmia” [45]). Previous research has
similarly shown that COVID-19 has affected the social,
economic, and psychological well-being of humanity, pervading
broad domains of social and daily life, such as COVID-19
awareness [29,32], psychological stress (eg, “anxiety”,
“depression”, “therapy” [46]), food supply (eg, “sourdough”,
“restaurants”, “baking” [46]), economic stressors (eg,
“mortgage”, “homeloan”), social stressors (eg, “divorce”,
“liquor”), and treatment seeking (eg, “cognitive therapy”,
“counselling” [25]), as well as quarantine and even conspiracy
theories [30]. An analysis of Twitter data identified four main
domains of interest for people: the origin of the virus, its sources,
its impact on people, countries, and economies, as well as ways
of mitigating the risk of infection. The latter suggests that
Twitter users are keen to learn and also share their knowledge
with friends and followers, while also discussing the negative
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consequences of the COVID-19 pandemic and its emotional
and psychological impact [22]. Further research found changes
in stress-related and food-related searches, indicating that the
outbreak may have had a significant impact on both people’s
stress levels and daily routines [46].

Despite a growing body of research studying search behavior
regarding COVID-19 and its symptoms in conjunction with
infection and death counts, there seem to be limited research
activities targeting the effects of the issued NPIs. One early
study used Google Trends data from January to March 2020 to
examine the impact of the pandemic and the issued NPIs on
people’s concerns, indexed by changes in search frequency
about mental health issues as well as financial and work-related
consequences. They found an increase in financial and
work-related queries, indicating that people are well aware of
further consequences, such as job loss. There is also some
evidence that queries for “depression” and “suicide” decreased
immediately after the announced pandemic, but increased shortly
after the first wave [25]. Another study stressed the potential
damage to a population’s well-being as a consequence of the
lockdown. It used Google Trends data to test for changes in
people’s well-being and found a substantial increase in search
intensity for boredom in European countries and the United
States, which was accompanied by a higher search volume for
loneliness, worry, and sadness, while searches for stress, suicide,
and divorce declined [47].

Since previous research has shown that the COVID-19 pandemic
has resulted in changes in public interest [18,29,30] beyond the
expected search behavior regarding COVID-19–related
symptoms [22], we conducted this study to investigate the
effects of the pandemic and the corresponding lockdown using
a broad set of psychological domains and interests. As Google
Trends data can function as a proxy for psychological states
and behaviors [46], search interests may indicate changes in

social and daily life. Our 27 domains of interest range from
COVID-19 restrictions to online shopping, sexual interests, and
psychosocial impact. The German government and the 16
German federal states issued a cluster of NPIs to decelerate the
spread of COVID-19. These measures comprised, among others,
social distancing, the temporary closure of shops and schools,
and banning large public gatherings and meetings with people
not living in the same household [5]. As prior studies suggested,
it seems fair to assume that all measures heavily affected social
life and psychological functioning [25,46-48]. Thus, we
expected significant changes in search behavior during the
emerging pandemic and the subsequently issued lockdown
period for all observed domains. Further, daily new infections
were tested as a predictor, given that infection and death counts
have been shown to be associated with an increase in public
interest [32,35]. Additionally, the state of the national economy
was investigated as a predictor, as it may affect people’s
employment situation and related psychological anticipations,
worries, and the need to search for COVID-19–related
information. In turn, changes in search queries and their relevant
predictors can be used to inform policy makers, allowing them
to tailor information and health prevention strategies [23-25].

Methods

Psychological Domains and Indicators of Interest
As preregistered [49], we planned to examine 27 psychologically
meaningful domains that may possibly have been affected by
the COVID-19 pandemic, the NPIs, or associated economic
developments. For each domain, at least three search terms were
selected as indicators. For instance, the domain “pandemic
disease” comprised “coronavirus”, “covid sars”, or “covid-19”
as Google search tags. Descriptions of all domains are given in
Table 1. For all search terms, refer to Multimedia Appendix 1.
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Table 1. All 27 domains and their relevant description.

DescriptionDomain

People’s interest in the virus and the disease it causesPandemic disease

German and international institutions as well as experts providing information on the pandemicHealth care institutions

Names of leading German politicians whose responsibilities comprise dealing with the pandemicPolitical leaders

Information concerning the rapidity and method of virus spreadInfection

Possible symptoms experienced by patients with COVID-19 indicating a virus infectionSymptoms

Sources and methods people could use to obtain an overview of the development of the pandemicInformation seeking

Questions pertaining to the capacities of testing, including locations and general opportunities to have oneself testedTesting

Possibilities of keeping one’s hands virus-freeHand hygiene

Interest in the different types of masks, their effectiveness, and the current regulations on wearing a maskMask

Possible substances used for disinfection and recommendations for appropriate disinfectionDisinfectant

Groceries or household goods that were nearly sold out due to panic buying and hoardingConvenience goods

Interest in vaccination possibilities and fear of a compulsory vaccinationVaccination

Challenges parents have to deal with during the pandemicParenting and childcare

Information about the current restrictions and rules of conductCOVID-19 restrictions

Information about current and future possibilities and relaxations of the issued restrictionsCOVID-19 relaxations

Economic shortcomings and development as consequences of the COVID-19 restrictionsEconomic impact

Changes in sexual interest due to the COVID-19 crisisSexual interest

Possibilities for people to socialize while following COVID-19 restrictions such as social distancingSocial life

Information about new ways of educating students at home while schools were closedHomeschooling

Different ways for employees to stay in contact with their colleagues and to be able to work from homeBusiness communication

Activities that became popular during the lockdown as they could be done without breaking restrictionsHobbies and sports

Renovation activities that could be done at home during the pandemicRenovation

Names of common online sellersOnline shopping

Terms and information about the shipment of itemsDispatching

Negative consequences that arose due to the COVID-19 restrictionsPsychosocial impact

Several conspiracy theories related to the source and spread of the pandemicConspiracy theories

Terms and information about financial aid due to closures and severe restrictionsGovernment support

Retrieving Google Trends Data
Each domain was entered in the Google Trends database to
reveal the number of Google search queries for a given time
period and geolocation using the gtrends package [50] for the
statistical language R [51]. Before downloading, we thoroughly
studied the framework for using Google Trends data, which
highlights the choice of region, time period, and geolocation
[11]. As Google allows one to set different geolocations at the
country and federal state level within a specified period, we
retrieved Google Trends data separately for each search tag for
17 geolocations (ie, Germany and its 16 federal states) for the
period from January 6 to September 1, 2020. We chose this
period to allow for a sufficient period before the first cases
occurred in Germany as a baseline estimate. By default, Google
standardizes the queries per day by the maximum of queries
within the given period, multiplying all values by 100. High
interest in a query is expressed by 100, whereas minor interest

or missing data on queries is expressed by 0. Values below 1
were recoded as 1.

We retrieved Google Trends data for all domains for all 17
geolocations except for 32 search tags falling into 16 domains.
An overview of the domains and search tags for which we could
retrieve Google Trends data is provided in Multimedia Appendix
1. For the analysis, we used only keywords available for all
federal states. As there were differences between the retrieved
time series for the geolocation “DE” for Germany and the
aggregated time series across all federal states, we decided to
use the aggregated time series for further analysis.

Retrieving Daily New Infections Data
As the Robert Koch Institute (RKI), a German federal
government agency and research institute responsible for disease
control and prevention, issued daily situation reports concerning
COVID-19 [52] even before the official declaration of the
pandemic, we made use of the online dashboard application
programming interface (API) to retrieve daily data, comprising
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infection and death counts for each federal state as well as
Germany as a whole from January 6 to September 1, 2020.
Maps of the German federal states together with 7-day incidence
rates are provided in Multimedia Appendix 2, along with
summary statistics for, for example, population density,
cumulative infections, and incidence rates in Multimedia
Appendix 3.

Retrieving Economic Data
The truck toll mileage index (TTMI) provides an early and
sensitive day-to-day proxy for the state of industrial production.
It is computed by using process data of the toll system for trucks
in Germany [53]. According to the German Federal Statistical
Office (Statistisches Bundesamt), the TTMI can serve as a
highly accurate indicator of the economic state with a lag of 5
to 9 days. We retrieved the data for the period from January 6
to September 1, 2020.

Retrieving NPI Data
In the face of the COVID-19 pandemic, the German government
and its federal states issued 14 NPIs to curb the spread of
COVID-19. The measures included limitations regarding leaving
home without reason (ie, only for grocery shopping or a doctor’s
appointment), recommendations to keep social distance (>1.5m),
the obligation to wear a mask in stores and when using public
transport, closure of nonessential shops, closure of hairdressers
and close contact services (eg, massage studios), closure of
nonfood shops (eg, bicycle and hardware stores), closure of
zoos, the prohibition of public demonstrations; closure of
schools, playgrounds, kindergartens, and day care facilities;
closure of religious institutions, and prohibition of meeting in
public with persons not belonging to the same household. The
Leibniz Institute for Psychology (ZPID) provided coded daily
data for all relevant NPIs with their onset, separated by federal
state, from March 8 to June 26, 2020 [5]. We will subsequently
refer to this period as the lockdown period.

Data Reduction and Preprocessing
Within each domain, a time series factor analysis (TSFA) [54]
was used for Germany to test if one hypothesized dominant
factor accounts for the covariation of indicators in the respective
domain. First, we extracted the moving average for 7 days (the
so-called trend) for all search terms for a domain. Second, we
z-standardized the time series to attain loadings, which can be
interpreted as correlations (–1≤λ≤1), and estimated the factor
analysis with a single assumed factor. We used only the trend
information of time series as it represents the long-term process
and behavior of the time series [55]. Indicator variables were
selected when they had positive loadings on the first factor,
thereby iteratively excluding indicators with negative loadings.
We excluded 20 search terms falling into 10 domains
(Multimedia Appendix 1).

For all domains, the scree plots resulting from the selection
process are presented in Multimedia Appendix 4. Next, factor
scores were calculated using the loadings on the first factor as
weights to aggregate a single time series for each keyword per
federal state, retrieving a mean time series for each domain. We
then deseasonalized the time series for each domain, supposing
an additive model with weekly seasonality for every time series.

Since the NPIs were issued at different times, we used TSFA
to identify factors that describe their covariation. We differenced
every time series, so they corresponded with daily change scores,
prior to computing the TSFA. Scree plots could be interpreted
as indicating a two- or three-factorial structure. The two-factor
model could be more consistently interpreted, yielding one
factor of “regulation of outdoor activities” (NPI Outdoor) and
another factor of “regulation of social life” (NPI Social).
Corresponding with the selection criteria applied to Google
Trends data, we excluded indicator time series with negative
loadings. We calculated factor scores using the loadings as
weights to aggregate single time series for each NPI, resulting
in a single mean time series for each NPI factor. Details
concerning indicators and their respective loadings are given
in Table 2.
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Table 2. TSFA loadings for the two extracted NPI factors, regulation of outdoor activities (NPI Outdoor) and regulation of social life (NPI Social), for

aggregated time series dataa.

Regulation of social life (NPI Social)Regulation of outdoor activities (NPI Outdoor)NPI

.91N/AbProhibition to leave home

.74.31Social distancing

N/A.06Rule to wear a mask in public

N/A.28Closure of nonessential shops

.58.02Closure of hairdressers and close contact services

.22.39Closure of nonfood shops

N/A.99Closure of zoos

N/A.32Prohibition of public demonstrations

.05.41Closure of schools

.05.67Closure of religious institutions

.73 N/AProhibition to meet with nonhousehold members

.69.14Prohibition to meet with more friends

 N/A.93Closure of shops

.10.48Closure of kindergartens and day care

aIndicators with negative loadings were omitted from the factor scores. NPI: nonpharmaceutical intervention. TSFA: time series factor analysis.
bN/A: not applicable.

Visual Inspection and Change Point Analysis
Each aggregated time series per domain and federal state was
carefully screened in conjunction with the time series for daily
new infections, as well as the economic state and the two NPI
factors “regulation of outdoor activities” and “regulation of
social life.” As we assumed structural breaks, indicating a major
change in the underlying processes of the time series, we
proceeded with a change point analysis with an intercept-only
model to identify changes in the level for the lockdown period
[56].

Time Series Regression Analysis
For regression analysis, we conceptualized search behavior over
time for each federal state as a criterion variable in linear mixed
models, testing intercept-only models to identify a possible
hierarchical structure as it would be indicated by a substantial
intraclass correlation (ICC). Since there were no meaningful
ICCs (all ICC<0.05, as preregistered), we proceeded with
models for Germany only. We used daily new infections, the
NPI factors NPI Outdoor and NPI Social, as well as the TTMI
as predictors. Criterion and predictor variables were
z-standardized before linear modelling. To account for the
autocorrelation in time series, we used an autoregressive
integrated moving average (ARIMA) approach to fit the models
[55,57]. ARIMA models are a form of generalized least squares
models with three parameters, namely p, d, and q. The p
parameter denotes the order of the autoregressive part AR(p).
In an autoregressive model, the values in a time series Yt are
predicted by its lagged values Yt-p. For a lag of 1, the
AR(1)-model is equal to equation 1.

Yt = β0 + β1Yt-1 + εt (1)

For the moving average part, the parameter q denotes the order
of previous error values εt-q used to predict the time series Yt.
An MA(1)-model is equal to equation 2.

Yt = β0 + β1 εt-1 + εt (2)

The d parameter stands for “integrated” and denotes the order
of differencing that was applied to the time series before an
autoregressive moving-average (ARMA) analysis. Differencing
is used to adjust for seasonality in the time series and can be
repeated multiple times. In summary, an ARIMA model with
the parameters p=1, d=1, and q=1 with a predictor X1 and Dt =
Yt – Yt-1 is equal to equation 3.

Dt = β0 + β1X1 + β2 εt-1 + β3Dt-1 + εt (3)

In time series regression, predictors are frequently allowed to
exert lagged effects. To estimate this lag period, the time
parameter is adjusted (shifting the time series) to maximize
predictive power. As we were only interested in predicting
Google Trends data, we focused on shifting predictors forward
from 0 to 21 days. In this case of shifting a time series forward,
the value of a time series (Yt) is replaced by its successive value
(Yt+1), which is called a lead. We refrained from using the
Bayesian information criterion [58] for model selection as
preregistered [49], since iteratively shifting time series resulted
in different combinations of ARIMA parameters, rendering a
meaningful interpretation of the respective fit values impossible.
Therefore, we selected the lag period for which the predictor
exerted a maximal correlation with the criterion variable. The
cross-correlation functions for all relevant predictors (ie, daily
new infections, NPI factors NPI Outdoor and NPI Social, TTMI)
are provided in Multimedia Appendix 5.
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All statistical analyses were performed using the statistical
language R [51] with the package strucchange [56] for
identifying structural breaks and the package lme4 [59] for linear
modeling.

Results

Cross-Correlation Between Domains
Search interests for all 27 domains were moderately to highly
correlated (Figure 1, lower triangle). Exceptions can be noticed

for the domains parenting and childcare, COVID-19 relaxations,
sexual interest, renovation, and government support. To identify
possible lagged relations between domains, we shifted one time
series in the range from 0 to 21 days. The maximum correlations
obtained within this time-lagged range were highly comparable
to the concurrent correlation. Hence, the overall pattern of
correlations across domains was hardly affected (Figure 1, upper
triangle).

Figure 1. Heat map of cross-correlations for all 27 domains for Germany only. The lower triangle shows concurrent cross-correlations. The upper
triangle shows maximal correlations obtained when the time series of one domain was shifted across a range from 0 to 21 days relative to the time series
of the corresponding other domain. CCF: cross-correlation function.

Visual and Change Point Analysis
All domains showed pronounced changes in people’s search
behavior in the corresponding period from January 6 to
September 1, 2020, although the changes were mostly
short-lived (Figures 2 and 3). Many domains showed different
onsets during the COVID-19 crisis. Disease- and virus-related
domains (ie, pandemic disease, health care institutions,
infection, symptoms, testing, hand hygiene, disinfectant,
parenting and childcare, COVID-19 restrictions, and economic
impact) show an early onset, but searches decreased quickly.
Public interest in political leaders peaked multiple times, while
the domains vaccination, social life, homeschooling, hobbies

and sports, psychosocial impact, and dispatching seem to be of
higher, long-term interest. Interest in other domains seemed to
be related to the onset of the NPIs (eg, the domain mask peaked
when the obligation to wear masks in shops and public transport
was announced). Interest in government support (ie, financial
support programs provided by the national government)
increased in later stages of the lockdown, while COVID-19
relaxations and conspiracy theories attracted attention primarily
in the middle of the lockdown phase. For each domain,
noticeable changes in the level (ie, mean for a chosen period of
time) indicate significant changes in public interest during the
examined lockdown period from March 8 to June 26, 2020, in
Germany.
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Figure 2. Z-standardized Google Trends for the first 14 domains. The red function indicates the trend for Germany, while the grey functions correspond
with the trends for the 16 federal states. The grey shaded area represents the lockdown period in Germany from March 8 to June 26, 2020. Change
points, indicating level changes, are represented by the vertical blue dashed lines. The intensity of daily new infections (Cases), countermeasures (NPI
Social and NPI Outdoor), and the proxy for the state of economy (TTMI) is plotted below. NPI: nonpharmaceutical intervention; TTMI: truck toll
mileage index.
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Figure 3. Z-standardized Google Trends for 13 additional domains. The red function indicates the trend for Germany, while the grey functions correspond
to the trends for the 16 federal states. The grey shaded area represents the lockdown period in Germany from March 8 to June 26, 2020. Change points,
indicating level changes, are represented by the vertical blue dashed lines. The intensity of daily new infections (Cases), countermeasures (NPI Social
and NPI Outdoor), and the proxy for the state of economy (TTMI) are plotted below. NPI: nonpharmaceutical intervention; TTMI: truck toll mileage
index.

Time Series Regression Analysis
We conceptualized search interests in all 27 domains as criterion
variables in ARIMA regression analyses and entered four
predictors—namely, daily new infection cases, both NPI factors
(NPI Outdoor and NPI Social), and the TTMI as a proxy for

the economic state. All analyses were conducted for Germany
as a whole, as low ICCs indexed no meaningful heterogeneity
between federal states. Table 3 summarizes the results for the
regression part. Overall, all predictors showed a different pattern
and, thus, predictive value for different domains. Although new
infections seemed to have a delayed effect on public interest
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(see the “Lead” column), the NPI factors and TTMI had their
highest effect directly at lag 0. Almost all models benefitted
from the ARIMA approach, as shown in Table 4. Most domains
needed differencing to account for nonstationarity. Additionally,

to handle the correlated residual structure, almost all domains
were estimated with an autoregressive or moving average
component.

Table 3. ARIMA regression results for the regression part with standardized betas for the intercept and all relevant predictors (infection cases, both

NPI factors, and the TTMI), separate for all domainsa.

Regression termDomain

TTMINPI SocialNPI OutdoorNew infections

P valueβ4LeadP valueβ3LeadP valueβ2LeadP valueβ1Lead

.27–.020.09–.260.21–.220.03.15–12Pandemic disease

.03–.09–13<.001.60–13.07.250.02.23–9Health care institutions

.06–.18–11.40.26–11.99.010.16.26–5Political leaders

.09–.05–12<.001.61–12.40.140.24.09–7Infection

.17–.030<.001–.470.82.030.03.10–11Symptoms

.04–.080<.001–.960.24.380.58.07–11Information seeking

.03–.110.33–.270.76–.090.58.08–13Testing

.52–.030.22–.210.37–.170.04.24–13Hand hygiene

.03–.060.87–.040.21.77–21.86–.03–18Mask

.90.010.32–.210.85–.040.77.03–12Disinfectant

.06–.06–9<.001.42–9.01.290.04.18–4Convenience goods

.44–.05–13<.0011.18–13.16–.330.72.05–5Vaccination

.38.070.42–.170.18–.250.02–.320Parenting and childcare

.19–.04–10<.001.57–10.02.440.27.07–6COVID-19 restrictions

.56.02–15.70.18–15<.001.65–2.35–.13–1COVID-19 relaxations

.70–.02–8.07.36–8.94–.05–10<.001.48–1Economic impact

.10.160.86.050.47.240.58–.12–12Sexual interest

.07–.12–3<.001.57–3.18–.49–10.15.21–4Social life

<.001–.170.48.260.27.490.75–.07–18Homeschooling

.06–.09–4.06.34–4.88–.09–10<.001.340Business communication

.27–.05–3<.0011.07–3.93–.04–10.14–.160Hobbies and sports

.91–.010.68.060.99.010<.001–.68–11Renovation

.05–.10–9<.001.49–9<.001.470<.001.30–3Online shopping

<.001–.430.19.270.89–.030.53.090Dispatching

.48–.05–9.02.40–9.11.290.09.26–3Psychosocial impact

.40–.07–1.33.31–1.82.25–21.88–.03–21Conspiracy theories

.01.23–13.27–.41–13.28.190.59.11–7Government support

aLead corresponds to the forward-shifted time series for the corresponding number of days. Zero values indicate the original time series without shift.
ARIMA: autoregressive integrated moving average; NPI: nonpharmaceutical intervention; TTMI: truck toll mileage index.
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Table 4. ARIMA regression results for the ARIMA model part with standardized betas for the autoregressive and moving average componentsa.

ARIMA termARIMA (p,d,q)Domain

Moving average componentAutoregressive component

P valueMA(2)P valueMA(1)P valueAR(2)P valueAR(1)qdp

N/A<.001.85N/Ab<.001–.94111Pandemic disease

N/A<.001–.64N/AN/A110Health care institutions

N/AN/A.04.21<.001.32002Political leaders

N/A.02–.28N/AN/A110Infection

.04.40<.001–1.03N/A<.001.61311Symptoms

N/AN/AN/AN/A010Information seeking

N/A.03–.26N/AN/A110Testing

N/A<.001–.57N/AN/A110Hand hygiene

N/A<.001.85N/A<.001–.59111Mask

N/AN/AN/AN/A010Disinfectant

.06–.22<.001–.53N/AN/A210Convenience goods

N/A<.001–.52N/AN/A110Vaccination

N/A<.001.40N/AN/A100Parenting and childcare

<.001.30<.001–.41N/A<.001.97201COVID-19 restrictions

N/AN/AN/A<.001.87001COVID-19 relaxations

N/A<.001–.50N/AN/A110Economic impact

N/A<.001–.70N/AN/A110Sexual interest

<.001–.34<.001–.57N/AN/A210Social life

N/AN/AN/AN/A010Homeschooling

N/A<.001–.48N/AN/A110Business communication

N/A<.001–.85N/A.03.28111Hobbies and sports

N/AN/AN/A<.001.41001Renovation

N/A<.001–.68N/AN/A110Online shopping

N/AN/AN/A<.001.56001Dispatching

N/A<.001–.89N/AN/A110Psychosocial impact

N/A<.001–.46N/AN/A110Conspiracy theories

aThe ARIMA model parameters p, d, and q represent the order of the autoregressive components, the order of differencing of the original time series,
and the order of the moving average components, respectively. ARIMA: autoregressive integrated moving average.
bN/A: not applicable.

Discussion

Principal Results
This study was conducted to test possible effects of the
COVID-19 pandemic, in conjunction with lockdown NPIs, daily
new infections, and the state of the national economy, on
people’s social and psychological interests, going beyond
previous research examining only a few domains for a limited
timespan [33,35-37]. Specifically, we tested search interests for
27 broad domains capturing social life and psychological
functioning. To this end, 249 search terms from the Google
Trends database were used as observed indicators. Factor scores
obtained in time series factor analyses were used to overcome

the challenges of unreliability and specificity of single indicator
variables. Search interests in all investigated domains were
found to be heavily affected by the COVID-19 pandemic.
Confirming previous findings, increases in search interests were
mostly short-lived [18,29], indicating possible knowledge
translation gaps, which could be overcome by adapting public
information strategies [23-25].

While disease- and virus-associated domains (ie, pandemic
disease, health care institutions, infection, symptoms, hand
hygiene, disinfectant, and COVID-19 restrictions) showed early
increases in public interest, the domains homeschooling and
mask were not triggered by first reports but peaked later, when
the lockdown measures had been issued for some time already.
Searches for the names of political leaders peaked multiple
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times, whereas the domains vaccination, social life, hobbies
and sports, psychosocial impact, and dispatching revealed more
long-term interest. This is in line with previous research, which
has shown that people responded to the first reports of infections
by seeking out information about COVID-19, as measured by
searches for coronavirus, coronavirus symptoms, and hand
sanitizer [30]. Contrary, personal health strategies (ie, mask,
medication) and community-level policies (ie, school closures,
testing) were found to peak at later stages of the pandemic [30].
Additionally, differences between domains and their delayed
occurrence have been reported multiple times [19,30,46].

We did not find meaningful differences between German federal
states for any of the studied domains. This corresponds with
high correlations for the single search term “coronavirus” for
multiple countries in previous research [29]. However, other
research has shown differences in the onset of COVID-19 search
terms in Google Trends, even for subregions within countries
[18]. Hence, we assume that the highly comparable search
interests observed across German federal states could reflect,
in part, that German federal states issued comparable clusters
of NPIs simultaneously [5].

Generally, cross-correlations between domains were found to
be highest for nonshifted time series, which we tentatively
interpret as indicating that the announcement of NPIs
immediately influences public interest. This potentially reveals
a decisive point worth considering when developing information
strategies.

Change point analyses indicate level changes in public interest
over the lockdown period for all domains. However, there was
no conclusive evidence that change points for domains
consistently coincide with the onset of the NPIs. This suggests
that changes observed in search interests for domains are not
directly related with the onset of NPIs. Nevertheless, certain
domains characterized by a high cross-correlation (eg, pandemic
disease and health care institutions) revealed a comparable
pattern of change points (see Figure 1 for all cross-correlations
and Figures 2 and 3 for the time series with change points).
Change points may thus be prone to changes within and between
time series but are not sensitive enough to coincide with the
onset of new infection cases or the onset of NPIs. They could
provide circumstantial evidence of co-occurrence of events, but
they lack sensitivity to identify temporarily lagged effects.

To shed light on possibly lagged effects, all domains were
subject to time series regression. In line with previous evidence
[32,36,37] that search interests for COVID-19–related search
tags follow increases in infection rates after 8-14 days, daily
new infections were a leading predictor in the current study as
well. This confirmed a comparably lagged pattern, especially
for the domains pandemic disease, health care institutions,
symptoms, and hand hygiene within the aforementioned lead
(see Table 3). A rise in new infection cases also predicted search
interest for convenience goods, economic impact, and business
communication but was related to reduced interest in parenting
and childcare and renovation. As the lockdown has been shown
to considerably affect social life and people’s routines
[25,46,47], we chose the two NPI factors capturing regulations
pertaining to outdoor activities and social life as additional

predictors. Both factors appeared to be differentially related
with domains. The factor capturing regulation of outdoor
activities was positively related with search interests for
convenience goods, COVID-19 relaxations, and online shopping.
The factor capturing regulation of social activities predicted
search interests with the same direction for the same domains
as the factor capturing regulation of outdoor activities, and
additionally health care institutions, infection, vaccination,
social life, hobbies and sports, and psychosocial impact. Further,
it was negatively related with the domains symptoms and
information seeking. Overall, our results indicate that NPIs
targeting the regulation of social life may have more impact on
people’s behavior and routines.

The proxy variable for the state of economy (TTMI) revealed
relatively consistent negative relations with the investigated
search interests of arguably low magnitude. The direction of
this effect is plausible, as it indicates increasing interest as the
economy declines. However, the small magnitude of these
effects suggests that the economic situation had a rather small
impact on people’s social and psychological interests in the first
lockdown period.

Limitations
This study used the information available in public databases
and Google Trends as a proxy for people’s psychological
interests, motives, and concerns. Given that inferences were
drawn only from individuals with access to the internet who
use the Google search engine, results could be biased to some
extent (eg, because older adults or low-income people could be
underrepresented in the sample). However, we deem this effect
to be rather small, as 95% of households in Germany have
access to the internet [60]. Further, there is evidence showing
that information drawn from different search engines and social
media platforms is highly comparable [36], hence, results can
be expected not to be specific for the Google search engine
only.

We investigated whether changes in search interests were
affected by the onset of the pandemic and the corresponding
lockdown in Germany. However, in a globally connected world,
news from abroad could have easily affected search interests.
In fact, search interest in COVID-19 reached its first peak before
infection rates rose in Europe, especially when infection rates
rose exponentially in China [32], suggesting a global influence
[18]. The fact that regions with the highest numbers of cases
were not always the first in terms of spreading information
suggests a considerable role of cross-effects [19]. Consequently,
regional, national, and even global events can exert an effect
on public interest [31].

Some of the used search tags (eg, diarrhea) may not be uniquely
related to the COVID-19 outbreak [11]. We addressed this
challenge in two ways. First, we investigated relatively long
baseline phases to test if interest after the arrival of the pandemic
increased meaningfully compared to its baseline. Second, we
did not base our analyses on single search tags that could easily
be affected by third factors. Rather, we estimated interest in
domains based on the aggregated information across several
search tags.
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Regression analysis revealed the necessity to account for
correlated residuals during the linear modelling of Google
Trends data. Another alternative for time series data would be
the usage of vector autoregressive models (VAR) for prediction.
VAR offers the advantage that criterion and predictor variables
are interchangeable, allowing the use of all variables without
prior assumptions about causality. This seems appropriate as
cross-correlation functions in Multimedia Appendix 5 show
moderate to high correlations between all studied time series.
Even predicting new infection hot spots seems possible by
analyzing public interest, given a proper sample size. Although
this might be counterintuitive, there is supporting evidence that
Google Trends data can be used to find new symptoms caused
by diseases [41].

Although we z-standardized all variables prior to regression
analysis, some betas exceeded the value of 1 (see Table 2,
predictor NPI Social for the domains vaccination and hobbies
and sports), possibly indicating suppression effects. However,
post hoc correlation analysis between predictors indicated only
moderate positive correlation. Thus, predictors are not highly
collinear and betas exceeding 1 may reflect computational
imprecision.

In line with our preregistration [49], our study was multivariate
and multiple analyses had to be conducted. However, we did
not correct statistical significances for multiple testing as we
believe that effect sizes of the observed relations are more
meaningful and closely in line with previous research for
empirically derived domains. Nonetheless, we consider
replication in independent samples very valuable to corroborate
the obtained results, especially for the rationally selected
domains used in the exploratory analyses.

Conclusions
This study shows that people’s search interests are considerably
affected by the pandemic and the issued NPIs. Increases were
observed across a broad set of domains, reflecting psychological
interests, motives, and concerns. For disease- and
virus-associated domains, the increases occurred shortly after
the onset of the pandemic, whereas domains capturing personal
health strategies or community-level policies peaked later during
the lockdown period. Renovation was the only domain to show
an early decrease in public interest. The different onsets of the
studied domains may indicate that some consequences are yet
to become apparent, (eg, an increase in mental disorders due to
novel life circumstances during the lockdown). Further research
could, therefore, tap into multiple, more detailed domains using
the demonstrated approach of TSFA while combining multiple
keywords to handle undesirable error variance.

Using Google Trends data provides insights into people’s search
interests. The high sensitivity backs the interpretation of changes
in public interest as a behavioral tendency [18,46]. Analyzing
Google Trends data solves the problem of data scarcity,
providing inexpensive information regarding possible behavioral
changes that would be difficult to attain by means of
questionnaire and survey data. This study shows pronounced
changes in people’s search interests during crises and lockdown,
although prediction of specific developments is moderate at
best. Given the relatively broad effects across the diverse
domains, manifold effects on psychological interests, motives,
and worries are indicated. In turn, these effects can help policy
makers to develop a better insight into people’s needs and
concerns and to adapt and develop suitable information,
prevention, and intervention strategies.
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Multimedia Appendix 1
Overview of domains and corresponding search tags. Search tags we could not retrieve via Google Trends are marked with a *.
Search tags that were dropped during data reduction and preprocessing are marked with a †.
[DOCX File , 43 KB - jmir_v23i6e26385_app1.docx ]

Multimedia Appendix 2
Map showing the 16 German federal states colored by 7-day incidence of COVID-19 per 100,000 inhabitants for the middle
(April 30, 2020) and the end of the lockdown (June 26, 2020) in Germany.
[DOCX File , 130 KB - jmir_v23i6e26385_app2.docx ]

Multimedia Appendix 3
Summary statistics for population number and density, as well as cumulative infection and incidence rates for all federal states
and Germany.
[DOCX File , 22 KB - jmir_v23i6e26385_app3.docx ]
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Multimedia Appendix 4
Scree plots for time series factor analysis for each domain after deleting items with negative loadings, in line with the preregistered
protocol. All scree plots support the predicted underlying one-factor structure, indicating the communality of the respective
domain.
[DOCX File , 332 KB - jmir_v23i6e26385_app4.docx ]

Multimedia Appendix 5
Cross-correlation functions for each predictor for leads and lags of up to ±21 days for all domains used in the analysis. Predictive
value as a function of lead/lag is given for infection rates, the countermeasure factors capturing regulation of outdoor activities
(CM Outdoor) and regulation of social life (CM Social), and the truck toll mileage index as an indicator of the state of economy
in Germany.
[DOCX File , 896 KB - jmir_v23i6e26385_app5.docx ]
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Abstract

Background: Cultural trends in the United States, the nicotine consumer marketplace, and tobacco policies are changing.

Objective: The goal of this study was to identify and describe nicotine-related topics of conversation authored by the public
and social bots on Twitter, including any misinformation or misconceptions that health education campaigns could potentially
correct.

Methods: Twitter posts containing the term “nicotine” were obtained from September 30, 2018 to October 1, 2019. Methods
were used to distinguish between posts from social bots and nonbots. Text classifiers were used to identify topics in posts
(n=300,360).

Results: Prevalent topics of posts included vaping, smoking, addiction, withdrawal, nicotine health risks, and quit nicotine,
with mentions of going “cold turkey” and needing help in quitting. Cessation was a common topic, with mentions of quitting and
stopping smoking. Social bots discussed unsubstantiated health claims including how hypnotherapy, acupuncture, magnets worn
on the ears, and time spent in the sauna can help in smoking cessation.

Conclusions: Health education efforts are needed to correct unsubstantiated health claims on Twitter and ultimately direct
individuals who want to quit smoking to evidence-based cessation strategies. Future interventions could be designed to follow
these topics of discussions on Twitter and engage with members of the public about evidence-based cessation methods in near
real time when people are contemplating cessation.

(J Med Internet Res 2021;23(6):e25579)   doi:10.2196/25579

KEYWORDS

nicotine; electronic cigarettes; Twitter; social media; social bots; cessation

Introduction

While combustible tobacco product use is declining in the
United States, electronic cigarette (e-cigarette) use has risen in
recent years among youth and young adults [1]. Nicotine is the
primary psychoactive substance responsible for the abuse
potential (ie, the likelihood that a substance will cause addiction)
of combustible tobacco products and many e-cigarettes [2]. Like

several other psychoactive drugs, including caffeine and
amphetamines, nicotine produces acute central nervous system
effects including increased heart rate, blood pressure, alertness,
and decreased appetite [3], and both animal and human studies
suggest that the drug may produce long-term deleterious effects
on cognitive development among youth [3,4].

Research has repeatedly shown that there is substantial
misunderstanding regarding the health risks of nicotine use [5].
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While nicotine is the psychoactive component that sustains
tobacco dependence [6], the primary carcinogenic harms are
due to combustion of the tobacco leaf [3]. Nevertheless, one
study demonstrated that 54% of smokers incorrectly believed
that reductions in nicotine made cigarettes less dangerous [7].
Additionally, young adults (a priority population for tobacco
control) commonly have misperceptions about the safety profile
and nicotine content in e-cigarettes [8], including the
unsubstantiated belief that e-cigarettes are relatively safe despite
the burgeoning evidence indicating the products’nicotine-related
abuse potential [9,10] and associations with progression to
regular combustible cigarette use [11].

Availability of different e-cigarette products like those
compatible with multiple substances (eg, open-system pod
mods) [12-14] or products that facilitate customization may
contribute to youth experimentation and transitions to
combustible cigarette use. Such nicotine-use trajectories among
youth make it crucial to characterize the public’s experiences
with, and perceptions of, nicotine.

Publicly accessible data from people who post to social media
platforms, like Twitter, can be used to describe perceptions of
nicotine and the social and environment context surrounding
nicotine use [15]. Twitter is used by 22% of US adults
(distributed fairly evenly through racial and gender groups),
with 42% of users on the platform daily [16]. Twitter is also
used by 32% of adolescents (13 to 17 years old) in the United
States [17]. Previous analyses of posts to Twitter have provided
insight about what the public organically discusses regarding
tobacco, including the frequency of use, co-use with other
substances (eg, alcohol, marijuana), mentions of tobacco product
appeal, and the locations where tobacco is often used [18,19].
Past literature also highlights the role of social bots (ie,
automated accounts created to produce content and interact with
human accounts on Twitter) in spreading unsubstantiated health
claims and misinformation on health-related topics such as
vaping and vaccines [20,21]. The goal of this study was to
identify and describe nicotine-related topics of conversation
authored by the public and social bots on Twitter, including any
misinformation or misconceptions that health education
campaigns could potentially correct.

Methods

Twitter posts containing the term “nicotine” (“#nicotine” would
also be included in this search) were obtained from Twitter’s
Streaming Application Program Interface (API; the filtered
stream using the Twitter4J library for collecting tweets with no
gaps in the collection time) from September 30, 2018 to October
1, 2019. There was a total of 1,203,466 posts containing this
term during this time. Similar to prior research [15,18], we
removed all retweets (n=786,327) and non-English tweets
(n=45,497), resulting in 371,642 unique tweets. Removing
retweets allowed us to treat each observation as independent.
Posts that contained the term “nicotine” but were determined
to be unrelated to our research objectives were identified and
removed. This included tweets containing the phrases, “bad
nicotine,” “nicotine heroin,” “nicotine stain,” and “silver spoon,”

as these were references to popular song lyrics. As a result of
this filtering process, we were left with 364,430 unique tweets.

Next, we identified social bots [20]. Social bots may bias the
data, reducing our ability to dependably describe the public’s
recent experience with nicotine [22]. We used Botometer [23]
to distinguish between nonbots and social bots. Botometer
analyzes the characteristics of a Twitter account and scores it
based on how likely the account is to be a social bot. It is
considered a state-of-the-art machine learning algorithm and
has been used in prior research revolving around social bots
and public health [15,21,24]. The Botometer threshold was set
to ≥4 on the scale out of 5 of English scores and similar to prior
research [25]. Each Twitter account was screened after posts
were collected (ie, not in real time). During this process, Twitter
accounts (n=27,186) responsible for posts in our data had been
deleted. Because these Twitter accounts ceased to exist and
could not be processed through Botometer, we removed the
posts (n=42,890) from these accounts from our data. The final
sample contained 321,540 posts, with 300,360 posts from
181,439 unique nonbot accounts, and 21,180 posts from 5889
social bots.

All analyses relied on public, anonymized data; adhered to the
terms and conditions, terms of use, and privacy policies of
Twitter; and were performed under the institutional review board
approval from the authors’ university. To protect privacy, no
tweets were reported verbatim in this article. To promote full
transparency and foster reproducibility, all data and code are
available from the lead author and posted on his website and
data repository.

To prepare tweets for analysis, we conducted a number of
transformations, including (1) basic normalization (ie, lower
casing all tweets; removing extra spaces, punctuation, and
special characters such as brackets), (2) stop word removal (ie,
removing words such as “a,” “the”), (3) normalizing Twitter
account mentions (ie, @account_name occurrences in the tweets
were replaced by @person — a common token for all accounts),
(4) lemmatization (ie, the removal of inflections and variants
of words), (5) nonprintable character removal (ie, removing
emoticons or as symbols from non-English languages), and (6)
removal of hashtags and URLs.

To find topics within the tweets, we generated n-grams for n=1
(ie, unigrams) and n=2 (ie, bigrams) from each tweet. An n-gram
is simply a sequence of n words. For example, the phrase “Player
breaks record” contains the unigrams “player,” “breaks,”
“record” and the bigrams “player breaks” and “breaks record.”
By generating frequency counts of the most common unigrams
and bigrams, we obtained an initial sense of the commonly
discussed topics. From this assessment of the most common
words and phrases, 4 of the authors reviewed posts in their
entirety and arrived at a consensus on 15 commonly occurring
topics. This strategy was used to summarize the raw text-based
data, documenting the patterns that were present. Topics
included person tagging (@person), addiction (mentions of
being addicted to nicotine or craving nicotine), appeal (mentions
of liking or loving nicotine), nicotine replacement therapies
(NRT; mentions of the patch, gum, nicotine replacement),
vaping (mentions of using e-cigarettes, vaping, JUUL), smoking
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(mentions of smoking cigarettes, using other combustible
tobacco), nicotine health risks (mentions of nicotine effects on
the brain, respiratory health, the amount of nicotine in products),
withdrawal (mentions of nicotine withdrawal), quit nicotine
(mentions of quitting nicotine or going nicotine free), cessation
(mentions of quitting or stopping smoking), polysubstance use
(mentions of alcohol and nicotine use), caffeine (mentions of
coffee and nicotine use), underage use (mentions of children
and teens using nicotine, use of nicotine at high schools), and
new products (mentions of a “nicotine shot” or a supplement
to boost the amount of nicotine in e-liquids). Nicotine is safe
(mentions of nicotine not being harmful by itself) was a topic
established a priori since these posts may reflect misconceptions
that could be addressed by health education campaigns [26].

Each tweet was classified to one or more topics based on the
occurrence of at least one topic-related pattern, which is similar
to prior research [18,25]. This pattern could be a unigram, a
bigram, or groups of words that must occur in the normalized
tweets in a specific order. This was accomplished by using a
rule-based classification algorithm developed in Python that
inspects each tweet for the presence of a specified set of patterns
representing a topic. Since a single post could discuss multiple
topics, we report the percentage of overlap between each topic
by utilizing a confusion matrix. Each cell in the matrix
represents the intersection of 2 topics. The value of the cell
represents the percentage of the total corpus that belongs to both
topics. For example, a hypothetical post such as “Hey @person
look who is nicotine free today” would be classified under
“person tagging” and “quit nicotine.” The number of posts
containing both would be found at the intersection of the matrix
for these 2 topics.

Results

The total coverage of the 15 topics constituted 82.86%
(248,893/300,360) of all tweets in the corpus from nonbots

(Figure 1). The remaining 17.14% (51,467/300,360) of tweets
were too diverse to be classified into a single topic with
meaningful coverage (ie, coverage of each subsequent topic
would be less than 1% of total tweets). The most prevalent topic
in this corpus was “person tagging” at 40.27%
(120,962/300,360), followed by “smoking” at 20.96%
(62,956/300,360) and “vaping” at 20.89% (62,736/300,360).
“Addiction” was the next most prevalent topic at 19.85%
(59,634/300,360), followed by “NRT” at 12.14 %
(36,475/300,360) and “quit nicotine” at 10.23%
(30,724/300,360). Among “quit nicotine,” posts suggested going
“cold turkey,” a day without nicotine, trying to quit, and needing
help in quitting. “Nicotine health risks” was a common topic at
7.95% (23,869/300,360), followed by “underage use” at 6.89%
(20,683/300,360), “caffeine” at 5.40% (16,233/300,360),
“appeal” at 4.68% (14,061/300,360), “new products” at 4.24%
(12,747/300,360), and “cessation” at 3.43% (10,288/300,360).
Among “cessation,” posts suggested quitting and stopping
smoking. “Nicotine is safe” was an uncommon topic at 0.50%
(1489/300,360).

The total coverage of the same 15 topics constituted 75.56%
(16,004/21,180) of all tweets in the corpus from social bots
(Figure 2). Comparing the 2 corpora, some topics had similar
prevalences, while other topics stood out with large differences.
For example, the largest difference in prevalence in topics
between corpora was found in “person tagging” (nonbots at
40.27% [120,962/300,360] versus social bots at 20.47%
[4336/21,180]), followed by “new products” (nonbots at 4.24%
[12,747/300,360] versus social bots 14.62% [3096/21,180]) and
“addiction” (nonbots at 19.85% [59,634/300,360] versus social
bots at 9.22% [1952/21,180]). The content found in each
category was overall consistent between nonbots and social bots
in all but “cessation.” Posts in “cessation” from social bots
regularly included the use of hypnotherapy, acupuncture,
magnets worn on the ears, and time spent in the sauna as
effective ways to stop smoking.
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Figure 1. Prevalence of topics from nonbot corpus. NRT: nicotine replacement therapy.
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Figure 2. Comparison of prevalence of topics between nonbots and social bots. NRT: nicotine replacement therapy.

Discussion

Principal Findings
This study is one of the largest Twitter studies to date focused
on nicotine-related conversations, describing over 300,000
unique posts from over 180,000 unique accounts and addressing
the underlying questions of what the public discusses or
perceives about nicotine (rather than focusing on one specific
tobacco product). We identified a number of topics of
conversation ranging from nicotine appeal to withdrawal to
smoking cessation. Posts discussed addiction, NRT, health risks,
and nicotine use in combination with alcohol and caffeine. This
study also distinguished nicotine-related topics of conversations
by social bots and nonbots, describing differences in prevalence
of topics by account type.

In this study, Twitter posts mentioning new products represented
a larger proportion of posts by social bots compared to nonbots,
suggesting that companies or retailers or e-cigarette hobbyists
may be using bots to promote new products. Social bots have
previously been found to promote emerging products on Twitter;
for example, in 2017, it was found that social bots were more
than 2 times as likely to post about a new vaping product
compared to nonbots [15]. Posts from social bots identified in
the present study perpetuated a number of methods with very
limited evidence as smoking cessation interventions, including

hypnotherapy, acupuncture, trips to the sauna, and the use of
magnets behind the ear. In contrast to front-line treatments such
as tailored behavioral counseling (eg, individual, group, and
phone) and medication (eg, varenicline, bupropion, NRT), these
alternative methods have little to no empirical evidence to
support their efficacy [27,28]. Unsubstantiated health claims
perpetuated by social bots may have offline consequences, such
as leaving Twitter users with the impression that these methods
are good cessation strategies, thus diverting them from more
effective approaches.

Unsubstantiated health claims on Twitter from social bots have
been documented in prior research; for example, several studies
have reported that social bots regularly make claims touting the
effectiveness of e-cigarettes in smoking cessation [15,24] and
claims propagating misinformation pertaining to vaccinations
[21]. Recently, it was reported that social bots were responsible
for disseminating unsubstantiated health claims pertaining to
cannabis with posts suggesting cannabis could allay health
concerns ranging from triple-negative breast cancer to plantar
fasciitis [25]. Health education efforts are needed to correct
misinformation and ultimately direct individuals who want to
quit smoking to evidence-based cessation strategies [27,29].
Misperceptions or myths about cessation could be most
persuasively countered with two-sided messages that provide
a brief acknowledgement of the misconception, then refute it,
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and followed by a stronger statement about the more effective
intervention [30]. For example, Twitter posts could be circulated
that state: “If you feel addicted to cigarettes, you could try
quitting cold turkey or with hypnotherapy, but you are more
likely to succeed if you work with a Quitline like 1-800-NO
BUTTS.”

“Person tagging” was a predominant theme in the current study
of nicotine-related posts to Twitter and in line with prior
research [18,25]. Person tagging in this context is a social
practice where Twitter users directly interact with one another
to exchange their attitudes about and experiences with nicotine.
Posts classified under “person tagging” regularly used @Person
to engage others in discussions about nicotine. These online
communications may impact nicotine use; for example, Unger
and colleagues [31] demonstrated an empirical link between
adolescents’ and young adults’ tobacco-related Twitter activity
and their tobacco product use. The current study’s findings are
highly relevant to the public health community, as repeated
exposure to nicotine-related messaging and reported nicotine
use by Twitter connections may influence the social norms of
those exposed to the content and lead to imitation of the
behaviors [32].

Prior research has shown that a cessation program utilizing
Twitter to deliver an intervention for smoking cessation can be
successful in helping participants sustain abstinence [33]. The
present study did not identify participants looking to quit
smoking on Twitter; however, these findings suggest that Twitter
may be a place where such participants could be found as people
tweet about the difficulty of quitting nicotine. “Vaping,”
“addiction,” “quit nicotine,” “withdrawal,” and “cessation” were
all topics in the present study. Future interventions could be
designed to follow these topics of discussions on Twitter and
engage with potential participants about evidence-based
cessation methods in near real time when people are
contemplating cessation [34].

“Polysubstance use” and “caffeine” were identified as topics
in the current study. Polysubstance use has been reported in
several earlier Twitter-based studies; for example, a prior
analysis of hookah-related posts to Twitter from 2017 to 2018
found that many posts described alcohol, marijuana, and other
substance use along with hookah [18]. Similar findings were
reported in Twitter studies focused on e-cigarettes [15] and
cannabis [35]. Past work also raises concerns about the unknown
health effects of caffeine in flavored e-liquids [36] and
preference of e-liquids with active caffeine ingredients for
weight loss [37]. The present findings supplement these previous
studies and further awareness of the occurrence of polysubstance
use. This is particularly important because alcohol and caffeine

can potentiate the reinforcing effects of nicotine [38,39],
potentially leading to escalation in use of one or both substances.

Similar to prior Twitter studies focused on JUUL use [40], the
current study found posts indicative of underage use of nicotine
(ie, mentions of nicotine use at high schools and among
teenagers). This finding is concerning because nicotine impairs
adolescents’ and young adults’ brain development [2,3,41]. In
addition, posts about underage use may normalize e-cigarettes
in young viewers, with the potential to increase experimentation
and regular use [42].

Limitations
This study focused on posts to Twitter, and findings may not
extend to other social media platforms. The posts in this study
were collected within a 12-month period and may not extend
to other time periods. Data collection relied on Twitter’s
Streaming API, which prevented collection of posts from private
accounts. Findings may not generalize to all Twitter users or to
the US population. Not all tweets were covered by the
established categories, and topics of conversation were not
segmented by geographic location, preventing this study from
understanding the effect of different state tobacco policies on
the public’s experience with nicotine. Prior research has shown
that significant geographic biases can occur in the context of
conversations over Twitter [43,44]. In some instances, unigrams
and bigrams used to define topics may have multiple meanings
that were ignored in the current study; for example, the word
“school” in nicotine-related posts may not always indicate
underage use, as college students or other educational
professionals may be discussing nicotine use.

Conclusions
Common nicotine-related topics on Twitter included smoking,
vaping, cessation, withdrawal, and appeal, among others. These
results suggest that Twitter users often discuss grappling with
quitting smoking, nicotine withdrawal, and nicotine cravings.
Such topics of conversation warrant considerations by public
health researchers in the future. Twitter may act as a platform
to engage with those struggling with nicotine dependence, as
well as those initiating use with nicotine-related products, by
informing them of the potential for dependence and subsequent
health consequences of use. Posts from social bots regularly
included the use of hypnotherapy, acupuncture, magnets worn
on the ears, and time spent in the sauna as effective ways to
stop smoking. Misinformation regarding nicotine has been a
component of tobacco industry marketing and has the potential
to influence beliefs, perceptions, and use of tobacco; thus, it is
important to provide a recent account of what posts discuss on
Twitter about nicotine in hopes of correcting misinformation
and directing tobacco users to more effective interventions.
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Abstract

Background: South Korea has the lowest fertility rate in the world despite considerable governmental efforts to boost it.
Increasing the fertility rate and achieving the desired outcomes of any implemented policies requires reliable data on the ongoing
trends in fertility and preparations for the future based on these trends.

Objective: The aims of this study were to (1) develop a determinants-of-fertility ontology with terminology for collecting and
analyzing social media data; (2) determine the description logics, content coverage, and structural and representational layers of
the ontology; and (3) use the ontology to detect future signals of fertility issues.

Methods: An ontology was developed using the Ontology Development 101 methodology. The domain and scope of the ontology
were defined by compiling a list of competency questions. The terms were collected from Korean government reports, Korea’s
Basic Plan for Low Fertility and Aging Society, a national survey about marriage and childbirth, and social media postings on
fertility issues. The classes and their hierarchy were defined using a top-down approach based on an ecological model. The internal
structure of classes was defined using the entity-attribute-value model. The description logics of the ontology were evaluated
using Protégé (version 5.5.0), and the content coverage was evaluated by comparing concepts extracted from social media posts
with the list of ontology classes. The structural and representational layers of the ontology were evaluated by experts. Social
media data were collected from 183 online channels between January 1, 2011, and June 30, 2015. To detect future signals of
fertility issues, 2 classes of the ontology, the socioeconomic and cultural environment, and public policy, were identified as
keywords. A keyword issue map was constructed, and the defined keywords were mapped to identify future signals. R software
(version 3.5.2) was used to mine for future signals.

Results: A determinants-of-fertility ontology comprised 236 classes and terminology comprised 1464 synonyms of the 236
classes. Concept classes in the ontology were found to be coherently and consistently defined. The ontology included more than
90% of the concepts that appeared in social media posts on fertility policies. Average scores for all of the criteria for structural
and representations layers exceeded 4 on a 5-point scale. Violence and abuse (socioeconomic and cultural factor) and flexible
working arrangement (fertility policy) were weak signals, suggesting that they could increase rapidly in the future.
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Conclusions: The determinants-of-fertility ontology developed in this study can be used as a framework for collecting and
analyzing social media data on fertility issues and detecting future signals of fertility issues. The future signals identified in this
study will be useful for policy makers who are developing policy responses to low fertility.

(J Med Internet Res 2021;23(6):e25028)   doi:10.2196/25028

KEYWORDS

ontology; fertility; public policy; South Korea; social media; future; infodemiology; infoveillance

Introduction

South Korea has the lowest fertility rate in the world. According
to the Organization for Economic Cooperation and Development
(OECD), the total fertility rate (TFR) in South Korea peaked
in 1970 at 4.53 and subsequently declined to 1.30 in 2001 [1].
According to Statistics Korea [2], in 2018 the TFR fell to 0.98,
below the critical level of 1.

In an attempt to increase the TFR, in 2005 the Korean
government enacted the Basic Law on Low Fertility and Aging
Society, and the Ministry of Health and Welfare in collaboration
with other government agencies established 5-year plans. The
First Basic Plan for Low Fertility and Aging Society
(2006-2010) was initiated to establish a foundation for the
government from which to proactively respond to the low
fertility and aging population. The second and third of these
plans (2011-2020) were pursued with the aim of increasing the
TFR and successfully responding to the increasingly aging
society [3-5]. However, despite the efforts of the government
over the past 15 years, the TFR in South Korea remains the
lowest in the world. In order to achieve the desired policy
outcome of increasing the fertility rate, the government needs
to continuously identify current issues related to fertility as well
as those that will arise in the future based on the detection of
future signals [6].

Governments around the world are increasingly seeking ways
to detect future signals of policy implications so they can
respond to the various challenges that countries face in a timely
and effectively manner [6]. Government foresight programs
such as the UK National Horizon Scanning Centre [7] and the
Finland national foresight system [8] are monitoring future
signals for policy making. Future signals are signals that are
not currently mainstream but are useful for predicting changes
in the future. Ansoff [9] defined such signals as weak signals,
referring to small opinions or symptoms with unusual patterns
of future changes. Weak signals are signs that do not impact
the present but can develop into strong signals and then
subsequently into a trend or megatrend in the future. Thus, the
issues that will be important in the future may be predicted by
detecting weak signals [10].

One approach to predicting future signals is to harness intuitive
judgment by experts; however, this is both time-consuming and
costly [11,12]. Since the volume of textual data and influence
of public opinion on social media are increasing both rapidly
and continuously, there have been attempts to detect future
signals using social media data [12] in various areas, including
the use of solar cells [12], school bullying [13], and health and
welfare policies [14]. Policy makers can apply similar

approaches to social media data to detect future signals of
fertility issues in order to gain valuable insights and make better
policy strategies toward increasing the fertility rate in South
Korea [14].

Social media data are written in various forms and are both
unstructured and noisy [15]. Analyzing such unstructured data
requires not only a structured framework expressing a systematic
domain classification and terminology, but also knowledge of
the semantic relationships between concepts [16]. A framework
based on semantic analysis is required to extract information
from social media data that will be valuable to government
policy makers [17]. In this study we propose an ontology as a
framework for the analysis of social media data.

An ontology expresses shared concepts and their relationships
in a specific domain [18], and it can be used as a framework for
analyzing unstructured social media data since it systematically
expresses knowledge as a set of concepts in a domain and
incorporates the semantics of those concepts [19-21]. An
ontology that includes terminology with synonyms of the
ontology class concepts was found to be useful for analyzing
the language commonly used by the general public on social
media [20,21]. However, an ontology with terminology
representing the determinants of fertility has yet not been
developed.

This study aimed to (1) develop an ontology with terminology
for collecting and analyzing social media data on the
determinants of fertility, (2) determine the description logics
(DL), content coverage, and structural and representational
layers of the ontology, and (3) use the ontology with terminology
to detect future signals of fertility issues in social data posted
in Korean.

Methods

Ontology and Terminology Development
An ontology for describing the determinants of fertility, called
the determinants-of-fertility ontology, was developed based on
the Ontology Development 101 methodology [22] in 5 steps,
as described below.

Step 1. Determining the Domain and Scope of the
Ontology
The aim of the determinants-of-fertility ontology developed in
this study was to analyze social media data posted by consumers,
not by health care professionals. Thus, we limited the scope of
the ontology to the individual, social, economic, cultural, and
policy factors of fertility in the domain of the consumer. The
physiological, clinical, and therapeutic factors of fertility in the
domain of health care professionals were excluded. The specific
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domain and scope of this ontology was determined by creating
competency questions (CQs) that the ontology must be able to
answer [23]. Since fertility is affected by multilevel factors [24],
the domain and scope of the ontology were determined based
on the ecological model [25]. CQs were extracted on the
reproductive decisions of women from a report on low fertility
in OECD countries [26] and from a research report on the causes
of low fertility in South Korea [27], such as “What are the
personal factors that influence a woman’s decision to have a
child?” and “What are the Korean government’s policies for
overcoming low fertility?” The CQs were also subsequently
used for evaluating the ontology.

Step 2. Considering Reusing Existing Ontologies
We identified existing ontologies and conceptual frameworks
representing fertility by searching PubMed, Google Scholar,
and BioPortal [28] using the keywords “fertility,” “childbirth,”
“low fertility,” “fertility ontology,” “childbirth ontology,” and
“low-fertility ontology.” This search process identified an
ontology representing genes associated with infertility, but this
ontology was not appropriate for this study since it only included
genetic factors related to infertility.

Step 3. Extracting Important Terms in the Ontology
We extracted terms from the literature that were consistent with
the domain and scope of the ontology. The literature reviewed
included reports on fertility, determinants of fertility, low
fertility, and policy responses to low fertility published by the
OECD [29], United Nations Population Division [30], and
United Nations Population Fund [31], which are international
organizations dealing with fertility issues jointly in countries
around the world. We also searched the literature using the
keywords “childbirth,” “fertility,” “determinants of fertility,”
and “low fertility rate.” The reviewed literature included
research papers on individual socioeconomic factors affecting
low fertility and policies in countries experiencing low fertility
problems such as South Korea, Japan, Singapore, Spain,
Portugal, the United States, and France. Additional terms were
extracted by reviewing social media posts and national surveys
on fertility issues.

Step 4. Defining the Classes and Class Hierarchy
The classes of the ontology and their hierarchy were defined
using a top-down approach. The superclasses of the ontology
and their relationships were constructed by integrating an
ecological model [25].

Step 5. Defining the Internal Structure of Classes
The internal structure of the ontology classes was defined by
adding the properties of the classes, the value of the properties,
and the value type using the entity-attribute-value (EAV) model.
Entities refer to the concepts covered in the determinants of
fertility, attributes are characteristics of entities, and value sets
comprise the set of values that an attribute can have. Attributes
and values were extracted from the questionnaires of the Korean
National Survey on Dynamics of Marriage and Fertility [32]
and the Korean Longitudinal Survey of Women and Families
[33]. The ontology also included terminology with a list of
synonyms for classes, attributes, and values. We formally

represented the determinants-of-fertility ontology using
open-source Protégé software (version 5.5.0).

Ontology and Terminology Evaluation
The available methods for evaluating the quality of an ontology
include those proposed by Brank et al [34], Obrst et al [35], and
Vrandečić [36]. Brank et al [34] classified ontology evaluations
into 4 categories: (1) approaches that compare the target
ontology to a gold standard (gold standard), (2) approaches that
use the target ontology in an application (application-based),
(3) approaches that compare the target ontology with a source
of data (data-driven), and (4) approaches that assess the target
ontology by human (user-based). Since there is no gold standard
available, the determinants-of-fertility ontology was evaluated
using the remaining 3 approaches proposed by Brank et al [34]
(ie, application-based, data-driven, and user-based evaluations).
The ontology was revised based on the evaluation results.

Evaluating the DL of the Ontology
We tested the DL of the ontology by applying the ontology
debugger Protégé plug-in. We also tested the DL using the
DL-reasoner Protégé plug-in to determine whether the ontology
generates the correct answers to the previously developed CQs.
For example, the CQ “What are the personal factors that
influence a women’s decision to have a child?” was converted
to a DL query “IsIndividualOf some Determinants_of_fertility.”
After entering this query into Protégé, we tested whether the
answers to the CQ were correct. Since the determinant of the
fertility class (domain) was related to the subclasses of
individual (range) through the hasIndividual relationship, and
subclasses (eg, sociodemographic data, reproductive health, and
individual’s attitude) of the individual were related to the
individual class through an is-a relationship, we could obtain
the result of a DL query.

Evaluating the Content Coverage of the Ontology
The content coverage of the ontology was examined by
comparing terms extracted from the bulletin board of the Korean
Ministry of Health and Welfare with a list of classes and
synonyms of the ontology. Both the general public and public
servants are allowed to post their opinions or concerns on
fertility issues and policies regarding low fertility on this bulletin
board. In total, 1387 documents posted on the website by the
general public and 63 posted by public servants were collected.
Relevant terms in the documents were extracted using the
Korean Natural Language Processing package in R software
(version 3.2.1, R Foundation for Statistical Computing). Unique
concepts were extracted based on the meaning of the terms and
then mapped onto the ontology classes. The mapping results
were reviewed by 3 experts in health informatics who had
experience in ontology development [37]. Any new concepts
that were identified were added to the ontology.

Evaluating the Structural and Representational Layers
of the Ontology
The structural and representational layers of the ontology were
evaluated by 3 experts in health informatics who had previous
experience in ontology design and 2 experts in maternity nursing
who had previous experience in ontology evaluation. The
evaluation tool developed by Jung et al [38] was used; this tool
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was based on the criteria for the structural and representational
layers of Kehagias et al [39]. The structural layer was evaluated
using 7 items: size, hierarchy depth, hierarchy breadth, density,
balance (equally developed), overall complexity, and
connectivity between classes. The representational layer was
evaluated using 10 items: the match between formal and
cognitive semantics, consistency, clarity, explicitness,
interpretability, accuracy, comprehensiveness, granularity,
relevance, and description. Each item was scored on a 5-point
scale ranging from 1 (strongly disagree) to 5 (strongly agree).
The structural layer was evaluated with the entire ontology
based on the hierarchy of classes and relationships between the
classes, and the representational layer was evaluated with each
of 6 superclasses based on the EAV model of each class.

Applying the Ontology to Detect Future Signals
The ontology with terminology was used to detect future signals
of fertility issues from social media data. Future signals were
analyzed based on the text-mining–based weak-signal detection
method of Yoon [12], as follows, using R software (version
3.5.2).

Step 1. Collecting Data
We collected posts on fertility issues written in Korean from
the following 183 online channels between January 1, 2011,
and June 30, 2015: 159 channels of online news, 17 message

boards, 1 social networking service (Twitter), 4 internet blogs,
and 2 online community services. “Low fertility” was used as
a major search keyword, together with synonyms of “fertility
rate decline,” “sharp decline in fertility rate,” “avoiding
childbirth,” “no kids,” and “childless family.” Social media data
were collected using the SK telecom’s big-data analytics
platform [40]. The data were preprocessed by treating a single
document as an analysis unit.

Step 2. Defining the Keywords
After extracting terms from each document, we identified the
terms related to fertility issues such as socioeconomic and
cultural factors and fertility policies. The future signals of
fertility issues were detected using the keywords representing
socioeconomic and cultural factors and fertility policies. The
keywords that were semantically similar but expressed using
different terms [12] were grouped into class concepts of the
ontology using terminology linking terms to concepts. The top
17 most frequently encountered keywords were selected for
future-signal analysis (Textbox 1), which excluded rarely used
keywords that are likely to affect the average frequency and
growth rate obtained in such analyses [13,41]. The document
was then coded based on whether keyword was absent (=0) or
present (=1) in order to check the document frequency (DF) for
the occurrence of keywords.

Textbox 1. Selected keywords.

Socioeconomic and cultural factors:

• Population aging

• Economic problems

• Nuclearization of the family

• Changing perspectives about marriage

• Conservative values

• Violence and abuse

• Employment problems

• Gender inequality

Fertility policies:

• Financial support for childbirth

• Child-safety protection system

• Infrastructure for childcare support

• Maternity-leave system

• Policy public relations

• Financial support for employment security

• Flexible working arrangement

• Family-friendly work environment

• Smart work center

Step 3. Constructing Keyword Portfolio Maps
Future signals (also defined as weak signals) show abnormal
patterns due to current oddities [10]. Future signals can be

detected by constructing keyword portfolio maps using the
frequency information and by applying a time-weighted
approach to focus on recent abnormalities [12]. We constructed
a type of keyword portfolio map called a keyword issue map
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(KIM) using the growth rate of the degree of diffusion (DoD)
for the DF of keywords. The KIM shows the extent to which
future-signal topics are diffused. The DF represents how
common the term is in the collected documents. Since terms
that occur frequently within collected documents are more
important, the DF is directly related to future signals and can
be calculated as:

The DoD is the growth rate of the term occurrence expressed
as a time-weighted coefficient and is also important for detecting
future signals. The DoD represents how the diffusion of a term
across different documents varies over time. Since the recent
appearance of a term is more important than its past appearance,
the DoD puts more weight on recent occurrences:

where DFij is the DF of keyword i during period j, NNj is the
total number of documents identified for period j, n is the
number of periods, and tw is a time weight (previous studies
have used tw = 0.05 [12,41]).

The KIM was generated by plotting the average DF on the x-axis
and the average growth rate of the DoD on the y-axis. The
quadrants of the plot were divided by the medians of the
respective values, and so each quadrant of the KIM represented
different information about present and future keywords.

Step 4. Identifying Weak-Signal Topics
Future signals were identified according to where keywords
were located in the quadrants of the KIM. Keywords in the first
quadrant, which represent strong signals, have a trend toward
a high average DF and a high average DoD growth rate.
Keywords in the second quadrant, which represent weak signals,
have a low average DF but a high average DoD growth rate,
and so they may increase rapidly in the future. Keywords in the
third quadrant, which represent latent signals, have a low
average DF and a low average DoD growth rate and are not yet
significantly noticeable. Keywords in the fourth quadrant, which
represent not-strong-but-well-known signals, have a high
average DF but a low average DoD growth rate, and so currently
exhibit a slow growth rate.

Results

Ontology and Terminology Development
A list of 10 CQs was compiled (Textbox 2) that reflect different
levels of factors affecting fertility using an ecological model.
The domain and scope of the ontology were determined based
on CQs for the determinants of fertility related to the individual,
family, workplace, childcare and educational environment,
socioeconomic and cultural environment, and public policy.
Childbirth before marriage is very uncommon in South Korea,
and so delayed marriage is an important factor affecting
childbirth decision-making [3,4,27,42,43]. Therefore, the scope
of fertility determinants included factors related to marriage
delay and childbirth decision-making.

Textbox 2. Competency questions.

1. What are the personal factors that influence a woman’s decision to have a child?

2. What are the family factors that influence the decision to have a child?

3. What are the childcare factors that influence the decision to have a child?

4. What are the educational factors that influence the decision to have a child?

5. What are the workplace factors that influence the decision to have a child?

6. What are the sociocultural factors that influence the decision to have a child?

7. What are the economic factors that influence the decision to have a child?

8. What is the Korean government’s policy for overcoming low fertility?

9. What are the policy tasks for addressing low fertility in South Korea?

10. What are the policy targets for low fertility in South Korea?

In total, 1659 terms covering the domain and scope of the
ontology were collected, and 236 unique class concepts were
extracted from these terms. We defined hierarchical and attribute
relationships of the classes based on the ecological model. The
determinants of fertility were organized into the following
levels: individual, family, workplace, childcare and educational
environment, socioeconomic and cultural environment, and
public policy. These 6 levels of the ontology were defined by
adding not only the workplace, but also childcare and
educational environment to institutional factors, which constitute
the third level of the ecological model. Due to the increasing
participation of women in the labor market, the workplace and
childcare and educational environment are important factors

influencing decisions about childbirth among women who are
working [3,4,27,32,42,43]. Employed women in South Korea
experience difficulties combining working with childbirth and
childcare and are often faced with choosing between giving up
their jobs to give birth and look after their child or continuing
to work, thereby forsaking their desire to give birth and look
after a child [32,42,43]. Therefore, we viewed the workplace
and the childcare and educational environment as important
social institutional factors and determinants of fertility.

Figure 1 shows the determinants-of-fertility ontology with
classes up to the second level. The ontology consists of 6
superclasses: individual, family, workplace, childcare and
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educational environment, socioeconomic and cultural
environment, and public policy. The individual superclass has
the subclasses of women’s sociodemographic data, which
include age, education, employment, and religion; reproductive
health, which includes sexual behavior, contraceptive use, and
childbirth; and the individual’s attitude, which includes their
attitude toward children and marriage. The family superclass
has the subclasses of the family’s sociodemographic data, which
include family size, family income, family expenditure, sex and
age of children, number of children, spouse’s age, and spouse’s
income; the family member’s relationship, which includes
gender equality, couple’s intimacy, and family’s life satisfaction;
and family-formation factors, which include marriage cost. The
workplace superclass has the subclasses of workplace structure,
which includes workplace type, working hours, and employment

insurance, and workplace culture, which includes parental leave
availability. The childcare and educational environment
superclass has the subclasses of the childcare and educational
structure, which includes type, cost, service, and human
resources, and childcare and educational environment
satisfaction, which includes the belief of the quality. The
socioeconomic and cultural environment superclass has
subclasses of the sociocultural environment, which includes
social value, mass media, and social change, and the economic
environment, which includes economic growth. Finally, the
public policy superclass has the subclass of policy on low
fertility, which includes the area, legal basis, and tasks. These
classes had 3 or 4 levels of hierarchy with 230 classes and 41
relationships.

Figure 1. The determinants-of-fertility ontology based on an ecological model.

We developed EAV models for the 139 lowest level class
concepts. For example, contraceptive use had attributes of
hasType and hasLengthOfUse, where the values of the hasType
attribute were condoms, contraceptive injection, contraceptive
patch, pill, intrauterine device, diaphragm, and sterilization
and hasLengthOfUse had the value of number of months. We
also developed a terminology linking synonyms for classes,
attributes, and values: 90 synonyms for 236 classes, 9 synonyms
for 54 attributes, and 501 synonyms for 772 values.

Ontology and Terminology Evaluation

Evaluating the DL of the Ontology
The Protégé ontology debugger program revealed that concept
classes in the ontology were coherently and consistently defined.

The DL reasoner showed that the ontology correctly answered
all 10 CQs.

Evaluating the Content Coverage of the Ontology
The content coverage of the ontology is presented in Table 1.
In total, 751 terms were extracted from the narratives posted by
the general public and public servants. We extracted 532 unique
concepts from the terms, of which 494 (92.9%) were included
in the ontology. Examples of new concepts are test tube (in vitro
fertilization), health insurance, and administrative division, and
we added such new concepts to the ontology. The ontology was
revised by adding 18 synonyms for classes, 17 value concepts,
and 3 synonyms for values. The finalized version of the
determinants-of-fertility ontology comprised 6 superclasses,
108 synonyms for 230 classes, 9 synonyms for 54 attributes,
and 504 synonyms for 789 values.
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Table 1. Results for the content coverage of the ontology.

Total, n (%)Public servants, n (%)General public, n (%)Category

494 (92.9)93 (97.9)416 (92.0)Existing concepts

38 (7.1)2 (2.1)36 (8.0)New concepts

532 (100)95 (100)452 (100)Total

Evaluating the Structural and Representational Layers
of the Ontology
Average scores for all of the criteria for structural and
representations layers exceeded 4 on a 5-point scale. The experts

rated the hierarchy breadth, density, overall complexity, and
connectivity criteria as strongly agree (score 5). The criterion
with the lowest score was accuracy of the representation layers,
with a score of 4.33 (Table 2).

Table 2. Results for the structural and representational layers of the ontology.

Average score (range)Criteria

Structural layer

4.80 (4-5)Size

4.60 (4-5)Hierarchy depth

5.00 (5-5)Hierarchy breadth

5.00 (5-5)Density

4.60 (4-5)Balance

5.00 (5-5)Overall complexity

5.00 (5-5)Connectivity

Representational layer

4.73 (4-5)Match between formal and cognitive semantics

4.50 (4-5)Consistency

4.87 (4-5)Clarity

4.60 (3-5)Explicitness

4.67 (4-5)Interpretability

4.33 (4-5)Accuracy

4.77 (4-5)Comprehensiveness

4.47 (3-5)Granularity

4.83 (4-5)Relevance

4.83 (4-5)Description

Applying the Ontology to Detect Future Signals
Table 3 lists the results for the computed DoD for each keyword
for the socioeconomic and cultural factors and fertility policies.
Violence and abuse (socioeconomic and cultural factor) and

flexible working arrangement (fertility policy) had a low DF
and high DoD growth rates. Economic problems, population
aging, and nuclearization of the family (socioeconomic and
cultural factors) and child-safety protection system (fertility
policy) had a high DF and high DoD growth rates.
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Table 3. Degree of diffusion (DoD), average DoD growth rate, and average document frequency for fertility issues.

Average

DFb
Average DoD
growth rate

DoDaCategory and keyword

20152014201320122011

Socioeconomic and cultural factors

66760.08845034499800289127463Population aging

18380.21415031471252320541637Economic problems

9980.054628667122912881178Nuclearization of the family

9540.034484596111615281046Changing perspectives about marriage

9250.036565576113911951150Conservative values

6400.158527461726800685Violence and abuse

395–0.008208306436510515Employment problems

2450.027133190319298286Gender inequality

Fertility policies

2315–0.01512501573254831453061Financial support for childbirth

15790.15612921241197416321757Child-safety protection system

1356–0.061579829131022091853Infrastructure for childcare support

8140.0443838287989951067Maternity-leave system

7330.015361648894883878Policy public relations

3010.045196233345341392Financial support for employment security

2830.120180287354264330Flexible working arrangement

90–0.146354977130161Family-friendly work environment

82–0.161275090114131Smart work center

aDoD: degree of diffusion.
bDF: document frequency.

Figure 2 shows the KIM. The weak signals are marked with red
rectangle (area A) in the second quadrant of the KIM. The strong
signals are marked with blue rectangle (area B) in the first
quadrant of the KIM. Table 4 presents the signal classification
of keywords for socioeconomic and cultural factors and fertility
policies in the KIM. The keywords classified as weak signals
were violence and abuse (socioeconomic and cultural factor)
and flexible working arrangement and financial support for
employment security (fertility policies). The keywords classified
as strong signals were economic problems, nuclearization of
the family, and population aging (socioeconomic and cultural

factors), and child-safety protection system and maternity-leave
system (fertility policies). The keywords classified as latent
signals were gender inequality, employment problems, and
changing perspectives about marriage (socioeconomic and
cultural factors), and policy public relations, family-friendly
work environment, and smart work center (fertility policies).
The keywords classified as not-strong-but-well-known signals
were conservative values (socioeconomic and cultural factor)
and financial support for childbirth and infrastructure for
childcare support (fertility policies).
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Figure 2. Future signal classification using the keyword issue map of fertility issues. Red rectangle (area A) indicates weak signals and blue rectangle
(area B) indicates strong signals.

Table 4. Future signal classification of fertility-issues keywords.

Not-strong-but-well-known signalsLatent signalsStrong signalsCategory and weak signals

Socioeconomic and cultural factors

Conservative valuesGender inequalityEconomic problemsViolence and abuse

—Employment problemsNuclearization of the family—a

—Changing perspectives about mar-
riage

Population aging—

Fertility policies

Financial support for childbirthPolicy public relationsChild-safety protection systemFlexible working arrangement

Infrastructure for childcare supportFamily-friendly work environmentMaternity-leave systemFinancial support for employment
security

—Smart work center——

aNot applicable.
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Discussion

Principal Results
We have developed a determinants-of-fertility ontology as a
framework for collecting and analyzing social media data. The
ontology was evaluated in terms of the DL, content coverage,
and structural and representational layers. We applied the
ontology with terminology to detect future signals of fertility
issues from social media data.

The developed determinants-of-fertility ontology has 6 main
characteristics. First, it is the first ontology to describe the
multilevel factors that affect fertility. Various factors and the
complex interactions between them determine fertility
[24,26,27], and expressing the fertility determinants requires
an integrated view of these factors. We therefore developed the
ontology by classifying the various environmental factors related
to the individuals and in terms of family, childcare, workplace,
and community levels from an ecological perspective.

Second, this ontology contains factors related to fertility issues
that are unique to South Korea. In most cases, childbirth does
not occur until after marriage in South Korea, and delaying
marriage is an important factor affecting the decision to have a
child [27,42,43]. Therefore, the scope of the ontology spanned
individual and social factors that influence not only delayed
marriage but also the decision to have children after marriage.
For example, the ontology includes concepts of attitude toward
marriage in the individual superclass, matters related to family
formation in the family superclass, and support for starting a
family in the public policy superclass.

Third, the developed ontology includes terminology with
synonyms for classes such as consumer terms and abbreviations,
which makes it suitable for analyzing social media data. For
example, regarding financial support for childbirth, various
terms such as childbirth celebration money, childbirth grant,
subsidy, baby bonus, and childbirth incentive are used on social
media postings. Since the developed ontology includes these
terms, it can be used to collect and analyze consumer terms in
social media data.

Fourth, each class of this ontology was modeled using the EAV
model and included the attributes of each class and the values
of those attributes. Like previous research [20,21], value sets
of attributes representing the level and status of an entity
included terms describing the keyword in detail in social media
data. This novel characteristic of our ontology renders it capable
of advanced keyword extraction and suitable for analyzing social
media data.

Fifth, we ensured quality of the ontology by using a variety of
evaluation methods, including the application-based,
data-driven, and user-based approaches proposed by Brank et
al [34]. Application-based evaluation was performed by testing
the ability of the ontology to answer the CQs that cover its
domain and scope. The ontology provided correct answers to
all of the CQs without any errors using DL. Data-driven
evaluation was performed by testing the content coverage of
the ontology whereby terms extracted from social media posts
on fertility issues were compared with terms included in the

ontology. Medical terms related to infertility and pregnancy
that appeared on social media were not included in the ontology.
As a result, medical terms on social media were added to the
ontology. User-based evaluation was performed by asking the
experts to rate the structural consistency, errors in class
relationships, and representational quality of the ontology using
the evaluation criteria of the structural and representational
layers [39]. The experts rated all the evaluation criteria at
between 3 and 5 on a 5-point scale.

Finally, the ontology with terminology developed in this study
was used as a framework to detect future signals of fertility
issues from social media data. The ontology allowed us to use
social media data to identify the current trends and future
changes in fertility issues related to the effective implementation
of policies to increase the fertility rate. These trends were
economic problems, child-safety protection system, violence
and abuse, and flexible working arrangement.

Economic problems and child-safety protection system were
strong signals of fertility issues. Economic problems were noted
to be an important topic in a survey about public perceptions
of the low fertility phenomenon [44]. In a study by the Korean
Ministry of Health and Welfare involving 2000 adults that
examined the perceptions of low fertility and population aging,
the participants reported that the main causes of low fertility
were economic problems such as the economic burden of child
support and education costs (60.2%) and employment instability
(23.9%) [44]. Therefore, there is a need for governments to
provide continuous support measures to reduce economic
difficulties in family formation, childbirth, and parenting.

A child-safety protection system needs to be implemented as
another investment toward avoiding low fertility in future
generations [45]. In order to protect the health and safety of
children, the government needs to actively respond to risk
factors that threaten child safety such as child abuse and school
violence [3,4,45-47]. Policies on child safety have been one of
the most important national issues since 2013. The Korean
government that came into power in 2013 has focused on
protecting vulnerable groups such as children, adolescents, and
women by introducing policies to deter sexual abuse, school
violence, and domestic violence [46,47]. Since the government
promoted these policies, both the mainstream media and social
media treated them as big issues [46,47]. However, only 13.1%
of married couples reportedly felt that their children were
growing up in a safe and healthy environment [48], and
researchers have continued to point out that the weak
child-protection system remains a problem in South Korea
[45,48,49]. The government therefore needs to focus more on
solving the limitations and problems associated with the
child-safety protection system.

Violence and abuse and flexible working arrangement were
weak signals that could develop into strong signals in the future.
Violence and abuse were previously reported as important
factors for low fertility, with experts identifying changes in the
social environment as being important [45,49,50]. The
proportion of children (younger than 18 years) in the total
population has decreased from 19.6% in 2013 to 15% in 2019
due to the low fertility rate, while the reported number of
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child-abuse cases has increased from 10,943 in 2012 to 36,417
in 2018 [50]. South Korea is still a highly patriarchal and
authoritarian society, and a child is viewed as a subject to be
parented and disciplined rather than as one with its own rights
[49,50]. Thus, it is necessary to change the perception of
violence and abuse toward children as social problems rather
than family problems. The government needs to continually
encourage policies that not only improve the fertility rate but
also improve the environment that currently threatens the safety
and health of babies and children.

A flexible working arrangement is a policy that allows workers
to balance work and life [4,51]. Both the OECD and the Korean
Ministry of Health and Welfare promote this as an important
policy for increasing the future fertility rate in South Korea [52].
Long working hours, long commuting hours, and the culture of
socializing after work in South Korea make it difficult to
maintain an optimal balance between work and family [52].
Therefore, solving the low fertility problem in this country will
require the government to promote policies enabling workers
to have flexible working hours.

Limitations
The determinants-of-fertility ontology developed in this study
comprehensively covers fertility issues relevant to the low
fertility phenomenon in South Korea and will be useful for
analyzing social media data. However, it is also subject to
several limitations.

First, the direct and indirect effects of employment stability,
job creation, housing supply, and public education on fertility
[53] were not included in the public policy category of the
ontology because the Korean government applies these policies
separately from the policies for low fertility. A comprehensive
approach covering relevant policies is needed to effectively
address low fertility. Future fertility research should include
policy strategies that address issues related to employment, job
creation, housing supply, and public education.

Second, the synonyms of the ontology developed in this study
may not include all the terms used by the general public on
social media. Many of the terms used on social media are highly
transient—rapidly appearing, spreading, and then disappearing
[54,55]. The terms included in the ontology therefore need to
be updated continuously based on those currently used by the
general public.

Third, future signals of fertility issues were detected during the
second phases of the policy on low fertility. Low fertility is a

demographic issue that requires a long-term approach, and the
policy responses of the government should be periodically
reviewed and evaluated to ensure that the policies in place at a
particular time point are consistent with any changes in the
population and the socioeconomic and cultural environment
[56]. This situation indicates the need to analyze social media
data periodically using the ontology developed in this study to
establish the policy direction for addressing the low fertility
phenomenon by reflecting current and future trends on fertility
issues as accurately and timely as possible.

Finally, only the KIM that uses the DF of keywords was used
to detect future signals. Since future signals are generally
subjective [10], even a careful analysis of future signals will
not always yield accurate results [57]. Yoon [12] proposed a
quantitative method using 2 types of keyword portfolio maps—a
KIM using the DF and a keyword emergence map using the
keyword frequency—to accurately detect future signals. In
contrast, Lee and Park [57] proposed using both quantitative
and qualitative methods to ensure the accurate detection of
future signals. Therefore, we suggest performing a study of the
ontology-based detection of future signals of fertility issues in
South Korea that employs a quantitative method involving 2
types of keyword portfolio maps and a qualitative method
involving experts.

Conclusions
A determinants-of-fertility ontology was developed in this study
that comprised 6 superclasses, 230 subclasses, and 41
relationships with terminology that comprised 1464 synonyms
for the 236 classes. Class concepts of the ontology were included
as an EAV model and contained synonyms of the ontology
classes such as consumer terms and abbreviations. The ontology
can be used to analyze social media data on fertility issues. The
DL, content coverage, and structural and representational layers
of the ontology were evaluated. The ontology and its
terminology were used to detect future signals of fertility issues
in South Korea. Our novel determinants-of-fertility ontology
provides a framework for collecting and analyzing social media
data toward understanding which socioeconomic and cultural
factors and fertility policies should be focused on in the future.
The analysis of future signals revealed that violence and abuse
(socioeconomic and cultural factor) and flexible working
arrangement (fertility policy) were weak signals that might
increase rapidly in the future. The findings of this study will
help policy makers to develop effective policies for responding
to the low fertility rate in South Korea based on examinations
of the present and future trends.
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Abstract

Background: Compared with White Americans, Black Americans have higher colon cancer mortality rates but lower up-to-date
screening rates. Chadwick Boseman was a prominent Black American actor who died of colon cancer on August 28, 2020. As
announcements of celebrity diagnoses often result in increased awareness, Boseman’s death may have resulted in greater interest
in colon cancer on the internet, particularly among Black Americans.

Objective: This study aims to quantify the impact of Chadwick Boseman’s death on web-based search interest in colon cancer
and determine whether there was an increase in interest in regions of the United States with a greater proportion of Black
Americans.

Methods: We conducted an infoveillance study using Google Trends (GT) and Wikipedia pageview analysis. Using an
autoregressive integrated moving average algorithm, we forecasted the weekly relative search volume (RSV) for GT search topics
and terms related to colon cancer that would have been expected had his death not occurred and compared it with observed RSV
data. This analysis was also conducted for the number of page views on the Wikipedia page for colorectal cancer. We then
delineated GT RSV data for the term colon cancer for states and metropolitan areas in the United States and determined how the
RSV values for these regions correlated with the percentage of Black Americans in that region. Differences in these correlations
before and after Boseman’s death were compared to determine whether there was a shift in the racial demographics of the
individuals conducting the searches.

Results: The observed RSVs for the topics colorectal cancer and colon cancer screening increased by 598% and 707%,
respectively, and were on average 121% (95% CI 72%-193%) and 256% (95% CI 35%-814%) greater than expected during the
first 3 months following Boseman’s death. Daily Wikipedia page view volume during the 2 months following Boseman’s death
was on average 1979% (95% CI 1375%-2894%) greater than expected, and it was estimated that this represented 547,354 (95%
CI 497,708-585,167) excess Wikipedia page views. Before Boseman’s death, there were negative correlations between the
percentage of Black Americans living in a state or metropolitan area and the RSV for colon cancer in that area (r=−0.18 and
r=−0.05, respectively). However, in the 2 weeks following his death, there were positive correlations between the RSV for colon
cancer and the percentage of Black Americans per state and per metropolitan area (r=0.73 and r=0.33, respectively). These
changes persisted for 4 months and were all statistically significant (P<.001).

Conclusions: There was a significant increase in web-based activity related to colon cancer following Chadwick Boseman’s
death, particularly in areas with a higher proportion of Black Americans. This reflects a heightened public awareness that can be
leveraged to further educate the public.

(J Med Internet Res 2021;23(6):e27052)   doi:10.2196/27052
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Introduction

Background
On August 28, 2020, it was announced through Chadwick
Boseman’s Twitter account that he had died of colon cancer at
the age of 43 years. Boseman was a Black American actor who
was perhaps best known for playing the Black Panther in the
Marvel Cinematic Universe. The announcement was shocking,
as he was a seemingly healthy young man whose cancer
diagnosis was not disclosed to the public. Boseman is an icon
in the Black community. In addition to his lauded role as the
fictional Black Panther, he also played several prominent,
historically impactful Black Americans in his movies, such as
the baseball player Jackie Robinson, funk musician James
Brown, and civil rights activist and supreme court justice
Thurgood Marshall. The surprising news of his death was shared
widely on social media, and the tweet soon became the most
liked in Twitter history [1].

Boseman’s death was a tragic loss, but it may have had a
beneficial aspect. The degree of attention that it spawned may
result in a greater awareness about colon cancer, a disease that
is curable if caught early by established screening methods.
Prior research has demonstrated that the announcement of cancer
or related diagnosis by a celebrity results in a heightened interest
in that cancer and that this can extend to greater participation
in screening and primary prevention [2-7]. Probably the most
well-known case is the Angelina effect, a term coined by Time
magazine [8] to describe the impact that Angelina Jolie had in
2013 when she publicly disclosed in a New York Times editorial
that she had undergone a risk-reducing bilateral mastectomy
after learning that she was a BRCA1 (Breast Cancer Gene 1)
mutation carrier [9]. Public interest in breast cancer has soared,
and there has been a subsequent increase in genetic testing [2,7].
Similarly, it is possible that Boseman’s death will lead to
increased uptake of colon cancer stool tests and screening
colonoscopies in the coming years.

However, it is unclear whether this spike in interest from
celebrity-related news truly has a positive impact on
health-related behaviors in the long term [6,10]. A 2016 analysis
of the Angelina effect revealed that although the rates of breast
cancer gene testing increased following her New York Times
editorial, the rates of mastectomies among those tested declined
[6]. This implied that the women who underwent the genetic
tests after her revelation had a lower pretest probability of testing
positive than those tested before. The authors concluded that
celebrity announcements might not effectively target the
subpopulation at the highest risk of a particular disease [6]. In
contrast, the fallout of Boseman’s death has the potential to be
different because he was a Black American. Despite having a
greater risk of colon cancer, Black Americans lag behind White
Americans with respect to up-to-date screening rates [11]. If
Boseman’s legacy results in an increased awareness about colon
cancer that leads to an increased screening in Black

communities, the impact could be truly substantial in lowering
the incidence of colon cancer.

Research Objectives
It is likely too early to determine whether Boseman’s death has
had a national effect on the rates of colon cancer screening and
diagnoses. However, public interest in colon cancer can be
evaluated sooner by monitoring the relative internet activity
surrounding the topic. In an emerging field known as
infodemiology, researchers have used the activity on search
engines and other websites to make inferences about health
issues at the population level [12-16]. This process of real-time
surveillance of the supply and demand of health information
has been dubbed infoveillance [12,13,16].

Among the most common tools for infoveillance is Google
Trends (GT), a feature provided by Google that allows for
quantification of Google searches for specific terms or broader
topic areas [17]. For example, GT has been used to monitor
outbreaks of infectious diseases [14,15,18-20], infer cancer
incidences in specific geographic locations [3,21], and
understand trends in health behaviors such as smoking cessation
[22,23], suicide rates [24], uptake of cannabis products [25],
and cancer screening [26,27]. It has also proven to be a valuable
tool for tracking the impact of public health campaigns [22,28]
and celebrity-related news [23,29,30]. For example, by assessing
search volumes, it has been determined that there was an
increased interest in condoms and HIV testing following Charlie
Sheen’s disclosure of HIV [29], Asperger syndrome following
Greta Thurnberg appearances [31], and mental health hotlines
following Demi Lovato’s overdose and Anthony Bourdain’s
suicide [30].

Although not as widely used as GT data, quantifying the number
of page views of disease-specific articles on Wikipedia has also
been used to evaluate public interest in that disease. Studies
have documented increases in page views in temporal relation
to celebrity diagnosis and deaths. For example, a study showed
that there were more page views on the Wikipedia article for
strokes after Margaret Thatcher’s death, on the multiple sclerosis
article when Ozzy Osbourne announced his diagnosis, and on
the epilepsy article when Lil Wayne was hospitalized with
seizures [32]. Similarly, there was an increase in traffic on the
Wikipedia article for vasculitis soon after Harold Allen Ramis
died of that condition [33].

What remains under study is how this infoveillance data can be
effectively leveraged to improve health outcomes for the public.
In the examples cited, there is typically a spike in activity
following the event in question before returning to baseline
[29,31,33]. An important objective would be for policy makers
to use these data to address disparities in diseases such as colon
cancer, and to accomplish this, it would be valuable to
understand patterns of interest for particular demographic groups
such as in Black Americans. Although it is not possible to know
the identities of the individuals who have elevated interest, GT
allows the search volume data to be granulated down to specific
geographic areas. Understanding the demographics of the areas
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with heightened activity following an event can help us infer
which demographic groups had increased interest so that they
may be targeted in public health campaigns featuring the
celebrity.

Therefore, characterizing the impact of Chadwick Boseman’s
death on the internet would be valuable to public health leaders
and colon cancer advocacy groups who aim to address racial
disparities. The goals of this study are twofold. First, we use
GT and Wikipedia page view data to evaluate the degree of
increased interest in colon cancer and related topics and terms
following Boseman’s death. Second, we analyze the geographic
distribution of this increased interest to determine if it
disproportionately originated from Black Americans. With this
information, we seek to provide a framework that could be used
to develop targeted campaigns aimed at increasing screening
and awareness of colon cancer, particularly among Black people
in the United States.

Methods

Google Searches and Wikipedia Page Views for Colon
Cancer
We used GT [34] to assess the weekly relative search volume
(RSV) of topics and terms related to colon cancer in the United
States. Search terms are specific words or phrases, whereas
topics encompass many terms, as defined by Google, that share
the same concept. The topics used were colorectal cancer and
colon cancer screening. A total of 15 terms related to colon
cancer were specifically chosen to represent queries related to
colon cancer screening and diagnosis (colonoscopy, stool test,
and diagnosis), symptoms and signs (stool, symptoms, signs,
and anemia), risk factors (risk, men, age, black (-panther), and
African American), treatment (treatment), and prognosis
(survival, death). According to Google, RSV is calculated by
dividing the number of searches for a particular term or topic
by the total searches based on geography and time range. The
resulting numbers are then scaled from 0 to 100 to provide a
relative indication of the popularity of the search query. For
each topic and term, weekly RSV data points were downloaded
for the United States for a period of 2 years before Boseman’s
death to 3 months after (week of September 2, 2018, to week
of November 29, 2020). Each topic and term was used as an
independent search query for GT.

We also used page views analysis [35] to extract data regarding
the number of views of the English Wikipedia page for
colorectal cancer between 2 years before Boseman’s death and
3 months after (August 28, 2018, to November 29, 2020). The
daily views of this page were then normalized using the total
number of views of all English Wikipedia pages for each day.

On the basis of the historical data 2 years before Boseman’s
death, we conducted quasi-experimental analyses by forecasting
the weekly Google RSV and the daily number of Wikipedia
page views that would be expected if his death had not occurred
and compared it with the observed values. The forecasts were
generated with 95% bootstrapped CIs using an advanced
autoregressive integrated moving average algorithm in the

forecast package [36] of the R software (version 4.0.3; R
Foundation).

Geographic Patterns in Searches for Colon Cancer
To investigate a possible shift in demographics relative to search
volume for colon cancer, we analyzed Google RSV data further
characterized by state and metropolitan regions. The Interest in
subregion option on GT generates RSV values for each specific
state for a search term during a given period. The RSV is scaled
from 0-100 based on the popularity relative to the total number
of Google searches performed during a specified time in the
specified states where there is sufficient data. Instead of by state,
this can be done separately by metropolitan regions in the United
States, which on GT is delineated based on Nielsen designated
market area (DMA) boundaries. We used the search term colon
cancer and extracted RSV data for the period of 2 years before
Boseman’s death (August 28, 2018, to August 27, 2020) and
periods up to 4 months following his death (August 28, 2020
to December 28, 2020).

We then compared these RSV values with the percentages of
Black, White, and Hispanic and Latino American populations
for each of the states and metropolitan areas and conducted
correlation analyses. These correlations were expressed as the
Pearson coefficient of correlation (r), and correlations were
compared between the period 2 years before Boseman’s death
and time intervals up to 4 months following his death. This
comparison was performed using a statistical test to compare 2
overlapping correlations based on dependent groups [37].
Visualizations (scatter plots and maps) were created using
Tableau Desktop (Tableau Software LLC). For mapping
purposes, each state or metropolitan region was shaded based
on how the RSV values differed from the mean RSV value of
all state or metropolitan regions during that period to highlight
relative increases and decreases before and after Boseman’s
death.

Demographic information regarding the percentage of each race
in each state and DMA was derived from the 2019 US Census
data. State-level data were extracted from the United States
Census Bureau website [38]. Data regarding the percentage of
each race in each DMA were purchased from Cubit Planning
Inc (Austin) through a custom data request. This company had
previously developed a strategy to derive this information by
extracting county-specific demographic data from US Census
data sets and then determining which county or counties
comprised each DMA [39].

Results

Google Searches for Colon Cancer
Following August 28, 2020, GT observed RSV values for the
search term colon cancer and the search topic colon cancer
screening increased beyond the expected RSV by 716% and
707%, respectively (Figure 1). In the case of the search term
colon cancer, observed RSV values remained significantly
greater than expected for at least 2 months, during which
searches were on average 189% (95% CI 132%-291%) greater
than expected. By the third month, the average observed RSV
was 118% (95% CI 72%-201%) greater than expected. Searches
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for the topic colon cancer screening were also significant 2
months following August 28, 2020, with an average of 261%
(95% CI 54%-1252%) greater than expected (Figure 1).
Similarly, by the third month, the average observed RSV
remained significantly greater than expected, with an average
of 256% (95% CI 35%-814%).

When analyzing related GT search terms for colon cancer, 10
of 15 had mean observed RSVs significantly higher than
expected within the first 2 months (Figure 2), and of these, 3
(colon cancer signs, colon cancer survival, and colon cancer
symptoms) remained significantly greater than expected within
the third month.

Figure 1. Greater than expected relative search volumes for colon cancer following Chadwick Boseman’s death. RSV: relative search volume.
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Figure 2. Greater than expected relative search volumes for Google search terms related to colon cancer following Chadwick Boseman’s death.

Wikipedia Page Views for Colon Cancer
Daily page views for the English Wikipedia page colorectal
cancer peaked at 1386.7 per million total views or 20,649%
(95% CI 15,188%-27,901%) greater than expected on August
29 before declining (Figure 3). As shown in Figure 3, the

cumulative excess search volume during this period was on
average 1979% (95% CI 1375%-2894%) greater than expected.
Altogether, it was estimated that there were 547,354 (95% CI
49,7708-58,5167) excess Wikipedia page views during the 2
months following the news of Boseman’s death.
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Figure 3. Excess page views for the Wikipedia page colorectal cancer following Chadwick Boseman’s death.

Geographic Patterns in Searches for Colon Cancer
As shown in Figure 4, for 2 years before August 28, 2020, RSV
for the search term colon cancer was greatest among states in
the northeast extending through the Midwest to Nebraska (with
Alabama being the only southern state above the average RSV).
In the 2 weeks following August 28, there was a geographic

shift, such that states in the south tended to have more search
interest. The lists of the states that had the most search interest
and change in search interest following Boseman’s death are
outlined in Multimedia Appendix 1, Table S1. The percentage
of the Black American population in each state as per the 2019
US Census is indicated in Figure 4, and for each DMA in
Multimedia Appendix 1, Figure S1.
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Figure 4. Shifts in demographics and Google relative search volumes for Colon Cancer by state before and after Chadwick Boseman’s death. The
percentage of the Black American population by state is indicated in a smaller text on the map based on the 2019 US Census. The shading scale is based
on the difference between the relative search volume value for each state and the mean relative search volume for all states during the specified period.

A similar geographic shift was observed when examining
metropolitan areas defined using the DMA boundaries (Figure
5). To determine how this shift corresponded to changes in
interest among racial groups, we conducted a series of
correlation analyses. As shown in Figures 4 and 5, before August
28, 2020, there was a slight negative correlation between the
RSV for colon cancer and the percentage of Black Americans
per state and per metropolitan area (r=−0.18 and r=−0.05,
respectively) and a slight positive relationship for the percentage
of White Americans per state and per metropolitan area (r=0.27
and r=0.32, respectively). In the 2 weeks following August 28,

2020, there was a significant shift in correlation within racial
demographics and RSV for colon cancer by state and
metropolitan area, such that there was a positive correlation
between the RSV for colon cancer and the percentage of Black
Americans per state (r=0.73 and r=0.33, respectively) and a
negative relationship for the percentage of White Americans
per state and metropolitan area (r=−0.70 and r=−0.39,
respectively). These changes in correlations were all highly
significant (P<.001), relative to the corresponding correlations
during the 2 years before August 28, 2020.
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Figure 5. Shifts in demographics and Google relative search volumes for colon cancer by metropolitan area before and after Chadwick Boseman’s
death. Metropolitan areas are delineated based on Nielsen designated market areas. The shading scale is based on the difference between the relative
search volume value for each metropolitan area and the mean relative search volume for all states during the specified period. DMA: designated market
area.

This analysis was repeated for periods extending up to 4 months
following Boseman’s death. As shown in Table 1, after August
28, 2020, the correlations remain positive between the RSV for
colon cancer and the percentage of Black Americans by state
and metropolitan area. Similarly, the percentage of White

Americans and the RSV for colon cancer is negative and
significantly lower after August 28, 2020, for all periods
compared by state and metropolitan area. As shown in Table 1,
Hispanic and Latino Americans have a similar pattern as Black
Americans concerning RSV for colon cancer with time.
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Table 1. Correlations between search interest in colon cancer and racial demographics.

Google search datesaSearch terms and racial demo-
graphics

4 months after
(August 28,
2020-Decem-
ber 31, 2020)

12 weeks after
(August 28,
2020-Novem-
ber 20, 2020)

8 weeks after
(August 28,
2020-October
23, 2020)

4 weeks after
(August 28,
2020-Septem-
ber 25, 2020)

2 weeks after
(August 28,
2020-Septem-
ber 11, 2020)

1 week after
(August 28,
2020-Septem-
ber 4, 2020)

Before
(September 2,
2018-August
22, 2020)

Colon cancer by state

Black Americans

0.650.690.620.680.730.51−0.18Correlation coefficient, r

<.001<.001<.001<.001<.001<.001—bP value

White Americans

−0.46−0.70−0.69−0.68−0.70−0.690.27Correlation coefficient, r

<.001<.001<.001<.001<.001<.001—P value

Hispanic and Latino Americans

0.110.120.200.200.180.21−0.27Correlation coefficient, r

——.03.03.04.03—P value

Colon cancer by metropolitan area (DMAc)

Black Americans

0.250.200.280.200.320.24−0.05Correlation coefficient, r

<.001<.001<.001.002<.001.004—P value

White Americans

−0.34−0.31−0.34−0.35−0.38−0.270.32Correlation coefficient, r

<.001<.001<.001<.001<.001<.001—P value

Hispanic and Latino Americans

0.180.180.160.230.220.12−0.29Correlation coefficient, r

<.001<.001<.001<.001<.001<.001—P value

aEach value represents the Pearson correlation coefficient between the relative search volume and the percentage of the population for each race in the
corresponding jurisdiction.
bN/A: not applicable.
cDMA: designated market area (Google Trends defines metro areas according to 210 DMAs).

Discussion

Principal Findings and Implications
In this infoveillance study, we examined the impact of Chadwick
Boseman’s death from colon cancer on the interest in this
disease on the internet. We found that Boseman’s death resulted
in a dramatic and significant increase in Google searches related
to colon cancer as well as in the number of page views of the
colon cancer Wikipedia article. We further investigated how
the increased Google search interest in colon cancer was
distributed geographically by state and metropolitan areas. Our
findings demonstrated a significant shift in correlation within
the Black American population and RSV for colon cancer in
state and metropolitan regions. This correlation remained for
at least 4 months afterward.

Research studies thus far have shown that searches for
colonoscopy have increased with time [27] and correlate with
actual screening rates in the United States [26]. However,

although current campaigns such as the colon cancer awareness
month result in increased interest on the web, these campaigns
do not seem to generate enough impact to result in increased
screening [40]. Involving the stories of celebrities like Chadwick
Boseman in these campaigns may be a more effective strategy.
Previously, the disclosure of cancer diagnoses from other
celebrities has resulted in higher screening rates. For example,
when Kylie Minogue announced her breast cancer diagnosis in
2005, there was an uptick in mammography appointments in
Australia [5]. Similarly, there was a temporary increase in pap
smear rates in the United Kingdom after Jade Goody was
diagnosed with cervical cancer in 2008 [4]. It is possible that
Boseman’s death will have a comparable, if not greater, impact
on colon cancer screening rates.

Although analyzing screening and corresponding detection rates
of cancers takes time, infodemiology research can provide early
insights that public health officials can act upon. Multiple studies
have examined the changes in interest on the web concerning
a celebrity event, and several have used a quasi-experimental
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approach like ours, in which increased search volumes following
an event are quantified in relation to counterfactual forecasted
volumes if the event had not occurred [23,30,33]. For example,
studies have reported that search queries regarding smoking
cessation interest in Brazil increased by up to 153% in the first
week after president Lula da Silva’s diagnosis of laryngeal
cancer [23], HIV search queries in the United States increased
by 417% in the week after Charlie Sheen’s disclosure [29], and
there was a 257% increase in vasculitis-related queries in the
United States after Harold Allen Ramis’ death [33]. In contrast,
our study determined that the magnitude of increased search
volume attributed to the Chadwick Boseman effect was found
to be higher, with search queries related to colon cancer
screening increasing by up to 707%.

This greater volume of web-based interest in colon cancer could
be attributed to Boseman’s widespread popularity and the sheer
surprise of his death. However, it is likely that social media
played an important role as well, as unlike most other celebrity
examples, Boseman’s diagnosis was shared via Twitter [1]. This
original tweet quickly went viral, and the news spread on
multiple platforms. Our study showed that this increased social
media activity translated to a greater appetite for knowledge of
colon cancer itself, highlighting the value of platforms such as
Twitter for public health campaigns. Several studies have
demonstrated that social media–based campaigns can be
successful in educating the public and increasing participation
in cancer screening [41]. However, most of the campaigns
studied thus far have focused on breast and prostate cancer and
have been less effective at reaching racial minorities [41]. The
Chadwick Boseman effect phenomenon demonstrated that the
involvement of a highly followed celebrity might represent an
effective strategy to expand the reach of these campaigns on
the internet. Furthermore, if the celebrity represents a racial
minority group like Boseman, it may facilitate the engagement
of these particular groups.

Our analysis showed that there was proportionately more search
volume for colon cancer in states and metropolitan areas that
had proportionately more Black Americans. This reinforces
how popular Boseman was in the Black American community
and how his legacy could be used to help spread awareness of
colon cancer among his fans. This geographic component of
GT infoveillance has been leveraged in studies examining
disease incidence [3,19]; however, its role in research examining
public health behavior and disparities is less established. Our
study adds to the infoveillance field by demonstrating that
internet search trend data can not only be used to identify an
increased public interest in a health-related topic but can also
determine where that interest comes from and perhaps even
from whom.

As we emerge from the COVID-19 pandemic, an important
public health goal will be to re-engage the public in cancer
screening. Research has revealed that cancer screening rates are
lower and that cancers are being diagnosed at more advanced
stages than that observed prepandemic [42]. In the United States,
Black Americans have long had lower up-to-date screening
rates for colon cancer [11], and this disparity may have become
more pronounced during the pandemic. Therefore, it will be
even more important to appeal to Black Americans in campaigns

focused on colon cancer education and the importance of
screening.

Although there was a substantial increase in internet activity
regarding colon cancer following Boseman’s death, the activity
ultimately declined, which may have been a missed opportunity
to educate the public. However, by invoking Boseman’s legacy
and involving living Black American celebrities in colon cancer
campaigns, it may be possible to regenerate this spike in interest
among Americans. This can be done on the internet but through
other means, such as television commercials and the distribution
of stool testing kits at the grassroots level. The GT analyses
presented in our study provide a geographic framework for the
jurisdictions to target in these campaigns. For example, if a
public health official in the US were to start a television
campaign invoking Boseman’s legacy, they may wish to target
regions such as Georgia and Washington DC, where there was
a higher concentration of Black Americans as well as the
greatest interest in colon cancer following his death.

Limitations
There are limitations of our study that are important to highlight.
Internet activity for a particular condition is ultimately just a
surrogate marker for the public interest. It is unknown how
many different people performed the searches and who they
were. Our geographic analyses suggested an increased interest
in colon cancer in regions of the United States with more Black
Americans. This does not provide direct evidence that more
Black Americans were looking up information about colon
cancer, and there may have been factors other than race that
drove interest in these regions.

It is also unknown whether individuals who searched for
information about colon cancer gleaned any valuable knowledge
from their internet visits that would influence their future
behavior. Although the Wikipedia page for colorectal cancer
provides a variety of information, we were unable to capture
how much of the material was actually reviewed by visitors.
Furthermore, we also acknowledge that the search terms
investigated may not represent all of the most common search
strings used by the public.

Conclusions
This infoveillance study revealed a substantial increase in
Google searches and Wikipedia page views related to colon
cancer after the Black American actor Chadwick Boseman died
of the disease in August 2020. A geographic analysis of states
and metropolitan areas in the United States demonstrated that
the surge in interest might have disproportionately come from
Black Americans, a group that has a higher risk of colon cancer
but lower screening rates than White Americans. Further
research will be required to determine whether the temporary
surge in interest following Boseman’s death will translate to
sustained awareness and screening rates for colon cancer.

Health care providers and public health officials can capitalize
on these findings by developing awareness campaigns
incorporating Boseman’s legacy and involving other Black
American celebrities. Although he quietly suffered from cancer
himself, Boseman generously donated to multiple charities,
including those supporting underprivileged Black Americans
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and youth affected by cancer. In his life, Boseman was known
for portraying fictional and real-life Black heroes on the movie

screen, but his status as a hero himself may be further cemented
in the years to come.
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Abstract

Background: The data retrieved with the online search engine, Google Trends, can summarize internet inquiries into specified
search terms. This engine may be used for analyzing inquiry peaks for different medical conditions and symptoms.

Objective: The aim of this study was to analyze World Wide Web interest peaks for “ear pain,” “ear infection,” and “ear drops.”

Methods: We used Google Trends to assess the public online interest for search terms “ear pain,” “ear infection,” and “ear
drops” in 5 English and non–English-speaking countries from both hemispheres based on time series data. We performed our
analysis for the time frame between January 1, 2004, and December 31, 2019. First, we assessed whether our search terms were
most relevant to the topics of ear pain, ear infection, and ear drops. We then tested the reliability of Google Trends time series
data using the intraclass correlation coefficient. In a second step, we computed univariate time series plots to depict peaks in
web-based interest. In the last step, we used the cosinor analysis to test the statistical significance of seasonal interest peaks.

Results: In the first part of the study, it was revealed that “ear infection,” “ear pain,” and “ear drops” were the most relevant
search terms in the noted time frame. Next, the intraclass correlation analysis showed a moderate to excellent reliability for all 5
countries’ 3 primary search terms. The subsequent analysis revealed winter interest peaks for “ear infection” and “ear pain”. On
the other hand, the World Wide Web search for “ear drops” peaked annually during the summer months. All peaks were statistically
significant as revealed by the cosinor model (all P values <.001).

Conclusions: It can be concluded that individuals affected by otitis media or externa, possibly the majority, look for medical
information online. Therefore, there is a need for accurate and easily accessible information on these conditions in the World
Wide Web, particularly on differentiating signs and therapy options. Meeting this need may facilitate timely diagnosis, proper
therapy, and eventual circumvention of potentially life-threatening complications.

(J Med Internet Res 2021;23(6):e28328)   doi:10.2196/28328

KEYWORDS

otitis media; otitis externa; otalgia; Google Trends; infodemiology; infoveillance; infodemic; social listening

Introduction

Google Search (Google LLC) is the most commonly used
internet search engine, and almost two-thirds of all daily online
inquiries are performed using this platform. [1] Google Trends
(GT) delivers information on geographical and temporal patterns
of search volumes for inquiries performed with Google. [2]
Notably, several studies have already used GT to analyze web

user searches for different otolaryngological symptoms,
conditions, and diseases. [3-6] Furthermore, conditions in other
medical disciplines have been assessed, including in cardiology
[7,8], urology [9], and orthopedic surgery [10]. In general, the
internet has become an appealing source of health care
information, particularly for younger people, who are more
amenable to new and innovative approaches for gaining novel
information in an online environment [11]. Therefore, internet
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search volumes for certain medical conditions could potentially
follow their annual incidence peaks.

Acute otitis media (OM) and otitis externa (OE) are common
conditions in otolaryngology and represent the middle ear and
external auditory canal’s inflammation, respectively [12,13].
OM is mostly a result of a dysfunction of the auditive tube due
to upper airway tract infections [12]. New diagnostic guidelines
recommend combining medical history, clinical symptoms, and
strict otoscopic criteria to determine this diagnosis [14]. These
include moderate or severe tympanic membrane bulging
combined with otorrhea or mild bulging combined with recent
onset of ear pain. OE’s incidence is comparable to that of OM
and affects up to 10% of people at some point in life. [13] Some
common symptoms tend to overlap with those of OM, such as
ear pain or otorrhea. Nevertheless, some critical differentiation
signs exist, such as ear itching and tenderness of the tragus or
pinna, which are OE-specific symptoms [15]. Based on the
many similarities between these two conditions, it may be
assumed that individuals tend to misdiagnose or incorrectly
treat themselves by referring to information available online.

It has been noted that OM occurs mostly in the winter months,
which correlates with the incidence rates of upper airway
infection [12,16-19]. In contrast, OE incidence rises significantly
during the warmer summer months, mostly due to increased
humidity, sweating, and swimming (ie, water exposure to the
outer ear canal [15,20,21]). Interestingly, a study on seasonal
peaks of acute OM incidence revealed peaks in the winter and
summer months [22].

To the best of our knowledge, only one study group has assessed
online user behavior regarding otologic conditions. Specifically,
they correlated GT search for “ear drops” with Medicaid
prescription frequency for ototopical agents [23]. However, to
date, no study has analyzed World Wide Web public inquiries
into other OM- and OE-related terms (such as ear pain or ear
infection). Therefore, our study aimed to analyze the web-based
interest into ear pain, ear infections, and the associated treatment
options (ear drops). This study’s results may help gain novel
insights into the temporal frequency of internet searches into
ear pain–related search terms and clarify the temporal dynamics
of the affected individuals who search for symptoms or treatment
options regarding these medical conditions.

Methods

GT was used to explore the online search interest for “ear pain”
and related terms entered into the Google search engine from
various countries worldwide. The relative search volume (RSV)
shows user interest in specific search terms. It ranges from 0 to
100 (higher interest correlates with higher score). The
normalization steps are described elsewhere [24]. We explored
RSV for the following 3 search terms (and the country-specific
translation) related to ear infections: “ear drops”
(“Ohrentropfen”), “ear pain” (“Ohrenschmerzen”), and “ear
infection” (“Ohr Entzündung”). In order to cover both
hemispheres and 2 languages (English and German), we assessed
internet-based inquiries in the following countries: Australia,
Canada, Germany, the United States, and the United Kingdom.

The data were retrieved in the “Health” category for the time
frame between January 1, 2004, and December 31, 2019.

The 3 preliminary search terms were entered on August 18,
2020, and the function “Related (Top)” was used to show search
terms related to the preliminary search terms in every analyzed
country. We ensured that we analyzed 3 search terms with the
highest RSV in the context of “ear pain,” “ear infection,” and
“ear drops” by using the GT function “Comparison.” We
therefore compared the RSV of all related search terms against
the 3 preliminary search terms. The most relevant search terms
associated with each of the 3 preliminary search terms were
used for further data acquisition and analyses. Furthermore, we
also added the search terms “otitis” and “otitis media”
(“Gehörgangsentzündung” and “Mittelohrentzündung”,
respectively, for Germany) to cover the full spectrum of ear
pain–related search terms.

We then entered each of the aforementioned 5 ear pain–related
search terms (ie, “ear drops,” “ear pain,” “ear infection,” “otitis,”
and “otitis media”) on April 25, 2021, and used the function
“Worldwide” to assess regional differences in country-specific
RSV. We specified our searches for the “Health” category and
the time frame between January 1, 2004, and December 31,
2019. Finally, a reliability analysis was performed by
downloading selected search terms for 10 consecutive days,
starting from August 18, 2020. It has previously been reported
that slightly different results are shown if GT data are
downloaded on different days [3,16].

The analysis was performed with R software version 3.5.1 (R
Foundation for Statistical Computing) with the “season” and
“psych” packages. The visualization of these data was performed
with Prism 9.0.0 software (GraphPad). The intraclass correlation
coefficient (ICC; 2-way random model) was used for
examination of GT data reliability. Poor reliability was defined
as an ICC lower than 0.4, moderate reliability as an ICC higher
than or equal to 0.4 and lower than 0.75, good reliability as an
ICC higher than or equal to 0.75 and lower than 0.9, and
excellent reliability as an ICC greater than or equal to 0.9. The
cosinor regression model was used to detect seasonality in time
series data. The exact model is described in detail elsewhere
[25]. In short, the cosinor model is a parametric model that
captures seasonal patterns using a sinusoid. We fitted an annual
seasonal pattern to our time series data and therefore defined
the annual seasonal cycle as 12 (months). As the cosinor model
assumes the sinusoid to be symmetric and stationary, a peak (P,
peak) and a nadir point (L, low point, defined as peak month
+/–6 months) are defined once per year. The cosinor analysis
also computes an amplitude (size), which represents the
magnitude of the seasonal effect. As the sinusoid is described
by both a sine and a cosine term, statistical significance can be
tested as part of a generalized linear model. We set the P value
to .03 to adjust for multiple comparisons (sine and cosine term).

The visualization of worldwide country-specific differences in
RSV for our 5 ear pain–related search terms (mentioned
previously) was performed with Python 3.9.4 [26] in
combination with the libraries NumPy [27], Pandas [28],
Matplotlib [29], and Geopandas [30].
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For the current study, only publicly available and nonidentifiable
data were explored. Therefore, according to the guidelines of
the institutional review board of the Medical University of
Vienna, study approval was not needed.

Results

Search Terms Related to Ear Infection, Ear Pain, and
Ear Drops
As we wanted to perform the analysis only using search terms
with the highest RSV, our first step was to assess if preliminary
search terms were in fact the most searched in regard to the
following 3 terms: (1) “ear pain,” (2) “ear infection,” and (3)
“ear drops.” We therefore entered each of the 3 primary search
terms into GT for the time frame between January 1, 2004, and
December 31, 2019. The search was performed using the
“Health” category. Furthermore, the GT function “Related
queries (Top)” was used to identify search terms that users
entered on GT following the specified one. This step was
followed by comparing the RSV of each related search term
with each of the 3 preliminary search terms to evaluate whether
the latter terms had the highest RSV within their respective
category. It was indeed shown that our 3 preliminary search

terms (“ear pain,” “ear infection,” and “ear drops”) represented
the 3 most relevant search terms within their respective category
in all English-speaking countries. Only the search term
“Mittelohrentzündung” (middle ear infection) had a higher RSV
compared to “Ohr Entzündung” (ear infection) in Germany
(Tables S1-S5, Multimedia Appendix 1). To cover the full
spectrum of ear pain–related search terms, we also added “otitis”
and “otitis media” (“Gehörgangsentzündung” and
“Mittelohrentzündung” for Germany) for further data analyses.

Regional Differences in Relative Search Volume for
Ear Infection–Related Search Terms
In the next step, we assessed country-specific differences in
RSV for our 5 ear infection–related search terms: “ear pain,”
“ear infection,” “ear drops,” “otitis,” and “otitis media.” We
used the GT function “Worldwide” to compare the
country-specific RSVs.

The graphical analysis revealed regional differences in RSV for
each of the 5 ear infection–related search terms. “Ear infection”
and “ear pain” were searched more often in English-speaking
countries from the Northern Hemisphere, while “otitis” and
“otitis media” were searched more often in countries from the
Southern Hemisphere (Figure 1).
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Figure 1. World maps showing country-specific variations in relative search volume for (A) “ear drops,” (B) “ear infection,” (C) “ear pain,” (D) “otitis,”
and (E) “otitis media.” The color legend represents the relative search volume. The x-axis and the y-axis represent the longitude and latitude, respectively.
The maps have been created with the GeoPandas library [30].

Reliability of Ear Infection–Related Search Terms
We performed the reliability analysis using the ICC for GT time
series data of our 3 final search terms extracted on 10
consecutive days, starting on August 18, 2020.

The 3 primary search terms showed good to excellent reliability
in English-speaking countries, with correlation coefficients

ranging between 0.78 and 0.97 for “ear drops,” between 0.87
and 0.99 for “ear infection,” and between 0.89 to 0.99 for “ear
pain.” Furthermore, reliability analyses in Germany also
revealed excellent correlation coefficients for 2 of the 3 primary
search terms: ICC of 0.91 for “Ohrentropfen” (ear drops), ICC
of 0.47 for “Ohr Entzündung” (ear infection), and ICC of 0.98
for “Ohrenschmerzen” (ear pain; Table 1). The analysis revealed
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less reliable results for our 2 additional search terms. The ICC
ranged between 0.36 and 0.86 for “otitis” and between 0.37 to
0.74 for “otitis media” in the English-speaking countries. Further

correlation analyses revealed an ICC of 0.93 for
“Mittelohrentzündung” and an ICC of 0.75 for
“Gehörgangsentzündung” in Germany.
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Table 1. Reliability of single and averaged time series data on “ear drops,” “ear infection,” “ear pain,” “otitis,” and “otitis media” in all countries.

P valueDf2eDf1dF testcUpper boundbLower boundbICCaSearch term by country

Australia

Ear drops

<.001171919135.960.810.740.78Singlef

<.001171919135.960.980.970.97Averageg

Ear infection

<.001171919171.810.890.840.87Single

<.001171919171.810.990.980.99Average

Ear pain

<.001171919188.270.910.870.89Single

<.001171919188.271.000.990.99Average

Otitis

<.00117191918.900.440.270.36Single

<.00117191918.900.890.790.85Average

Otitis media

<.001171919111.700.540.390.46Single

<.001171919111.700.920.870.90Average

Canada

Ear drops

<.001171919152.040.860.800.83Single

<.001171919152.040.980.980.98Average

Ear infection

<.001171919174.410.890.840.87Single

<.001171919174.410.990.981.99Average

Ear pain

<.0011719191123.400.930.890.92Single

<.0011719191123.400.990.990.99Average

Otitis

<.001171919173.570.890.830.86Single

<.001171919173.570.990.980.98Average

Otitis media

<.001171919110.570.530.410.47Single

<.001171919110.570.920.870.90Average

United Kingdom

Ear drops

<.0011719191300.230.970.960.97Single

<.0011719191300.231.001.001.00Average

Ear infection

<.0011719191765.130.990.980.98Single

<.0011719191765.131.001.001.00Average

Ear pain

<.0011719191851.840.990.980.99Single
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P valueDf2eDf1dF testcUpper boundbLower boundbICCaSearch term by country

<.0011719191851.841.001.001.00Average

Otitis

<.001171919117.050.470.180.33Single

<.001171919117.050.900.680.83Average

Otitis media

<.001171919113.000.480.240.37Single

<.001171919113.000.900.760.85Average

United States

Ear drops

<.0011719191404.420.980.970.97Single

<.0011719191404.421.001.001.00Average

Ear infection

<.00117191911096.640.990.990.99Single

<.00117191911096.641.001.001.00Average

Ear pain

<.00117191911523.050.990.990.99Single

<.00117191911523.051.001.001.00Average

Otitis

<.001171919125.500.640.360.51Single

<.001171919125.500.950.850.91Average

Otitis media

<.001171919132.610.790.700.74Single

<.001171919132.610.970.960.97Average

Germany

Mittelohrentzündung

<.0011719191132.450.940.910.93Single

<.0011719191132.450.990.990.99Average

Ohrenschmerzen

<.0011719191691.660.990.980.98Single

<.0011719191691.661.001.001.00Average

Ohrentropfen

<.001171919198.680.920.890.91Single

<.001171919198.680.990.990.99Average

Ohr Entzündung

<.001171919112.930.550.380.47Single

<.001171919112.930.920.860.90Average

Gehörgangsentzündung

<.001171919132.380.790.710.75Single
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P valueDf2eDf1dF testcUpper boundbLower boundbICCaSearch term by country

<.001171919132.380.980.960.97Average

aICC: intraclass correlation coefficient.
blower and upper bound = 95% confidence interval of the intraclass correlation coefficient.
cF test for significance of the correlation coefficient.
dDf1: numerator degrees of freedom.
eDf2: denominator degrees of freedom.
fSingle: single time series data.
gAverage: averaged time series data.

Biannual Differences in Web-Based Interest Peaks for
Our Ear-Related Search Terms
Next, we performed a time series analysis to depict the seasonal
variations graphically and statistically. The data sets extracted
on the first day of data retrieval (August 18, 2020) were used
for this analysis. We computed univariate time series plots to
analyze monthly changes in RSV graphically (Figures 2-4).
Subsequently, the cosinor model was used to analyze the time

series data to depict peaks and nadirs in web-based interest for
each of the 3 final search terms.

The graphical analysis revealed interest peaks in the summer
months for “ear drops” in English- and non–English-speaking
countries from both hemispheres (Figure 5). In contrast, peaks
in web-based interest for “ear infection” and “ear pain” were
apparent in the winter months. Subsequent cosinor analyses
revealed all of these peaks to be significant (all P values <.001)
(Table 2).
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Figure 2. Univariate time series plot showing monthly changes in relative search volume for (A) “ear infection,” (B) “ear drops,” and (C) “ear pain”
in the United States between January 2004 and December 2019. The thick vertical orange lines mark January 1, while the thin vertical green lines mark
July 1. The black points represent the relative search volume of each of the 12 months.
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Figure 3. Univariate time series plot showing monthly changes in relative search volume for (A) “ear infection,” (B) “ear drops,” and (C) “ear pain”
in Australia between January 2004 and December 2019. The thick vertical orange lines mark January 1, while the thin vertical green lines mark July 1.
The black points represent the relative search volume of each of the 12 months.
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Figure 4. Univariate time series plot showing monthly changes in relative search volume for (A) “ear infection,” (B) “ear drops,” and (C) “ear pain”
in Germany between January 2004 and December 2019. The thick vertical orange lines mark January 1, while the thin vertical green lines mark July
1. The black points represent the relative search volume of each of the 12 months.
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Figure 5. Cosinor analysis plots showing monthly variations in relative search volume for “ear infection,” “ear pain,” and “ear drops” (from left to
right) in (A) the United States, (B) Germany, and (C) Australia. The black dots mark the monthly mean relative search volume, while the error bars
mark the SE. The numbers on the x-axis represent the corresponding months (ie, 1 = January, 2 = February).
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Table 2. Cosinor analysis on seasonality of “ear drops,” “ear pain,” “ear infection,” “otitis,” and “otitis media”.

P valueSENadiraPeakaAmplitudeTerm by country

Australia

<.0010.0165.111.15.73Ear drops

<.0010.0152.78.71.32Ear pain

<.0010.0142.28.24.20Ear infection

<.0010.02212.06.03.67Otitis

.0020.02312.96.93.82Otitis media

Canada

<.0010.0181.37.30.91Ear drops

<.0010.0158.l2.11.68Ear pain

<.0010.0137.51.59.77Ear infection

<.0010.0157.21.211.13Otitis

<.0010.0188.02.06.44Otitis media

United Kingdom

<.0010.0161.67.62.63Ear drops

<.0010.0176.312.32.31Ear pain

<.0010.0166.512.54.59Ear infection

<.0010.0158.02.03.90Otitis

<.0010.0187.41.47.76Otitis media

United States

<.0010.01712.46.44.74Ear drops

<.0010.0149.73.71.79Ear pain

<.0010.0147.81.88.03Ear infection

<.0010.0117.71.73.18Otitis

<.0010.0127.71.78.07Otitis media

Germany

<.0010.0167.61.617.78Mittelohrentzündung

<.0010.0167.51.510.36Ohrenschmerzen

<.0010.0164.310.30.55Ohrentropfen

<.0010.0252.98.91.98Ohr entzündung

<.0010.0182.08.012.72Gehörgangsentzündung

aThe values in this column correspond to the respective month (eg, 1=January, 2=February).

Discussion

The current study used GT and revealed winter and summer
peaks in online search volumes for OE- and OM-related search
terms, which corresponded with the winter and summer
incidence rise of these conditions. In particular, highly reliable
results revealed that the search volume for “ear drops” peaked
in the summer months, potentially reflecting the interest in OE
at this time. On the contrary, the annual increase in search
frequency for terms “ear pain” and “ear infection”
(hypothetically reflecting both OE and OM) was observed
during the winter months. This discrepancy between online
search peaks could indicate a potential mistake in treatment by

self-diagnosis or self-treatment of either of these two conditions
by patients searching for therapy options online. As noted, one
study already assessed this problem by correlating Google search
frequency for ear drops and Medicaid prescriptions for
ototopical agents [23]. That study, however, included some
methodological limitations: no further GT analysis regarding
related terms or symptoms of OM or OE was performed, the
reliability of the GT data was not analyzed, and the online search
frequency for noted terms was assessed for only 1 country.
Therefore, the significance of our study is mainly its highly
reliable GT data, reproducibility in different countries from
both hemispheres, and significant interest peaks revealed by
the cosinor analysis for all 3 search terms.
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As noted, GT has often been used to analyze user-associated
online behavior in regard to different otorhinolaryngologic
conditions [3-6,16]. Furthermore, public online interest for
certain oral, maxillofacial, and dentistry problems has been
analyzed by several authors [31-33]. Moreover, this engine was
used for assessing public inquiries into seasonal influenza
[34,35]. Even the currently prevailing and life-changing
COVID-19 pandemic was analyzed [36,37], and authors have
also discussed using GT to predict COVID-19 outbreaks [38,39].

There are several critical similarities between OM and OE
regarding symptoms and therapy options. The overlapping
symptoms include ear pain and otorrhea [14,15], while specific
OE signs include an itchy ear and tragus pain [15]. Therapy
regimens for both conditions include analgesics, but the
indication for antibiotic therapy varies significantly. Although
bacteria can be isolated from the middle ear in 50% to 90% of
cases [40,41], not all OM patients require antibiotic therapy at
initial presentation. Clinical observation and analgesic therapy
are the first-line treatment approaches in adult patients and
children over 6 years with mild symptoms. However, either a
clinical follow-up within 2 to 3 days should be scheduled, or a
backup antibiotic should be prescribed and used in cases where
symptoms persist [14,42]. Regarding OE, therapy options
include ear cleaning, analgesics, and topical treatment
(antibiotics, steroids, antiseptics, antifungals, or combinations)
[43]. Oral antibiotics are not indicated for treatment of OE, as
they prolong time to clinical cure and are not associated with
better outcomes as compared with a topical agent used alone in
uncomplicated cases [20,44]. Additionally, the overuse of
systemic antibiotics contributes to the global problem of
antibiotic resistance [16]. In summary, systemic or oral antibiotic
is only required in severe and persistent OM, while OE can be
treated mostly with topical therapy using ear drops.

Incompletely treated or untreated OM can result in
complications, such as mastoiditis, facial nerve paresis or palsy,
or labyrinthitis. Therefore, symptoms of OM warrant further
diagnosis and therapeutic approaches [45]. Furthermore, these
can occur in cases with inadequately treated OM (eg, in cases
of antibiotic-resistant bacteria) [45]. The most typical symptoms
of acute mastoiditis are a retroauricular swelling and a protruded
pinna. Other clinical signs include retroauricular erythema and
pain, or an abscess of the external auditory canal [46,47]. Timely
recognition of these signs and a prompt referral to an
otolaryngology department are crucial in treating OM
complications. The next steps include intravenous antibiotic
therapy and a computer tomography scan in cases that do not
respond to therapy [48]. Surgical treatment such as
mastoidectomy remains the most efficient therapy option for
patients with intracranial complications or mastoid abscess [49].
Malignant (necrotizing) OE is a potentially fatal complication
of acute OE and affects older adults, immunocompromised
individuals, and patients with undertreated diabetes mellitus
[50]. The most common signs are otalgia, subacute hearing loss,
and intensive otorrhea [50]. The infection can extend to the
mastoid and the skull base and can potentially result in facial
nerve palsy, venous sinus thrombosis, osteomyelitis, or even
death [51]. Although patients potentially self-manage these
conditions by looking for information online, timely referral to

the hospital appears crucial, as a definitive diagnosis can only
be made by a medical professional. Not postponing a doctor’s
appointment can lead to proper treatment and circumvention of
potentially life-threatening complications.

OM affects all age groups, but about 80% of children have at
least 1 acute OM episode before school age [12]. However, a
plethora of pediatric patients does not necessarily warrant
antibiotic therapy. Systemic antibiotics should be routinely
indicated only in children above the age of 6 months with severe
symptoms and in children older than 2 years with bilateral acute
OM [14]. Observation with scheduled clinical follow-up is
recommended in children 2 to 12 years old with nonsevere
symptoms [14]. Furthermore, OM with effusion is often
misdiagnosed as acute OM and overtreated with antibiotics [52].
Overtreatment is also a common problem affecting patients with
OE. One study group noted that about 20% to 40% of patients
with an acute OE are primarily and unnecessarily treated with
a systemic antibiotic [53] even though systemic antibiotics do
not necessarily produce better clinical outcomes [20]. In
summary, the timely differentiation between OM and OE is
crucial, as it can result in proper therapy, reduction of
overtreatment, and circumvention of possibly life-threatening
complications.

The current study faces limitations associated with its
infodemiological design. Potential standard limitations of
infodemiological studies could influence the interpretation of
our results. As we used a single search engine to retrieve all
data, selection bias is a potential limitation. However, about
two-thirds of daily internet searches are performed using Google
web search, which minimizes this risk [1]. A further selection
bias is reflected by the fact that people from higher-income
areas have access and tend to use the internet for any kind of
information, particularly regarding certain medical conditions
[54]. Furthermore, with GT, the data on the age or gender of
users who search for different terms cannot be assessed. This
limitation could be a confounding factor, as younger people are
more likely to use online search engines to gather information
on medical conditions [55]. On the other hand, studies designed
around using infodemiological methods can arguably be more
extensive, detailed, and real time than epidemiological studies.
Therefore, with these methods, the information retrieval and
the efficacy of the research can be improved. Furthermore, it
can only be assumed that RSV varies only slightly across
individual areas within each country. We included larger
countries in our analysis. Thus, our results may only represent
those regions with more inhabitants (and therefore higher RSV).
Future studies will reveal whether regional differences have a
significant influence on online search frequency for different
medical conditions.

In conclusion, we observed biannual (summer and winter) peaks
in searches for otitis externa and media and related terms, which
correlated with the respective annual incidence increase of these
two conditions. These findings thus underline the necessity for
accurate and easily accessible medical information on the
internet, particularly for diagnosis, appropriate therapy options,
and differentiating between OE and OM. This type of
information may reduce overtreatment with antibiotics in OE
cases and mitigate the global problem of antibiotic resistance.
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Finally, prompt and early detection of potentially life-threatening
complications and subsequent further diagnosis and therapy

could be facilitated.
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Abstract

Background: Chronic diseases often present severe consequences for those affected. The management and treatment of chronic
diseases largely depend on patients’ lifestyle choices and how they cope with the disease in their everyday lives. Accordingly,
the ability of patients to self-manage diseases is a highly relevant topic. In relation to self-management, studies refer to patient
empowerment as strengthening patients’ voices and enabling them to assert control over their health and treatment. Mobile health
(mHealth) provides cost-efficient means to support self-management and foster empowerment.

Objective: There is a scarcity of research investigating how mHealth affects patient empowerment during patient-physician
consultations. The objective of this study is to address this knowledge gap by investigating how mHealth affects consultations
and patient empowerment.

Methods: We relied on data from an ethnographic field study of 6 children and adolescents diagnosed with juvenile idiopathic
arthritis. We analyzed 6 patient-physician consultations and drew on Michel Foucault’s concepts of power and power technology.

Results: Our results suggest that the use of mHealth constitutes practices that structure the consultations around deviations and
noncompliant patient behavior. Our analysis shows how mHealth is used to discipline patients and correct their behavior. We
argue that the use of mHealth during consultations may unintentionally lead to relevant aspects of patients’ lives related to the
disease being ignored; thus, inadvertently, patients’ voices may be silenced.

Conclusions: Our results show that concrete uses of mHealth may conflict with extant literature on empowerment, which
emphasizes the importance of strengthening the patients’ voices and enabling patients to take more control of their health and
treatment. We contribute to the state-of-the-art knowledge by showing that the use of mHealth may have unintended consequences
that do not lead to empowerment. Our analysis underscores the need for further research to investigate how mHealth impacts
patient empowerment during consultations.

(J Med Internet Res 2021;23(6):e26991)   doi:10.2196/26991

KEYWORDS

compliance; empowerment; mHealth; patient-physician consultation; power

Introduction

Background
Chronic diseases often have severe consequences for those
affected. In addition to the reduced quality of life, chronic

diseases may lead to health emergencies, serious complications,
and even death [1]. The management of chronic diseases is
among the many costly challenges faced by the health care
sector [2]. Each year, chronic diseases account for 71% of all
deaths globally, prompting the World Health Organization to
call for immediate action [3]. Furthermore, chronic diseases
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contribute to inequality, as they disproportionally affect socially
disadvantaged people and impede poverty reduction initiatives
[3]. Hence, improving the health of patients with chronic
diseases not only improves their quality of life but also eases
economic burdens at a societal level. The management and
treatment of chronic diseases depend on their impact on patients’
everyday lives [4,5]. Improving patients’abilities to self-manage
their health and make informed decisions is recognized as the
key to manage chronic disease at a societal level. This is
reflected in numerous national health care strategies that focus
on personalized medicine and self-management of disease [6,7].
Self-management refers to patients’ active engagement in the
responsibility for their health [1]. In relation to self-management,
studies refer to patient empowerment as enabling patients to
more meaningfully engage with and assert control over their
health and treatment of diseases [8-10]. To support
self-management and foster empowerment, mobile health
(mHealth) is a cost-efficient method [11].

mHealth is the delivery of health services and information over
a mobile or wireless platform [12]. The literature on mHealth
in the chronic disease self-management describes various
technologies that have been introduced in health care to support
self-management and foster patient empowerment [13]. Among
these are mobile apps that allow for the collection, management,
and sharing of patient-reported outcome (PRO) data. PRO data
are direct responses from the patients’ perspectives regarding
their health condition, without interpretation from a provider
or caregiver [14,15]. Traditionally, PRO data have been
collected during physical consultations. However, consultations
are often months apart, resulting in recall bias and unreliable
data. mHealth may offer a solution by allowing continuous
patient input and consequently more reliable PRO data [16].
During patient-physician consultations, PRO data support
physicians in evaluating the health status of patients. However,
despite studies of how PRO data and mHealth support patient
empowerment [17-19], there is a scarcity of research on how
mHealth and other technologies are used during
patient-physician consultations, and extant studies often ignore
the fact that empowerment depends on the patient-physician
relationship [8,20]. Consequently, there is limited knowledge
of how and to what extent the use of mHealth during
consultations affects empowerment. This study addresses this
knowledge gap through an exploratory investigation of
consultations between children and adolescents diagnosed with
juvenile idiopathic arthritis (JIA) and their physician. During
these consultations, an app named How-R-you supports decision
making and patient-physician communication. For analysis
purposes, we draw on a theoretical framework based on Michel
Foucault’s concepts of power and power technology. Using this
framework, we show how the exercise of power is embedded
in the different uses of mHealth that constitute specific practices
during consultations. In our investigation, we were guided by
the following research question:

How is mHealth technology used during patient-physician
consultations and to what extent does it support patient
empowerment?

The remainder of this paper is organized as follows. First, we
account for state-of-the-art knowledge of mHealth in chronic

disease self-management and the role of patient empowerment.
Second, we present the theoretical framework. Third, we
introduce the How-R-you case study and account for our
approach to data collection and analysis. Finally, we present
our results and discuss their contributions and implications.

Background Literature
The literature on mHealth in chronic disease self-management
covers various technologies and platforms. Technologies include
wearables [21], social media platforms [22], and mobile apps
[23]. Technologies are studied mainly from one of two
perspectives: health care professionals and patients.

From the perspective of a health care professional, mHealth
technology provides health care services over geographical
distances and supports patient self-management. mHealth may
be used to transmit patient data to health care professionals [24]
and provide health services in remote areas [25]. Paré et al [24]
reported positive effects such as a decreased need for emergency
care. Studies also point to greater empowerment, but results
regarding clinical outcomes and costs are inconclusive [26].

From a patient perspective, mHealth technology provides many
benefits because of the widespread use of mobile phones and
the possibility of integrating data from various wearable devices
[27]. Patients can monitor symptoms and health issues, which
may help them achieve their health objectives [28]. Moreover,
various technologies serve as external memories that help
patients in remembering health details [29]. This, in turn,
supports patients in self-managing their health and coping with
diseases [2]. Furthermore, mHealth enables information sharing
between patients and health care professionals [19]. As a result,
patients increase their knowledge, which helps them to
self-manage chronic diseases [19,23]. However, studies have
reported problems such as constantly reminding patients that
they are chronically ill [30]. Moreover, patients often avoid
using technologies because their values and needs are ignored
in the design of mHealth [1]. The solution is argued to be a
patient-centered technology that strengthens the patients’voices
[1]. In the literature, this is often referred to as a technology that
supports patient empowerment.

The Role of Patient Empowerment
Empowerment implies that patients can fulfill their needs, assert
control of their treatment, and independently—or at the very
least as an equal partner—decide on appropriate behavior and
treatment [10,31,32]. In a widely recognized perspective on
empowerment, patients’ subjective experiences of the disease
are central to follow-up and treatment. By strengthening
patients’ voices, empowerment is an engagement of patients
that goes beyond mere compliance [33]. However, in much of
the literature, empowerment is also conceptualized as the
measurable result of an intervention, and the role of mHealth
technology in empowering patients is thus paradoxically referred
to, discussed, and measured in terms of compliance with
established norms and treatment [34]. For instance, Lasorsa et
al [2] designed an mHealth technology to support patients’
self-management and everyday decision making. The solution
is said to incorporate empowering features and a means to ensure
compliance with medical treatment. Similarly, Fioravanti et al
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[35] studied an mHealth strategy aiming to improve medical
compliance through empowerment. This strategy promotes
lifestyle changes and improves compliance. With such studies,
the literature articulates a paradoxical conceptualization of
empowerment. Patients gain control in the sense that they
improve their ability to comply with the physicians’ medical
advice. Following this logic, empowerment is less about
patients’ everyday lives and their subjective experiences with
the disease than their compliance with treatment plans.
According to this conceptualization, empowerment is disease-
rather than patient-centered, and technologies continue to
privilege a clinical perspective [33].

Empowerment must be patient-centered if the patients’ voices
are to be truly strengthened. Dadgar and Joshi [1] argue that
mHealth must cater to patients’ values to affect empowerment.
Butterworth et al [36] combined patient and clinical perspectives
to create a technology-enabled education system that, on one
hand, serves patients’ needs by improving their ability to make
informed decisions and, on the other hand, supports health care
professionals by teaching patients to care for themselves and
reminding them of appointments. Storni [33] proposed a
patient-centered mHealth journaling tool that considers patients’
individual needs and enables self-monitoring personalization.
Technologies offering privilege to the health care professional’s
perspective assume that health care outcomes are always
clinically measurable and necessitate compliance: “Such a
strategy may verge on the paradox of ‘empowering’ patients to
better silence their voices, but poorly supports them with the
practicalities and complexities of dealing with the disease” [33].
Patients experience diseases subjectively, and thus should not
be reduced to generic medical conditions [33]. Otherwise,
patients’ insights and knowledge are neglected at the risk of
ignoring relevant aspects of their lives with the diseases. This
is particularly important as patients’ lifestyle choices and their
everyday lives are key to managing chronic diseases [5]; hence,
the emphasis on empowerment as strengthening patients’voices
and enabling patients to take control of their health and
treatment.

Although the referenced studies constitute important
contribution to the literature on digitally enabled chronic disease
self-management, the extant literature does not investigate the
role of mHealth technology during patient-physician
consultations, and studies thus tend to ignore that empowerment
is dependent on the patient-physician relationship [20].
Consequently, the state-of-the-art knowledge of how to use
mHealth technology and PRO data during consultations, and
whether they promote patient empowerment, is insufficient.
Use of mHealth that reduces patients to generic medical
conditions is not conducive to empowerment and may result in
patient-physician miscommunication [37]. Therefore, research
is needed to investigate how mHealth is used and how it affects
empowerment. This paper addresses this knowledge gap and
analyzes the use of mHealth technology during patient-physician
consultations.

Methods

Theoretical Framework
We analyzed the use of mHealth through a Foucauldian
perspective. Foucault’s concept of power as embedded in
institutional practices and exercised over free subjects is
particularly useful while trying to understand how power is
exercised in modern state institutions (eg, hospitals) and
investigating the aforementioned tensions between compliance
and empowerment [38,39].

Foucault’s understanding of power stands in stark contrast with
the conceptualization of power as an oppressive force [40].
Instead, power is productive as it creates subjects with specific
characteristics and attributes. Moreover, power cannot be
possessed, and its locus cannot be pinpointed with reference to
a person in a leading position. Power is only insofar as it is
exercised, meaning it emerges only in relationships, “...as a
mode of action upon the actions of others” [40]. Thus, it
presupposes the ability of subjects to act freely. Therefore, the
study of power must be conducted as an analysis of the relational
practices through which some are directed to adjust their
behavior according to certain norms [40]. An example of such
an analysis is found in “Discipline and Punish” [41]. Here,
Foucault analyzes discipline as a form of power that gains
ground in the 19th century, and which—as we will show—is
being continuously refined today. His analysis takes as its
objects the various practices in prisons, through which the
inmates are governed to discipline and adjust their behavior.
Discipline is a power that rectifies norm-deviant behavior by
initiating normalizing processes. By the same act, it creates
productive yet docile subjects [41].

For the purposes of our analysis of mHealth use during
patient-physician consultations, Foucault’s concept of power
technology provides a potent analytical tool. Power technology
refers to something that is mobilized in specific contexts to
govern the conduct of others. Power technology structures and
organizes contexts in specific ways. It may render some things
visible, whereas others are left invisible or hidden [42]. Nothing
is a power technology in and of itself. It comes to constitute a
power technology, only when, in a certain context, it is invested
with a specific rationality and used to govern the conduct of
others [43]. This does not mean, however, that mHealth is
inherently a power technology. Rather, construing it as a power
technology enables us to analyze how mHealth organizes
consultations and is used to govern behavior. Only as far as it
organizes consultations in particular ways, mHealth is
constituted as a power technology.

In this study, we drew on Foucault’s concepts of power and
power technology to analyze the different uses of the
How-R-you app that constitute specific practices during
consultations. Thus, although other frameworks conceive power
as something that can be possessed and used for different
purposes, the Foucauldian perspective allows us to analyze how
power emerges subtly through health care practices. We may
thereby gain new insights into how technology, which is
seemingly empowering patients, also governs their behavior in
specific ways.
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mHealth as a Power Technology
The propagation of mHealth and other technologies, meant to
engage and empower patients, must be viewed in light of the
historical development within health care, with an increased
focus on patient-centered care. It has been argued that we have
seen a crisis in traditional management and authority, and that
physicians must increasingly refrain from exercising
authoritative, paternalistic power. Instead, the patient-physician
relationship must be based on dialogue [42]. Especially with
the approach often taken to chronic diseases, where patients’
lifestyle choices are in focus, the physician must incorporate
the patient’s perspective, on account of the premise that any
real lifestyle changes come from within the patient [42,44]. This
creates challenges in the management of patients with chronic
diseases: health care must be provided without commanding or
ordering patients.

In this paper, we argue that mHealth is sometimes used as a
solution to this challenge. mHealth technologies invoke a
seemingly unoppressive power because they provide patients
the right to speak and be heard, which is perceived as liberating
and empowering [42]. They give patients a voice; yet, they are
a means to ensure compliance. Specific practices during
consultations highlight this point. Thus, we argue that mHealth
does not simply liberate patients from being subjugated to
power; rather, it reinstalls patients in new power relations, in
which their seemingly empowered voice is used to govern them
in specific directions. Thus, mHealth governs by ensuring that
the patients are, in Rose’s terms, “bound into the language of
expertise at the very moment they are assured of their freedom

and autonomy” [45]. In other words, the patients are
paradoxically governed exactly through the freedom that
mHealth seems to provide them. In the following analysis, we
argue that How-R-you is constituted as a power technology.
Although it seems liberating, it also organizes consultations to
ensure patient compliance according to medical
recommendations. Thus, it is invested with a governmental
rationale.

How-R-you
How-R-you was chosen for this study because it was developed
with a focus on empowerment and strengthening of patients’
voices. The app was developed by Business Academy Aarhus
with input from patients, health care professionals from Aarhus
University Hospital, and researchers from Aarhus University.
The app was commissioned by physicians to gain a better
understanding of patients’ everyday lives with chronic diseases
and the symptoms they experience. How-R-you allows patients
to continuously report on their health and monitor their
well-being using PRO data. Specifically, the app enables 4 of
7 self-management activities [46] in patients’ everyday life
(drug management, communication with health care
professionals, social support, and symptom management) by
allowing patients to track drug use and monitor symptoms, and
by supporting communication with both health care
professionals and other stakeholders, especially parents [47].
How-R-you is organized into modules that contain health
questions. The modules are “My medicine,” “My pain,” “My
day,” and “My night” (Figure 1).

Figure 1. How-R-you modules, question, graph, and table examples.

Modules and questions were developed and revised iteratively,
and both patients’ and physicians’ needs were included in the
design. The modules are configurable, which enables
personalization according to the specific preferences of patients
and physicians. Furthermore, How-R-you allows patients and
physicians to gain an overview of historical data by converting
them into graphs and tables.

Data Collection
We relied on data from a 2-year ethnographic field study of the
impact of digital technology use in everyday life with JIA. The
ethnographic approach helped us understand real-world
problems empirically before seeking to explain them
theoretically [48-50]. The fieldwork yielded both overall and
individual accounts of 6 patients’ everyday lives with JIA and
their visits to the hospital. These accounts constituted thick
descriptions [51] of patients’ information needs and the extent
to which How-R-you as an mHealth technology created value
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for patients [47]. The fieldwork comprised participant
observations and interviews. Following Spradley [52],
observations are always participatory, but to varying degrees.
Observations were descriptive at the outset of the study to gain
insights into the sociotechnical aspects of technology use. The
researchers participated passively at the outset. Subsequently,
observations became more focused, and participation became
more involved in the sense of taking part in patients’ daily
activities. Thus, additional data were collected to gain a deeper
understanding of selective aspects, that is, how How-R-you is
used during consultations. The data were collected by the second
author (KS), with support from the third author (SDM) who
participated in the hospital. For this study, we carefully selected
6 specific observations of consultations as the empirical basis
for our analysis. All observations were carefully planned and
subsequently discussed to ensure reliable and valid
interpretations.

The 6 cases comprised 1 consultation with each of the 6 patients
included in the ethnographic study [47]. Patients were selected
based on four criteria. First, all patients had the same disease
(ie, JIA). Second, they were not diagnosed with other diseases
(comorbidities). Third, both female and male patients were
included. Finally, 1 female and 1 male patient were selected to
represent each of the three predetermined maturity groups (7-10,
11-13, and 14-17 years old) that were a part of the study. The
age groups were based on literature describing the medical
assessments of JIA children and adolescents’ cognitive and
physiological development [53]. Children can assess their pain
using a visual analogue scale, as in the case of How-R-you,
from age 6 [54,55]. Furthermore, patients aged 18 years and
above were treated as adults at Aarhus University Hospital. This
means that our target group was 6-17 years old. In addition, the
literature divides JIA children into 2 age groups; however, the
cutoff age varies [53] between 12 [56] and 13 years [57] (Table
1).

Table 1. Overview of patients.

Age (years)SexPatient

7FemaleNina

10MaleRobert

12FemaleRachel

12MaleOliver

14MaleJohn

16FemaleSophie

We specifically selected these 6 consultations because they were
held during the final stages of the fieldwork. During this stage
of the fieldwork, both patients and the physician had become
relatively familiar with How-R-you, and, therefore, technical
questions and issues were less frequent. Moreover, at this
selective stage of the fieldwork, we relied on extensive
experience after 2 years of descriptive and focused interviews
and observations of the patients’ lives. During this time, the app
underwent iterative development because of feedback from
patients and physicians. Consequently, at this stage, we focused
our observations specifically on the actual use of How-R-you
during consultations [47]. Thus, these 6 consultations provide
an ideal basis for our investigation into how How-R-you is used
during consultations and how it affects empowerment.

All consultations were performed by the same physician to limit
in- and cross-case variations. Although all the children’s parents
were present at the consultations, their involvement varied across
the age groups. Parents of young children were highly involved,
whereas parents of adolescents were not involved [47]. The
duration of consultations varied between 20 and 30 minutes
depending on the treatment needs and issues raised during
conversation with the physician. The consultations were
documented through participant observation [52],
audio-recorded, and transcribed. Transcriptions were performed
by the first (SK) and second (KS) authors. The consultations
were discussed in detail to ensure that all aspects were included
in the analysis. The observations were carefully planned with
both the physician and patient. In accordance with the nature

of passive participation, we interfered as little as possible in the
consultations and only interacted with participants when
encouraged by patients or the physician. To minimize the
disruptive effects of our presence, we took field notes with pen
and paper from the corner of the consultation room. Field notes
were available to the participants.

Ethics
All patients, parents (due to the patients’ages), and the physician
gave informed consent to all parts of the fieldwork. The
physician collaborated with the research team throughout the
fieldwork and participated in discussions about ethics. The
patients and their parents were invited to a private informal
meeting with one of the authors, who explained the details of
the research projects. At least one week later, the author called
patients and parents, who had expressed an interest in joining
the study at the meeting. This gave patients and parents an
opportunity to reconsider their interests and ask questions about
the research project. Consent was given at the end of this
conversation and more specific permissions, such as audio
recording and taking pictures, were obtained throughout the
entire study. The study complies with the ethical principles for
medical research involving human subjects and with the
American Anthropological Association’s ethical principles for
ethnographic fieldwork [58]. The study did not require approval
from an ethical review committee according to the Danish
National Committee on Biomedical Research Ethics.
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Data Analysis
To address the research question, we draw on Foucault’s
concepts of power and power technology in an embedded case
study of patient-physician consultations. This means that we
seek to understand how How-R-you is used during consultations,
what kind of practices it constitutes, and the rationale that drives
the organization of these practices.

In our analysis, we are not concerned with the physician’s
intentions and motivations behind the use of the app, but only

with how it is used and what it does to the consultation and the
patient-physician relationship. Our interest lies not in the
participants but in how the practices themselves lay the
foundation for the exercise of power by organizing the
consultation and inducing a certain behavior. Thus, How-R-you
is not used by someone in power to assert power. Rather, power
emerges as the way in which How-R-you organizes the
relationship between the patient and the physician (Textbox 1).

Textbox 1. Data coding.

Identification of Deviation

• Pain

• Disturbed sleep

• Bad mood

• Physical inactivity

Structuring of Conversation

• Specifics about the deviation

• Patterns between disease indicators

• Ways of handling the deviation

Discipline

• Education

• Commending

• Questioning

Consultations were analyzed through an iterative process. By
observing the consultations and listening to the recordings
numerous times, we gained a preliminary understanding of the
practices. Next, we transcribed and coded the data using the
qualitative data analysis software NVivo 12 (QSR International).
Top-level codes were identified based on our preliminary
understanding of practices and our theoretical framework. This
means that we sought to understand how the app is used
organizes certain practices in specific ways and how it is
invested with a specific rationale. Thus, we asked the following
questions: How is the app used in specific practices? What
registrations become visible to the physician and what are left
unmentioned? How are the registrations used in conversation?
Which topics become important during the conversation, and
which are rendered irrelevant?

All authors were involved in data coding and analysis. The first
(SK) and second (KS) authors provided deep insights and
domain knowledge from participant observations and interviews.
The third author (SDM) contributed to the in-depth text analysis
of communication content, check coding, and challenging the
interpretations of other authors. Through this process, we
meticulously went through the transcriptions and coded the data
according to the top-level codes. This led to the identification
of sublevel codes for each top-level code. The process provided
an in-depth understanding of the consultations and practices
described in the following analysis.

Results

Overview
Our analysis reveals three interrelated practices around the use
of How-R-you: ordering the patients’ words; identifying
deviations and structuring of patients’ speech; and disciplining
of patients. In the following, we argue that these practices
collectively constitute How-R-you as a power technology. We
devote each of the following three subsections to each specific
practice. Finally, we conclude this chapter by summarizing the
results.

Ordering the Patients’ Words
How-R-you allows patients to register and monitor their health
data. These data were examined by the physician and included
in the health assessments of the patients during consultations.
Therefore, How-R-you is believed to strengthen patients’voices
by giving them the ability to provide personal insights. Before
the introduction of How-R-you, patients arrived at consultations
without a record of their health and well-being since their last
consultations. In fact, patients and parents (who support their
children) rarely take notes on their health from day to day. The
result is recall bias when asked to account for their well-being
since the last consultation. In How-R-you, patients make
continuous health registrations by answering specific questions
in the app. Thus, How-R-you constructs and builds a record of
PRO data. During consultations, the data were presented to the
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physician as the patients’ own words. However, in How-R-you,
the registrations are ordered in certain ways, for example, in
graphs that show how the patient felt each day since his or her
last consultation:

Then we can use the registrations you have made (...)
we just need to construct the graphs, because, you
know, that’s what’s important—how your day has
been. [Physician]

The technology itself becomes an actor with a voice of its own.
It simplifies patient experiences and confines registrations to
specific questions. For instance, moods and feelings, which may
be difficult to explain, are registered using smiley and slider
scales (Figure 1). These registrations are presented in tables and
graphs that allow physicians to examine the data. As a result of
this ordering of the patients’words, physicians can quickly sum
up otherwise complex experiences. For example, in the
following quotation, a patient’s mood and physical activity since
the last consultation are summarized as follows:

Well, your mood seems to have been okay despite
some tiresome nights. And your level of activity has
been normal. [Physician]

Thus, How-R-you is not a neutral instrument. It allows patients
to continuously register health observations by answering
specific questions, and it presents these registrations in a
particular manner. The way How-R-you is used constitutes a
practice that orders patients’ words but presents them as their
own voice. This allows for a seemingly empowering process
through which patients’ insights are incorporated during
consultations. However, the ordering of the patients’words only
enables very specific observations of the patients’ lives with
the disease. In the following section, we expand on this last
point.

Identification of Deviations and Structuring of
Patients’ Speech
The ordering of patients’ words exerts a structuring effect on
conversations and patients’ speech during consultations. During
the physician’s examination of data, it is evident that the
physician scans the app modules for deviations, such as pain,
disturbed sleep, mood swings, or physical inactivity. In other
words, How-R-you renders deviations visible to physicians.
How-R-you structures the conversation around the observed
deviations. It does not reduce conversation as it expands it
around very specific topics. With reference to their registrations
in How-R-you, the patients were encouraged to speak and
describe the deviations. Their speech is therefore structured by
limiting the conversation to (1) specifics regarding the deviation,
(2) patterns across disease indicators, and (3) how they handle
the deviation:

What should I look at...your pain? Do you ever feel
pain? Yes, you do actually—pain in the legs.
[Physician]

The above quote is from Nina’s consultation, where the
physician browsed the “My pain” module. The physician
observed that Nina registered pain in her legs. The conversation
then unfolds around this deviation. The physician probed the
specifics of the pain, and Nina’s mother described when the

pain usually occurs and what they did to relieve it. In other
words, it is about how they handle the deviation. This
conversation helped the physician ascertain the cause of the
pain.

In Robert’s case, the physician’s data analysis also revealed
pain, and the conversation again focused on this topic. Neither
Robert nor his father could remember the specific incidents
where Robert experienced pain. However, Robert’s father was
uncertain whether the pain is attributable to arthritis or because
Robert engaged in new and intense physical activities. This
indicates that pain is not only related to arthritis:

...when it is something [pain] with the hand, well, that
sounds like it’s because you do something that you
regularly don’t, right? [Physician]

During Rachel’s consultation, the physician observed that
Rachel had registered mood swings. However, Rachel attributed
the cause to “...something at school,” which seemed to indicate
the physician that her mood was not relevant to the consultation.
The physician continued by looking at other data in How-R-you
and suggested that mood swings are connected to another disease
indicator, namely physical inactivity. Similarly, Sophie
attributed her mood swings to the lack of energy caused by a
combination of pain and stress at work. In this case, the
physician ascertained through How-R-you that there was no
correlation with other disease indicators. The physician then
told her that to cope with these mood swings, she will have to
figure out what she can and cannot do:

That’s part of what’s going to be your challenge—to
figure out the balancing act in what you are able to
do and what you cannot do. [Physician]

In the examples above, the structuring of conversations around
deviations and the patients’ own accounts led the physician to
draw conclusions. The examples show that deviations are
well-handled (Nina), do not relate directly to the arthritis (Robert
and Sophie), or seem not relevant to the consultation (Rachel).

Notably, although the patients’perspectives have been included
in the design of How-R-you to foster empowerment and
strengthen the patients’ voices, the app seems to structure the
patient-physician consultations in a manner that seems to
provoke somewhat opposite effects. One may argue that during
the consultations, How-R-you renders certain relevant aspects
of patients’ lives irrelevant. These are aspects that the patients
themselves bring up or have registered in the app (eg, what
happens at school), indicating that they are relevant to their
lives and, thus, to the self-management of their disease.
However, the way How-R-you organizes registrations, for
example, in graphs and tables, seems to leave these aspects in
the blind spot of the physician’s gaze, which is focused on
deviations and patterns across disease indicators. Data are
shared, but patients’ voices are only selectively included as a
basis for disease management and treatment during
consultations. This is because How-R-you only enables very
specific observations of patients’ lives with the disease. As our
analysis suggests, these observations leave relevant aspects
unnoticed.
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In other cases, patients’ speech becomes a reference point for
the exercise of power and identified deviations become targets
for corrective, disciplinary power. We provide examples in the
following section.

Disciplining of Patients
Our argument in the following is that by facilitating, ordering,
and structuring patients’ words and speech, How-R-you allows
for the exercise of disciplinary power over patients with
reference to their own spoken truths. The physician avoids
referring to her superior medical knowledge and position.
Instead, by referring to patients’ own registrations, disciplining
is conducted without the exercise of oppressive power.
Specifically, disciplining takes the form of education,
commending “right” (read in a medical sense) behavior and
questioning patients.

During John’s consultation, the physician browsed the
How-R-you registrations and observed a deviation regarding
his sleep patterns:

This is your sleep. So, disturbed [sleep], then a little
steady and then very [disturbed]. [Physician]

John was asked to account for details around his sleep and he
responded by describing his tiredness. This deviation, observed
through the app, and the patient’s description form the
background for the physician’s comment:

...it’s still two days, where your sleep was very
disturbed, so that’s something, where you should keep
in mind that the best thing that sleep knows is
consistency. So, you go to bed at the same time, you
wake up at the same time, you don’t change it too
much in the weekends... [Physician]

With reference to the deviation, educating the patient about how
to improve his sleep is legitimized. In other words, education
is necessary because “it’s still two days, where your sleep was
very disturbed.”

The physician continues by describing optimal bedroom
temperatures and warnings against the effects of technology
use before sleep:

This means that all kinds of tablet, tv, computer, and
all that stuff should preferably not be switched on [...]
So I’ve just asked you to use an app [How-R-you],
and now I’m asking you to really not use it too much
before bedtime, or at least that’s something to think
about. [Physician]

Thus, education and suggested behavioral changes are used to
correct the deviation. Both John and his mother engaged in
conversations with the physician and showed signs of
compliance. John mentioned that he switches his iPhone lighting
to night shift, which changes the display to warmer colors. His
mother emphasized that they imposed stricter bedtime rules
regarding when to turn off video games. In response, the
physician replied: “Right, it’s those video games.” Thus, John
and his mother show compliance by explaining how they are
going to correct the deviant behavior. A part of disciplining the
patient is to make him or her recognize the need for behavioral
change. This involves a conversation about the deviation during

which compliant behavior is constructed as right and
noncompliant behavior (eg, playing games before bedtime) is
articulated as wrong.

During Rachel’s consultation, the topic of physical inactivity
emerged because she had registered periods of pain. The
physician noted that the number of days of pain correlated with
days where she was less active. This topic was revisited later
during consultation. Although the physician did not reference
the observed deviation in the subsequent disciplining, there was
a correspondence between the observed deviation (physical
inactivity) in How-R-you and the discipline. Thus, the
registrations in How-R-you reveal that pain may be caused by
physical inactivity (the deviation). In this sense, the registrations
form the background for the following conversation:

Yesterday, I walked 30,000 [steps], because I rode
[my horse] twice, then I had physical education and
rode my bike and stuff. [Rachel]

Well-done [...] I thought you’d be at around
8,000-10,000 [steps] most of the times, unless you’re
one of those, who play Fortnite, right. [Physician]

Right. [Rachel]

Then it’s at a zero. [Physician]

Rachel’s response revealed compliant behavior (physical
activity). This behavior was encouraged by the physician who
commended her while at the same time alluded to noncompliant
(ie, wrong) behavior, namely inactivity and too much gaming.
Here, discipline takes the form of commending compliant
behavior and constructing noncompliant behavior as wrong.

During Oliver’s consultation, the physician observed that Oliver
had registered periods of pain. When asked about the specifics,
he revealed deviant behavior in the form of physical inactivity:

So, you nevertheless had one day in January, where
you felt pain in your leg. [Physician]

Yes, so I had a 7.5 (on the pain intensity scale) [...]
[Oliver]

Was it related to football, or was it just kind of
sudden? [Physician]

No, I don’t really play football, just in the
breaks...[Oliver]

The physician returned to this issue later during the consultation:

Then what about getting in better shape. Besides
playing a bit of football in the schoolyard, is there
something specific you do? [Physician]

Well, I actually think I’m in OK shape. [Oliver]

Right OK, but I think we’ve talked about it a couple
of times. [Physician]

By referring to the patient’s own statement, the physician can
ask the question:

Then what about getting in better shape [...] is there
something specific you do?

Hence, the physician tries to correct the deviation, that is,
encourage the patient to improve his physical condition. This
type of questioning continues and included the nurse who asked
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whether the patient participates in physical education. Oliver’s
mother showed compliance and mentioned that they have talked
about taking long walks during weekends and signing up for
membership at a fitness center. The physician commented “Well,
it sounds like you have a lot of good things up and running.”
Again, compliant behavior was encouraged.

How-R-you as a Power Technology
Our findings suggest that three interdependent practices
constitute How-R-you as a power technology: first, it orders
patients’ words and presents them in a specific way. Second, it
structures the patients’ speech during conversations around
deviations. In doing so, it may have a silencing effect on
patients’ voices. Third, it allows for the disciplining of patients
by referring to their own words and speech, thereby enabling
an exercise of power that does not appear oppressive. Thus,
these practices are means by which disciplinary power is
exercised, which entices, motivates, and commends the
compliant behavior, and at the same time constructs
noncompliant behavior as wrong. Naturally, we do not argue
that specific suggestions in the discipline of patients are wrong
or damaging. However, we argue that compliant and deviant
behaviors are determined based on medical knowledge and
expertise, and patients’ voices are not included in this
assessment. In Foucauldian terms, the exercise of power might
produce more healthy subjects observed through a medical gaze
focused on lifestyle choices, but in doing so, it might ignore
relevant aspects of the patients’ lives. This conflicts with the
purpose of empowerment in chronic disease self-management,
which emphasizes the strengthening of patients’ voices and the
importance of patients’ everyday lives with the disease. As a
power technology, How-R-you is an efficient management tool
that spares physicians from lengthy conversations, which are
often affected by patients’ recall bias. Instead, it presents PRO
data in a structured manner that allows physicians to quickly
identify deviations. In a Foucauldian sense, the deviations
become the object of a power that corrects behavior. It is
therefore questionable whether How-R-you supports patient
empowerment during consultations. Our analysis revealed
practices in which patients’ behaviors were governed toward
specific ends, which might result in compliance. However, as
a result, their voices may not be heard, and thus, relevant aspects
of their lives may be ignored. In the following section, we
discuss the implications of these results.

Discussion

Contribution and Implications
First, our results are surprising because they are in conflict with
the perceived purpose of mHealth technology as described in
the literature, which defines empowerment as giving patients
greater control of their health and disease treatment [8,31,32].
Moreover, the findings are particularly interesting because they
reveal a dimension to the study and use of mHealth technology,
which has so far been largely neglected by the extant literature.
Studies emphasize the importance of including patients in
technology design [1,33,36] and studying the patient-physician
relationship through data collected before, between, and after
consultations [19]. Although How-R-you is developed through

a user-centered design process, our study shows that the use of
technology constitutes practices that promote compliance. This
means that although user-centered design is a prerequisite for
empowerment, it is not sufficient. The actual use of technologies
during consultations also affects empowerment. In this particular
case study, there is evidence to suggest that the technology
could have a disciplinary rather than empowering effect during
consultations, as it specifically structures the consultation around
deviations and compliance. Our qualitative research design,
with its focus on consultations from a process perspective,
allows us to gain insights into how a particular technology orders
and structures the consultation and patient-physician relationship
and what the implications are for patient empowerment. Thus,
we contribute to state-of-the-art knowledge by showing that
technology use may have negative effects on empowerment,
and we underscore the importance of future research to
investigate the actual uses of different technologies.

From the perspective of the physician, our results show how
technologies such as How-R-you construct records of patient
registrations of PRO data, which are subsequently used to
structure conversations with patients and discipline them by
referring to their own words and thus foster compliance. This
discipline occurs through education, commending compliant
behavior, and questioning deviations. The disciplining of
patients may also take the form of, for example, repeating
patients’ own words that indicate a desire to change behavior
toward compliance [42]. Disciplining in this sense is about
making use of patients’own words and statements to make them
recognize a willingness to comply with treatment plans and
medical recommendations. Physicians may use technologies
during consultations to improve medical compliance, and our
results show the manner in which this discipline occurs.
Physicians may also use our study to increase their awareness
of how technologies structure their observations. In doing so,
they may come to appreciate that information other than that
which the technology presents as deviant may also be relevant
to the patients’ lives and thus for their ability to self-manage
their disease.

By contrast, to assert control, patients need to become aware of
practices reducing them to mere deviations that must be
corrected. Thereby, patients can take advantage of the
empowering potential of technologies to steer conversations
toward registrations that are important to them. For instance,
patients could direct attention to registrations that might have
gone unnoticed by the physician and expand on these
registrations by dwelling on details that are important to them.
Thus, as our findings underscore, this empowering potential
does not reside innately in technologies. To nurture this
potential, both physicians and patients must become aware of
the way in which technologies organize and structure their
relationships. Practical means of doing so include physicians
spending time examining the registrations with the patients. In
doing so, not only should deviations and noncompliance be
attended to, but the physician should also initiate dialogue
around what may at first glance seem like unremarkable
registrations, asking questions such as, “How did you feel during
this time, when you were seemingly physically active?” and
“Did you do or notice something different?” Thereby, patients
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are encouraged to speak not only about reasons for deviations
or noncompliance but also about other aspects that are relevant
to their lives with the disease.

In conclusion, we argue that mHealth technology cannot simply
be assumed to be empowering but must be studied in the specific
contexts in which it is used. On one hand, it may effectively
reduce the recall bias and provide physicians with more data.
On the other hand, while studying empowerment from a patient
perspective, it cannot be disentangled from its specific uses
during consultations. Empowerment depends on
patient-physician relationships, where data are shared and where
patients’voices and experiences are heard. This has implications
for the design of mHealth technologies. Given that
empowerment depends on allowing patients’ voices and their
specific experiences to be heard, designers should prioritize the
development of features that support dialogue around specific
patient experiences. For instance, instead of turning quantitative
PRO data into graphs, the technology may allow patients to
register experiences for follow-up and elaboration during
consultations. Overall, in addition to emphasizing the collection
and sharing of data, mHealth technologies could incorporate
design features that aim to invoke dialogue between patients
and physicians where the patients’ lived experiences with the
disease are heard.

Call for Research
First, this study raises the question of whether other types of
mHealth technology used in chronic disease management have
similar effects. As mentioned, in extant literature, the question
of how empowerment happens (or not) during consultations is
understudied. Our study underscores the importance of studying
how technology impacts patient-physician consultation to
understand its potential to empower patients. We neither intend
nor are we able to reveal a general pattern in the use of mHealth
technologies during consultations. For generalization, additional
cases need to be investigated, including different technologies,
practices, and patient groups. Second, research is also needed
to understand how the identified practices influence the work
practices of physicians. Foucault emphasizes that power is not
exercised by subject A over subject B. Power is relational and
thus affects both subjects. Technologies that privilege patients’
autonomy challenge physicians’ reliance on medical knowledge.
The question is, therefore, how physicians redefine themselves
when they are expected to manage without managing? Third,

our results raise questions regarding the relationship between
empowerment and compliance, which calls for future
investigations. Is the former always preferable to the latter, or
is it possible to achieve both at the same time without
compliance, preventing patients from assuming control and vice
versa? Furthermore, it is possible that practices similar to those
identified in this study lead to patients feeling empowered
despite being disciplined. This raises questions about real versus
perceived empowerment. To what extent does perceived
empowerment improve clinical outcomes, and if it involves
disciplining the patients, to what extent does it support patients
in dealing with their diseases?

Limitations
A number of limitations of our study deserve mention. First, in
our analysis, we did not differentiate between patient ages. For
our analytical purposes, we focused on how How-R-you
structures consultations. However, we recognize that physicians
may approach consultations with patients from different age
groups differently, and that different age groups react differently
to mHealth technology and medical advice. Second, as the
patients in our study were children and adolescents, the way
How-R-you structures the consultations may vary from that of
adults, and power relations will take different forms. Although
we recognize that consultations with children and adults differ,
we believe that the questions concerning mHealth and power
relations raised by our study apply to both types of consultations.
Thus, while our study does not make these differentiations, it
points to the importance of studying the use of mHealth in
different contexts and patient groups.

Conclusions
In this paper, we investigate the use of mHealth technology
during patient-physician consultations with a focus on
empowerment. We thereby shed light on an area that remains
understudied, namely the use of mHealth during consultations.
On the basis of our analytical findings, we argue that the use of
the How-R-you app constitutes it as a power technology that
promotes compliance with medical recommendations. Our
findings contribute to the extant literature by showing how
practices, emanating from the use of mHealth technologies,
may have unintended consequences. This calls for future
research into the use of various types of mHealth technology
during consultations to investigate whether they in fact support
patients in asserting control of their health and disease treatment.
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Abstract

Background: Patient satisfaction with in-person medical visits includes patient-clinician engagement. However, communication,
empathy, and other relationship-centered care measures in virtual visits have not been adequately investigated.

Objective: This study aims to comprehensively consider patient experience, including relationship-centered care measures, to
assess patient satisfaction during virtual visits.

Methods: We conducted a large survey study with open-ended questions to comprehensively assess patients’ experiences with
virtual visits in a diverse patient population. Adults with a virtual visit between June 21, 2017, and July 12, 2017, were invited
to complete a survey of 21 Likert-scale items and textboxes for comments following their visit. Factor analysis of the survey
items revealed three factors: experience with technology, patient-clinician engagement, and overall satisfaction. Multivariable
logistic regression was used to test the associations among the three factors and patient demographics, clinician type, and prior
relationship with the clinician. Using qualitative framework analysis, we identified recurrent themes in survey comments,
quantitatively coded comments, and computed descriptive statistics of the coded comments.

Results: A total of 65.7% (426/648) of the patients completed the survey; 64.1% (273/426) of the respondents were women,
and the average age was 46 (range 18-86) years. The sample was geographically diverse: 70.2% (299/426) from Ohio, 6.8%
(29/426) from Florida, 4.2% (18/426) from Pennsylvania, and 18.7% (80/426) from other states. With regard to insurance coverage,
57.5% (245/426) were undetermined, 23.7% (101/426) had the hospital’s employee health insurance, and 18.7% (80/426) had
other private insurance. Types of virtual visits and clinicians varied. Overall, 58.4% (249/426) of patients had an on-demand
visit, whereas 41.5% (177/426) had a scheduled visit. A total of 41.8% (178/426) of patients had a virtual visit with a family
physician, 20.9% (89/426) with an advanced practice provider, and the rest had a visit with a specialist. Most patients (393/423,
92.9%) agreed that their virtual visit clinician was interested in them as a person, and their virtual visit made it easy to get the
care they needed (383/421, 90.9%). A total of 81.9% (344/420) of respondents agreed or strongly agreed that their virtual visit
was as good as an in-person visit by a clinician. Having a prior relationship with their virtual visit clinician was associated with
less comfort and ease with virtual technology among patients (odds ratio 0.58, 95% CI 0.35-0.98). In terms of technology, patients
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found the interface easy to use (392/423, 92.7%) and felt comfortable using it (401/423, 94.8%). Technical difficulties were
associated with lower odds of overall satisfaction (odds ratio 0.46, 95% CI 0.28-0.76).

Conclusions: Patient-clinician engagement in virtual visits was comparable with in-person visits. This study supports the value
and acceptance of virtual visits. Evaluations of virtual visits should include assessments of technology and patient-clinician
engagement, as both are likely to influence patient satisfaction.

(J Med Internet Res 2021;23(6):e18488)   doi:10.2196/18488

KEYWORDS

telehealth; virtual visit; patient experience; mobile phone

Introduction

Virtual visits have emerged at a time in health care when
clinicians’ decisions have become only one part of patients’
experiences. Patients’ and their families’ needs, values, and
inputs influence care decisions [1]. Patients are researching
treatments on the internet and engaging as advocates and even
as partners with physicians both on the internet and in person
[1-5]. A crucial aspect of patient experience is the
patient-clinician engagement or using a relationship-centered
care approach. This approach prioritizes how the communication
and emotions shared between patients and clinicians gradually
affect patients’ experiences as a whole person [5,6].
Furthermore, whether physicians empathize with their patients
strongly shapes the patient-physician relationship and patient
satisfaction [7]. Virtual visits must continue the best aspects of
in-person care to be an acceptable substitute for in-person care.
However, no studies have evaluated whether virtual visits are
addressing patients’ experiences comprehensively rather than
simply whether or not they are satisfied.

Studies on virtual visits have examined patient satisfaction. For
example, patients have reported positive experiences about
communication, engagement, and building rapport with
clinicians during their virtual visits [8-12]. Furthermore, patients
have expressed that virtual visits are convenient in decreasing
travel time, wait time, and stress and increasing comfort and
convenience [13-15]. Virtual visits increased substantially during
the initial phase of the COVID-19 pandemic, and physicians
reported that patients respond positively to virtual visits [16],
that telemedicine addresses both urgent and nonurgent care [17],
and that telehealth has become a valuable way to evaluate
patients before they enter a medical facility, thereby limiting
potential clinician or patient exposure to COVID-19 [18].
Despite the increasing use of telehealth during the COVID-19
pandemic, these studies have not evaluated whether virtual visits
actually serve the patient-clinician relationship [16-18]. In
addition, studies that have examined patient satisfaction with
virtual visits are mostly specialty- or disease-specific [19-21],
have small sample sizes or low survey response rates
[9,10,21,22], or include only one item to measure patient
satisfaction [13].

To gain a more comprehensive understanding of the patient
experience during virtual visits, especially patient-clinician
engagement in a range of types of virtual visits, we conducted
a survey study with patients who received virtual care from a
variety of clinicians representing different practices.

Methods

We conducted a large survey study that included open-ended
questions to comprehensively assess patients’ experiences with
virtual visits in the Cleveland Clinic Health System. This
cross-sectional study was conducted with adults who had a
synchronous virtual visit between June 21, 2017, and July 12,
2017. These visits took place on a synchronous video-visit
platform developed by the American Well [23]. The study
examined scheduled and on-demand virtual visits that used
audio and video (telephonic only were not available). With this
app, patients can locate and connect with clinicians in an
on-demand fashion, and clinicians can also schedule visits in
advance so that patients can simply click on a link at the
designated time to connect directly with their clinician. Visits
were termed an Express Care Online visit because patients
could access a clinician quickly, though still comprehensively
receive help. The user interface facilitates virtual visits over
smartphones, tablets, and computers [23].

Eligible patients were identified by daily census reports from
the previous day’s virtual visits. When patients had more than
one virtual visit during study accrual, only the first visit was
included. In addition, visits used for clinician training, digital
health testing, and those with a duration of 0 minutes were
excluded from the study. All 648 eligible patients with visits
during that period were sent an email invitation to complete a
brief web-based survey regarding their experiences with their
recent virtual visit. All nonresponders were sent reminder email
invitations and were then called by a member of the research
team. Patients were given a US $5 Amazon e-gift card upon
completion of the survey. As part of their participation, they
were informed about the gift card at the time of recruitment.
Given the small amount of compensation, participation bias is
likely to be minimal.

Survey items were designed to consider patients as whole
persons, evaluate the patient-clinician relationship, and broadly
assess patients’ experiences with virtual visits; specifically, we
sought to assess patient’s overall satisfaction, overall ease,
technical ease, convenience, relationship with the clinician, and
perception of clinician empathy. The survey also aimed to
evaluate how patients compared virtual visit quality and value
with in-person visits. Survey questions were developed after an
extensive review of the literature [14,15,24] and several
iterations of expert stakeholder input from members of the
digital health team, the office of patient experience, and patient
volunteers. The survey consisted of 21 items evaluated on a
5-point Likert scale (1=strongly disagree, 2=disagree, 3=neutral,
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4=agree, and 5=strongly agree) and text boxes for comments
on what patients liked best about their virtual visit and what
could be improved. The survey items are presented in
Multimedia Appendix 1.

Survey data were collected and managed using the REDCap
(Research Electronic Data Capture) electronic data capture
system [25]. Survey data were merged with data from the
hospital system that included virtual visit characteristics, such
as visit type (scheduled or on-demand), device type (computer
or mobile device), clinician type (physician or advanced practice
provider), clinician specialty, insurance type, and patient
demographic information.

First, we computed descriptive statistics. Factor analysis of the
21 survey items revealed three factors: overall satisfaction with
the virtual visit (standardized Cronbach α=.93), comfort and
ease using virtual visit technology (Cronbach α=.89), and
patient-clinician engagement (Cronbach α=.92). Items
associated with each factor were summed and dichotomized at
the mean for analysis. We used multivariable logistic regression
with backward variable selection to assess the associations
among patient demographics; virtual visit clinician type and
prior patient relationship with their virtual visit clinician; and
overall satisfaction with their virtual visit, patient-reported
experience using the virtual visit technology, and
patient-clinician engagement. Quantitative data were analyzed
using SAS 9.4 [26].

For the open-ended questions, a framework analysis of the
content was used to identify themes in patients’ narrative
comments. Themes were used to create a coding checklist
consisting of dichotomous (yes or no) variables. Themes that
emerged from comments in response to what patients
appreciated about their virtual visit included not having to travel
outside home to receive care, enhanced access to care, and
convenience. Themes related to recommendations for
improvements included enhancements to the user interface and

instructions to better prepare for virtual visits. A coding checklist
was used to code the text data quantitatively and descriptive
statistics were computed.

This study was approved by our medical center’s institutional
review board.

Results

Overview
Out of the 426 patients who responded to the survey (426/648,
65.7%), nearly two-thirds self-identified as female (273/426,
64.1%). The average age was 46 (range 18-86) years; 70.2%
(299/426) of the patients were from Ohio, 6.8% (29/426) were
from Florida, 4.2% (18/426) were from Pennsylvania, and 18.7%
(80/426) resided in other states. Insurance coverage was
undetermined for more than half of the patients (245/426,
57.5%), 23.7% (101/426) had the hospital’s employee health
insurance, and 18.7% (80/426) had other private insurance. The
demographic characteristics of the respondents were similar to
those of the nonrespondents.

A total of 58.4% (249/426) patients had an on-demand virtual
visit for an acute concern, and 41.5% (177/426) had a scheduled
virtual visit; 28.6% (121/423) of patients knew their virtual visit
clinician from a previous in-person appointment with that same
clinician, and those patients were older (P=.003) and more often
male (P=.03) compared with patients who did not know their
virtual visit clinician. Moreover, most patients who knew their
virtual visit clinician had a scheduled rather than on-demand
virtual visit (119/121, 98.3%). About 41.8% (178/426) of
clinicians were family physicians, whereas the rest represented
other physician specialties, and 20.9% (89/426) were advanced
practice providers. Most patients used mobile devices such as
phones or tablets for their visits (348/424, 82.1%), whereas the
rest were connected using a computer. Patient and virtual visit
characteristics are presented in Table 1.

Table 1. Patient and virtual visit characteristics (N=426).

ValueCharacteristics

46 (15.5)Age (years), mean (SD)

273 (64.1)Female, n (%)

299 (70.2)Ohio resident, n (%)

101 (23.7)Hospital employee, n (%)

Insurance used, n (%)

101 (23.7)Employee Health Plan

80 (18.8)Medical Mutual of Ohio

245 (57.5)Undetermined

336 (78.9)Physician virtual clinician, n (%)

121 (28.6)Prior relationship with clinician (n=423), n (%)

Visit type, n (%)

249 (58.4)On-demand

J Med Internet Res 2021 | vol. 23 | iss. 6 |e18488 | p.504https://www.jmir.org/2021/6/e18488
(page number not for citation purposes)

Rose et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Overall Satisfaction
The mean overall satisfaction score was 4.4 out of 5 with an
SD of 0.78 (see Table 2 for detailed Likert scale survey results).
Overall, 81.9% (344/420) of respondents agreed (107/420,
25.5%) or strongly agreed (237/420, 56.4%) that their virtual
visit was as good as an in-person visit with a clinician. More
than half of the respondents agreed (73/417, 17.5%) or strongly

agreed (149/417, 35.7%) that their virtual visit was better than
an in-person visit with a clinician. In multivariable logistic
regression, employee patient status (vs nonemployee) was
associated with higher odds of overall satisfaction with their
virtual visit (odds ratio [OR] 1.9, 95% CI 1.14-3.47). The results
from the multivariable logistic regression are presented in Table
3.

Table 2. Patient responses to Likert scale survey items (N=426).

Strongly agree,
n (%)

Agree, n
(%)

Neutral, n
(%)

Disagree, n
(%)

Strongly dis-
agree, n (%)

Total, nItem

Overall satisfaction

289 (68.6)94 (22.3)18 (4.3)14 (3.3)6 (1.4)421My virtual visit made it easy to get the care I
needed.

237 (56.4)107 (25.5)40 (9.5)27 (6.4)9 (2.1)420For my health concern, my virtual visit was as good
as an in-person visit with a health care provider.

149 (35.7)73 (17.5)127 (30.5)49 (11.7)19 (4.6)417For my health concern, my virtual visit was better
than an in-person visit with a health care provider.

326 (77.2)62 (14.7)19 (4.5)6 (1.4)9 (2.1)422My virtual visit saved me time.

264 (62.9)81 (19.3)46 (10.9)8 (1.9)21 (5)420My virtual visit was worth the money I spent on
the visit.

302 (71.6)90 (21.3)15 (3.5)7 (1.7)8 (1.9)422I would use a virtual visit again.

298 (72)82 (19.8)17 (4.1)8 (1.9)9 (2.2)414I would recommend a virtual visit to others.

Comfort and ease using virtual visit technology

291 (68.9)103 (24.4)12 (2.8)13 (3.1)3 (0.7)422My virtual visit platform was easy to use.

296 (70)105 (25.8)20 (4.7)2 (0.5)0 (0)423I was comfortable using my virtual visit platform.

293 (69.4)107 (25.4)15 (3.6)4 (0.9)3 (0.7)422The wait time to see my online health care provider
was reasonable.

312 (73.6)91 (21.5)9 (2.1)5 (1.2)7 (1.6)424It was easy to see my health care provider during
my online visit.

302 (71.4)92 (21.8)11 (2.6)9 (2.1)9 (2.1)423It was easy to hear my health care provider during
my online visit.

313 (74)87 (20.6)10 (2.5)6 (1.4)7 (1.6)423It was easy to talk with my health care provider
during my online visit.

287 (67.8)105 (24.8)18 (4.3)8 (1.9)5 (1.2)423The technology was easy to use.

Patient-clinician engagement

295 (69.7)98 (23.2)26 (6.1)2 (0.5)2 (0.5)423My online health care provider was interested in
me as a person.

313 (75.1)86 (20.6)14 (3.4)4 (0.9)0 (0)417My online health care provider fully understood
my health concern.

303 (72)95 (22.6)15 (3.6)6 (1.4)2 (0.5)421My online health care provider and I made a plan
of action to resolve my health concern.

262 (62.5)89 (21.2)54 (12.9)8 (1.9)6 (1.4)419I believe that the plan of action my health care
provider recommended will resolve my health
concern.

294 (69.7)106 (25.1)18 (4.3)3 (0.7)1 (0.2)422I understand what I need to do next to resolve my
health concern.

297 (71)102 (24.4)14 (3.3)4 (0.9)1 (0.2)418I had enough time with my health care provider
during my online visit.

303 (73)102 (24.6)10 (2.4)0 (0)0 (0)415My privacy was respected during my online visit.
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Table 3. Predictors of overall satisfaction, patient-clinician engagement, and comfort and ease with virtual technology.

Odds ratio (95% CI)Factor

Patient-clinician engagement

2.28 (1.25-4.16)Virtual clinician was nurse practitioner or physician assistant (vs family physician)

1.73 (1.01-2.95)Employee patient status (vs nonemployee)

Overall satisfaction

1.9 (1.14-3.17)Employee patient status (vs nonemployee)

0.46 (0.28-0.76)Technical difficulties (vs no technical difficulties)

Comfort and ease using virtual technology

0.58 (0.35-0.98)Prior relationship with virtual clinician (vs no prior relationship)

Most patients (383/421, 90.9%) reported that their virtual visit
made it easy to receive the care they needed. A respondent
noted, “It was quick and easy. Instead of finding babysitters for
my 4-month-old twins, it was convenient to do right from my
home.” Open-ended responses (Table 4) support this finding:
patients valued receiving care from their home without traveling

to their clinician’s office (145/363, 39.9%) and reported that
virtual visits provided convenient access to health care (121/363,
33.3%) and saved them time (98/363, 26.9%). Most patients
reported that they would use virtual care again (392/422, 92.9%)
and would recommend it to other people (380/414, 91.8%).

Table 4. Patient feedback on their virtual visit in their own words.

Illustrative quotesPatients, n (%)Domain

What did you like best about your virtual visit? (n=363)

“It was so much better to be able to not have to leave the house when I felt so awful and in so much
pain.” [P46]

145 (39.9)No travel or stay at
home

“I used it on a Holiday when my doctor’s office was closed, and it saved me the trip to Urgent Care
while in pain.” [P487]

121 (33.3)Access or conve-
nience

“I saved time, money and my health by being able to have this visit online.” [P109]98 (26.9)Saved time

“Having two kids, it was so easy to face time a provider to get the help I needed.” [P99]94 (25.9)Easy

“The process was quick.” [P418]60 (16.5)Quick

“My online visit was with Dr. [name] and it was an honest pleasure interacting with her. She seemed
legitimately interested and concerned regarding my health matter and at no time did I ever feel
awkward or rushed.” [P530]

50 (13.8)Clinician

“It saved me a lot of time and money. My care and concerns were addressed as if I was visiting the
doctor in person. I am very pleased.” [P444]

36 (9.9)Cost

“I loved the fact that I was able to see my provider, and not just anyone. I have seen this doctor for
several years, and getting an in-person appointment with her is very hard to do. Therefore, getting
an online appointment, I was able to see her faster.” [P82]

20 (5.5)Continuity of care

What can we improve? (n=100)

“I would say the technology was faulty. I’m not an expert, but I followed the directions and it would
not connect us.” [P459]

30 (30)User interface

“Perhaps a pre-appointment preparation list might help set appropriate expectations for patients.
For example, ‘for the following problems, you may need to get additional tests/go to the ER, etc.’
This is because some people may not know these things.” [P96]

14 (14)Virtual visit informa-
tion

“I would work to partner with more insurance providers to remove those barriers associated with
utilizing health care coverage for this service, if I were the management team.” [P307]

10 (10)Insurance coverage

“I was not able to get my prescription for strep through the express care online.” [P70]9 (9)Access to prescrip-
tions

“Cross-functionality with MyChart would be great.” [P223]5 (5)Link to the patient
portal

“I want more specialized care in the app. Please have therapists, psychologists and other specialized
doctors.” [P51]

4 (4)More clinicians
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Comfort and Ease Using Virtual Visit Technology
The mean overall technology experience score was 4.6 out of
5 with an SD of 0.57, and 93.4% (394/422) of patients reported
that the virtual visit interface was easy to use. Participants agreed
and strongly agreed that they felt comfortable using it (401/423,
94.8%), and most agreed or strongly agreed that the wait times
for using it were reasonable (400/422, 94.8%). Respondents
could see (403/424, 95.1%), hear (394/423, 93.1%), and talk
with (400/423, 94.6%) their clinician easily during their virtual
visit. However, 19.9% (84/423) of patients reported that they

had technical difficulties during their virtual visit (Table 5), and
technical difficulties were associated with lower odds of overall
satisfaction among patients (OR 0.46, 95% CI 0.28-0.76) in
multivariable logistic regression. In addition, in multivariable
logistic regression, having a prior relationship with their virtual
visit clinician was associated with less comfort and ease with
virtual technology among patients (OR 0.58, 95% CI 0.35-0.98).
In open-ended comments, 23.5% (100/426) of patients
commented on what could be improved, and 30% (30/100) of
these comments recommended improvement of the user interface
(see Table 4 for additional patient suggestions for improvement).

Table 5. Patient responses to dichotomous survey items (N=426).

No; patient, n (%)Yes; patient, n (%)Item

302 (71.4)121 (28.6)Have you had a previous in-person visit with the health care provider you saw using Express Care Online?
(n=423)

339 (80.1)84 (19.9)Did you have any technical difficulties during your Express Care Online visit? (n=423)

Where would you have gone for medical care if you had not used Express Care Online? (n=426)

197 (46.2)229 (53.8)Doctor’s Office

314 (73.7)112 (26.3)Urgent Care

405 (95.1)21 (4.9)Emergency Room

396 (92.9)30 (7)Retail Clinic

376 (88.3)50 (11.7)I would not have gone for medical care

Patient-Clinician Engagement
Most patients (393/423, 92.9%) agreed that their virtual visit
clinician was interested in them as a person. A respondent
commented, “The physician was very kind and really listened
to my issue and what I had already tried to resolve it” (for
additional patient responses, see Table 4). In addition, the
patients felt that they were able to work together with their
clinicians reciprocally—94.5% (398/421) of respondents
reported that together with their virtual visit clinician, they made
a plan of action to resolve their health concern. In multivariable
logistic regression, a visit with an advanced practice provider
(nurse practitioner or physician assistant) was associated with
higher odds of patient-clinician engagement compared with
visits with a family medicine physician (OR 2.28, 95% CI
1.25-4.16). In addition, employees of our medical center had
higher odds of patient-clinician engagement than nonemployees
(OR 1.73, 95% CI 1.01-2.95).

The mean patient-clinician engagement score was 4.6 out of 5,
with an SD of 0.53. In open-ended comments, patients described
the high quality of their virtual visit clinician (50/363, 13.8%),
and 95.7% (399/417) of patients agreed that their virtual visit
clinician fully understood their health concern. However, some
results suggest a need to improve the patient-clinician
relationship. Open-ended comments reflected a need for better
orientation to virtual visits: 14% (14/100) of respondents
recommended that patients be given more information before
their virtual visits to know what to expect and how to prepare
for their appointment.

Discussion

Principal Findings
The large and diverse sample size and high response rate
(426/648, 65.7%) suggest robust findings about patient
experience of virtual visits as compared with prior studies [27].

This large mixed methods study in a major health system found
that patients reported high satisfaction with virtual visits, that
the technology was easy to use, and that virtual visits were
comparable or better than an in-person visit. However, technical
difficulties were associated with lower odds of overall
satisfaction among patients (OR 0.46, 95% CI 0.28-0.76) in the
multivariable logistic regression. Our findings of high patient
satisfaction with virtual visits align with those of other published
studies [15,20,28,29]. For example, 95% of patients who
participated in a MinuteClinic telehealth visit were very satisfied
with the quality of the health care they received and rated
telehealth as better than or just as good as a traditional in-person
visit [15]. However, our findings are unique and go beyond
these other studies because we measured satisfaction in terms
of several indicators of patient-clinician engagement. We found
that most patients in our study reported high engagement with
their virtual visit clinician. There are concerns about the effect
of telemedicine on trust-based relationships between patients
and clinicians [30] and the ability to express empathy in digital
settings [31,32]. Our study suggests that it is possible to measure
the patient-clinician engagement and begin to evaluate empathy
and collaborative relationships with patients during a virtual
visit.

However, both clinician and patient identity influenced the
likelihood of strong patient-clinician engagement during virtual
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visits. Having a pre-existing relationship with the clinician was
associated with lower satisfaction. In terms of gender and age,
older men who had previous relationships with their virtual visit
clinicians were some of the patients that were least satisfied
with their experiences. Patients who had a scheduled virtual
visit were older than those who had an on-demand visit and
were perhaps less comfortable with virtual technology than
younger patients. In multivariable logistic regression, having a
prior relationship with their virtual visit clinician was associated
with less comfort and ease with virtual technology among
patients (OR 0.58, 95% CI 0.35-0.98). However, patient age
was not a significant predictor of overall satisfaction,
patient-clinician engagement, or comfort and ease with virtual
technology. Patients who received care from their clinician via
a traditional in-person appointment may have experienced
discomfort with, or simply did not like, this unfamiliar mode
of care with a clinician they know. Gender, age, and the
necessity of multiple or repeated virtual visits instead of
in-person visits may contribute to less satisfaction and should
be explored further in future studies.

In terms of employment and insurance status, employee status
was associated with overall satisfaction with virtual visits. In
multivariable logistic regression, employee patient status (vs
nonemployee) was associated with higher odds of overall
satisfaction with their virtual visit (OR 1.90, 95% CI 1.14-3.47).
In addition, employees of our medical center had higher odds
of patient-clinician engagement than nonemployees (OR 1.73,
95% CI 1.01-2.95). This may be because of benefit coverage
for the virtual visit; medical center employees received the care
they needed with little to no out-of-pocket costs. Employee
patients were not charged for their virtual visit, whereas
nonemployee patients were charged up to US $49, depending
on insurance coverage. Employee patients may also be more
familiar with clinicians, telehealth in general, and virtual visits
specifically; thus, their expectations may have been better
aligned with the virtual health care they received.

Our study has limitations that need to be considered. Although
the sample was diverse in age, gender, and visit and clinician
type, a large percentage of patients were from Ohio, insurance
was unknown for more than half, and a quarter were employees,
all of which may limit the generalizability of our findings. In
addition, despite our relatively high response rate, we may have
a response bias, but this is unlikely given the similarity of the
responders to the nonresponders. Furthermore, we should be
cautious not to generalize our findings to all virtual visits, given
that this was a nonprobability sample in one health system.

In addition, we do not know the reason for patient visits. We
collectively analyzed on-demand and scheduled visits together,
although on-demand visits are typically low acuity infections
(upper respiratory and urinary tract), whereas scheduled visits
are usually more complex conditions where patients have more

intense needs [13]. As nearly all patients who had a prior
relationship with their virtual visit clinician had a scheduled
virtual visit rather than an on-demand one, their expectations
for the care they would receive were likely different from those
of patients who did not know their clinicians. Furthermore,
scheduled and on-demand visits may be fundamentally different.
This study suggests that virtual visits may be most satisfactory
when used for acute problems or when health care access is
otherwise limited rather than nonacute or more complex issues
when patients may prefer speaking with their provider in person
at a medical facility. Although this study provides an analysis
of many kinds of visits, future studies should disaggregate the
types of visits and analyze them separately.

Future studies should consider both the quality of these visits
and medical outcomes because both are likely to influence
patient satisfaction.

In addition, future studies should further explore the range of
clinician experience in virtual visits. In multivariable logistic
regression, a visit with an advanced practice provider (nurse
practitioner or physician assistant) was associated with higher
odds of patient-clinician engagement than visits with a family
medicine physician (OR 2.28, 95% CI 1.25-4.16). Our finding
that patients were more likely to report high engagement with
advanced practice providers rather than with family physicians
aligns with findings on in-person visits [32] and highlights
opportunities to leverage advanced practice providers in
telehealth. Future studies should explore the basis of these
differences.

Future research and efforts should also focus on the user
interface, facilitating patient expectations of the technology,
and associations with quality.

Conclusions
The impact of the virtual interface on patient-clinician
relationships is largely unknown, but our findings are
encouraging. Our study found that virtual visits facilitate health
care access and relationship-building, contributing to satisfying
relationship-centered care, a crucial aspect of contemporary
patient experiences. Even during a single virtual visit, we found
that patients and clinicians could meaningfully engage in
relationship-building practices. Strategies to prepare established
patients for virtual visits with their clinicians may ease the
transition from in-person care to virtual care, resulting in better
experiences for both. Patients should be aware of the capabilities
and limitations of patient-clinician engagement in virtual visits
[33]. Strategies to prepare clinicians for virtual visits would
also support a seamless transition to delivering health care
virtually (a tip sheet that outlines 10 best practices for
communicating effectively with patients during a virtual visit
has been provided in Multimedia Appendix 2) [34].
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[DOCX File , 424 KB - jmir_v23i6e18488_app2.docx ]

References
1. Lines LM, Lepore M, Wiener JM. Patient-centered, person-centered, and person-directed care: they are not the same. Med

Care 2015 Jul;53(7):561-563. [doi: 10.1097/MLR.0000000000000387] [Medline: 26067878]
2. Gerber BS, Eiser AR. The patient physician relationship in the internet age: future prospects and the research agenda. J

Med Internet Res 2001;3(2):e15 [FREE Full text] [doi: 10.2196/jmir.3.2.e15] [Medline: 11720957]
3. Lagu T, Norton CM, Russo LM, Priya A, Goff SL, Lindenauer PK. Reporting of patient experience data on health systems'

websites and commercial physician-rating websites: mixed-methods analysis. J Med Internet Res 2019 Mar 27;21(3):e12007
[FREE Full text] [doi: 10.2196/12007] [Medline: 30916654]

4. Rosen P, Spalding SJ, Hannon MJ, Boudreau RM, Kwoh CK. Parent satisfaction with the electronic medical record in an
academic pediatric rheumatology practice. J Med Internet Res 2011 May 27;13(2):e40 [FREE Full text] [doi:
10.2196/jmir.1525] [Medline: 21622292]

5. Wolf JA, Niederhauser V, Marshburn D, LaVela SL. Reexamining “Defining Patient Experience”: the human experience
in healthcare. Patient Exp J 2021 Apr 28;8(1):16-29. [doi: 10.35680/2372-0247.1594]

6. Beach MC, Inui T, Relationship-Centered CR. Relationship-centered care. A constructive reframing. J Gen Intern Med
2006 Jan;21 Suppl 1:3-8 [FREE Full text] [doi: 10.1111/j.1525-1497.2006.00302.x] [Medline: 16405707]

7. Eklund JH, Meranius MS. Toward a consensus on the nature of empathy: a review of reviews. Patient Educ Couns 2021
Feb;104(2):300-307 [FREE Full text] [doi: 10.1016/j.pec.2020.08.022] [Medline: 32888755]

8. Mammen JR, Elson MJ, Java JJ, Beck CA, Beran DB, Biglan KM, et al. Patient and physician perceptions of virtual visits
for Parkinson's disease: a qualitative study. Telemed J E Health 2018 Apr;24(4):255-267. [doi: 10.1089/tmj.2017.0119]
[Medline: 28787250]

9. Agha Z, Schapira RM, Laud PW, McNutt G, Roter DL. Patient satisfaction with physician-patient communication during
telemedicine. Telemed J E Health 2009 Nov;15(9):830-839. [doi: 10.1089/tmj.2009.0030] [Medline: 19919189]

10. Salisbury C, Quigley A, Hex N, Aznar C. Private video consultation services and the future of primary care. J Med Internet
Res 2020 Oct 01;22(10):e19415 [FREE Full text] [doi: 10.2196/19415] [Medline: 32812887]

11. Bakken S, Grullon-Figueroa L, Izquierdo R, Lee N, Morin P, Palmas W, IDEATel Consortium. Development, validation,
and use of English and Spanish versions of the telemedicine satisfaction and usefulness questionnaire. J Am Med Inform
Assoc 2006;13(6):660-667 [FREE Full text] [doi: 10.1197/jamia.M2146] [Medline: 16929036]

12. Elliott T, Tong I, Sheridan A, Lown BA. Beyond convenience: patients' perceptions of physician interactional skills and
compassion via telemedicine. Mayo Clin Proc Innov Qual Outcomes 2020 Jun;4(3):305-314 [FREE Full text] [doi:
10.1016/j.mayocpiqo.2020.04.009] [Medline: 32542222]

13. Martinez KA, Rood M, Jhangiani N, Kou L, Rose S, Boissy A, et al. Patterns of use and correlates of patient satisfaction
with a large nationwide direct to consumer telemedicine service. J Gen Intern Med 2018 Oct;33(10):1768-1773 [FREE
Full text] [doi: 10.1007/s11606-018-4621-5] [Medline: 30112737]

14. Becevic M, Boren S, Mutrux R, Shah Z, Banerjee S. User satisfaction with telehealth: study of patients, providers, and
coordinators. Health Care Manag (Frederick) 2015;34(4):337-349. [doi: 10.1097/HCM.0000000000000081] [Medline:
26506296]

15. Polinski JM, Barker T, Gagliano N, Sussman A, Brennan TA, Shrank WH. Patients' satisfaction with and preference for
telehealth visits. J Gen Intern Med 2016 Mar;31(3):269-275 [FREE Full text] [doi: 10.1007/s11606-015-3489-x] [Medline:
26269131]

16. Sasangohar F, Bradshaw MR, Carlson MM, Flack JN, Fowler JC, Freeland D, et al. Adapting an outpatient psychiatric
clinic to telehealth during the COVID-19 pandemic: a practice perspective. J Med Internet Res 2020 Oct 01;22(10):e22523
[FREE Full text] [doi: 10.2196/22523] [Medline: 32936768]

17. Mann DM, Chen J, Chunara R, Testa PA, Nov O. COVID-19 transforms health care through telemedicine: evidence from
the field. J Am Med Inform Assoc 2020 Apr 23:1132-1135 [FREE Full text] [doi: 10.1093/jamia/ocaa072] [Medline:
32324855]

18. Hollander JE, Carr BG. Virtually perfect? Telemedicine for Covid-19. N Engl J Med 2020 Mar 11:1679-1681. [doi:
10.1056/NEJMp2003539] [Medline: 32160451]

19. Kraai IH, Luttik ML, de Jong RM, Jaarsma T, Hillege HL. Heart failure patients monitored with telemedicine: patient
satisfaction, a review of the literature. J Card Fail 2011 Aug;17(8):684-690. [doi: 10.1016/j.cardfail.2011.03.009] [Medline:
21807331]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e18488 | p.509https://www.jmir.org/2021/6/e18488
(page number not for citation purposes)

Rose et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e18488_app1.docx&filename=fad834b3bc1bc1f2237db63493aa0e7d.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e18488_app1.docx&filename=fad834b3bc1bc1f2237db63493aa0e7d.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e18488_app2.docx&filename=97899d9fcdd08165cd1abe0fbcb0569e.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e18488_app2.docx&filename=97899d9fcdd08165cd1abe0fbcb0569e.docx
http://dx.doi.org/10.1097/MLR.0000000000000387
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26067878&dopt=Abstract
http://www.jmir.org/2001/2/e15/
http://dx.doi.org/10.2196/jmir.3.2.e15
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11720957&dopt=Abstract
http://www.jmir.org/2019/3/e12007/
http://dx.doi.org/10.2196/12007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30916654&dopt=Abstract
https://www.jmir.org/2011/2/e40/
http://dx.doi.org/10.2196/jmir.1525
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21622292&dopt=Abstract
http://dx.doi.org/10.35680/2372-0247.1594
http://onlinelibrary.wiley.com/resolve/openurl?genre=article&sid=nlm:pubmed&issn=0884-8734&date=2006&volume=21&issue=&spage=S3
http://dx.doi.org/10.1111/j.1525-1497.2006.00302.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16405707&dopt=Abstract
https://doi.org/10.1016/j.pec.2020.08.022
http://dx.doi.org/10.1016/j.pec.2020.08.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32888755&dopt=Abstract
http://dx.doi.org/10.1089/tmj.2017.0119
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28787250&dopt=Abstract
http://dx.doi.org/10.1089/tmj.2009.0030
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19919189&dopt=Abstract
https://www.jmir.org/2020/10/e19415/
http://dx.doi.org/10.2196/19415
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32812887&dopt=Abstract
http://europepmc.org/abstract/MED/16929036
http://dx.doi.org/10.1197/jamia.M2146
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16929036&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2542-4548(20)30075-8
http://dx.doi.org/10.1016/j.mayocpiqo.2020.04.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32542222&dopt=Abstract
http://europepmc.org/abstract/MED/30112737
http://europepmc.org/abstract/MED/30112737
http://dx.doi.org/10.1007/s11606-018-4621-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30112737&dopt=Abstract
http://dx.doi.org/10.1097/HCM.0000000000000081
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26506296&dopt=Abstract
http://europepmc.org/abstract/MED/26269131
http://dx.doi.org/10.1007/s11606-015-3489-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26269131&dopt=Abstract
https://www.jmir.org/2020/10/e22523/
http://dx.doi.org/10.2196/22523
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32936768&dopt=Abstract
http://europepmc.org/abstract/MED/32324855
http://dx.doi.org/10.1093/jamia/ocaa072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32324855&dopt=Abstract
http://dx.doi.org/10.1056/NEJMp2003539
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32160451&dopt=Abstract
http://dx.doi.org/10.1016/j.cardfail.2011.03.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21807331&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


20. Mair F, Whitten P. Systematic review of studies of patient satisfaction with telemedicine. Br Med J 2000 Jun
3;320(7248):1517-1520 [FREE Full text] [Medline: 10834899]

21. Qiang JK, Marras C. Telemedicine in Parkinson's disease: a patient perspective at a tertiary care centre. Parkinsonism Relat
Disord 2015 May;21(5):525-528. [doi: 10.1016/j.parkreldis.2015.02.018] [Medline: 25791380]

22. Williams TL, May CR, Esmail A. Limitations of patient satisfaction studies in telehealthcare: a systematic review of the
literature. Telemed J E Health 2001;7(4):293-316. [doi: 10.1089/15305620152814700] [Medline: 11886667]

23. Amwell. American Well Corporation, Boston, MA. URL: https://business.amwell.com/ [accessed 2021-05-22]
24. Nguyen M, Waller M, Pandya A, Portnoy J. A review of patient and provider satisfaction with telemedicine. Curr Allergy

Asthma Rep 2020 Sep 22;20(11):72 [FREE Full text] [doi: 10.1007/s11882-020-00969-7] [Medline: 32959158]
25. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG. Research electronic data capture (REDCap)--a

metadata-driven methodology and workflow process for providing translational research informatics support. J Biomed
Inform 2009 Apr;42(2):377-381 [FREE Full text] [doi: 10.1016/j.jbi.2008.08.010] [Medline: 18929686]

26. SAS® 9.4 statements reference. SAS Institute Inc. Cary, NC: SAS Institute Inc; 2013. URL: https://citeseerx.ist.psu.edu/
viewdoc/download?doi=10.1.1.353.6870&rep=rep1&type=pdf [accessed 2021-05-22]

27. Orlando JF, Beard M, Kumar S. Systematic review of patient and caregivers' satisfaction with telehealth videoconferencing
as a mode of service delivery in managing patients' health. PLoS One 2019;14(8):e0221848 [FREE Full text] [doi:
10.1371/journal.pone.0221848] [Medline: 31469865]

28. Barnett ML, Ray KN, Souza J, Mehrotra A. Trends in telemedicine use in a large commercially insured population,
2005-2017. J Am Med Assoc 2018 Nov 27;320(20):2147-2149 [FREE Full text] [doi: 10.1001/jama.2018.12354] [Medline:
30480716]

29. Kruse CS, Krowski N, Rodriguez B, Tran L, Vela J, Brooks M. Telehealth and patient satisfaction: a systematic review
and narrative analysis. BMJ Open 2017 Aug 03;7(8):e016242 [FREE Full text] [doi: 10.1136/bmjopen-2017-016242]
[Medline: 28775188]

30. Bean S. Tele-trust: what is telemedicine's impact on the physician-patient relationship? J Clinic Res Bioeth 2015;06(04):e112.
[doi: 10.4172/2155-9627.1000e112]

31. Terry C, Cain J. The emerging issue of digital empathy. Am J Pharm Educ 2016 May 25;80(4):58 [FREE Full text] [doi:
10.5688/ajpe80458] [Medline: 27293225]

32. Howick J, Steinkopf L, Ulyte A, Roberts N, Meissner K. How empathic is your healthcare practitioner? A systematic review
and meta-analysis of patient surveys. BMC Med Educ 2017 Aug 21;17(1):136 [FREE Full text] [doi:
10.1186/s12909-017-0967-3] [Medline: 28823250]

33. Chaet D, Clearfield R, Sabin JE, Skimming K, Council on Ethical and Judicial Affairs American Medical Association.
Ethical practice in telehealth and telemedicine. J Gen Intern Med 2017 Oct;32(10):1136-1140 [FREE Full text] [doi:
10.1007/s11606-017-4082-2] [Medline: 28653233]

34. The Cleveland Clinic Foundation. Top 10 tips for virtual visits clinician communication. Center for Excellence in Healthcare
Communication. 2019. URL: https://my.clevelandclinic.org/-/scassets/files/org/landing/preparing-for-coronavirus/
covid-response-digital-health-communication-tips.ashx [accessed 2021-05-22]

Abbreviations
OR: odds ratio
REDCap: Research Electronic Data Capture

Edited by G Eysenbach; submitted 28.02.20; peer-reviewed by N Gagliano, J Floch; comments to author 29.06.20; revised version
received 15.10.20; accepted 11.03.21; published 21.06.21.

Please cite as:
Rose S, Hurwitz HM, Mercer MB, Hizlan S, Gali K, Yu PC, Franke C, Martinez K, Stanton M, Faiman M, Rasmussen P, Boissy A
Patient Experience in Virtual Visits Hinges on Technology and the Patient-Clinician Relationship: A Large Survey Study With
Open-ended Questions
J Med Internet Res 2021;23(6):e18488
URL: https://www.jmir.org/2021/6/e18488 
doi:10.2196/18488
PMID:34152276

©Susannah Rose, Heather McKee Hurwitz, Mary Beth Mercer, Sabahat Hizlan, Kari Gali, Pei-Chun Yu, Caroline Franke, Kathryn
Martinez, Matthew Stanton, Matthew Faiman, Peter Rasmussen, Adrienne Boissy. Originally published in the Journal of Medical
Internet Research (https://www.jmir.org), 21.06.2021. This is an open-access article distributed under the terms of the Creative

J Med Internet Res 2021 | vol. 23 | iss. 6 |e18488 | p.510https://www.jmir.org/2021/6/e18488
(page number not for citation purposes)

Rose et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://europepmc.org/abstract/MED/10834899
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10834899&dopt=Abstract
http://dx.doi.org/10.1016/j.parkreldis.2015.02.018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25791380&dopt=Abstract
http://dx.doi.org/10.1089/15305620152814700
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11886667&dopt=Abstract
https://business.amwell.com/
http://europepmc.org/abstract/MED/32959158
http://dx.doi.org/10.1007/s11882-020-00969-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32959158&dopt=Abstract
http://linkinghub.elsevier.com/retrieve/pii/S1532-0464(08)00122-6
http://dx.doi.org/10.1016/j.jbi.2008.08.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18929686&dopt=Abstract
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.353.6870&rep=rep1&type=pdf
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.353.6870&rep=rep1&type=pdf
https://dx.plos.org/10.1371/journal.pone.0221848
http://dx.doi.org/10.1371/journal.pone.0221848
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31469865&dopt=Abstract
http://europepmc.org/abstract/MED/30480716
http://dx.doi.org/10.1001/jama.2018.12354
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30480716&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=28775188
http://dx.doi.org/10.1136/bmjopen-2017-016242
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28775188&dopt=Abstract
http://dx.doi.org/10.4172/2155-9627.1000e112
http://europepmc.org/abstract/MED/27293225
http://dx.doi.org/10.5688/ajpe80458
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27293225&dopt=Abstract
https://bmcmededuc.biomedcentral.com/articles/10.1186/s12909-017-0967-3
http://dx.doi.org/10.1186/s12909-017-0967-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28823250&dopt=Abstract
http://europepmc.org/abstract/MED/28653233
http://dx.doi.org/10.1007/s11606-017-4082-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28653233&dopt=Abstract
https://my.clevelandclinic.org/-/scassets/files/org/landing/preparing-for-coronavirus/covid-response-digital-health-communication-tips.ashx
https://my.clevelandclinic.org/-/scassets/files/org/landing/preparing-for-coronavirus/covid-response-digital-health-communication-tips.ashx
https://www.jmir.org/2021/6/e18488
http://dx.doi.org/10.2196/18488
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34152276&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly
cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright
and license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e18488 | p.511https://www.jmir.org/2021/6/e18488
(page number not for citation purposes)

Rose et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Determinants of Catalan Public Primary Care Professionals’
Intention to Use Digital Clinical Consultations (eConsulta) in the
Post–COVID-19 Context: Mixed Methods Study

Francesc Saigí-Rubió1,2, PhD; Josep Vidal-Alaball3,4,5, MD, MPH, PhD; Joan Torrent-Sellens2,6, MSc, PhD; Ana

Jiménez-Zarco2,6, MSc, PhD; Francesc López Segui7,8, MSc, PhD; Marta Carrasco Hernandez9, MSc; Xavier Alzaga

Reig10, MD; Josep Maria Bonet Simó8, MD; Mercedes Abizanda González10,11, BSc; Jordi Piera-Jimenez12,13,14, MSc;

Oscar Solans10,12, MD, MSc
1Faculty of Health Sciences, Universitat Oberta de Catalunya, Barcelona, Spain
2Interdisciplinary Research Group on ICTs, Universitat Oberta de Catalunya, Barcelona, Spain
3Health Promotion in Rural Areas Research Group, Gerencia Territorial de la Catalunya Central, Institut Catala de la Salut, Sant Fruitos de Bages, Spain
4Unitat de Suport a la Recerca de la Catalunya Central, Fundacio Institut Universitari per a la Recerca a l'Atencio Primaria de Salut Jordi Gol i Gurina,
Sant Fruitos de Bages, Spain
5Faculty of Medicine, University of Vic - Central University of Catalonia, Vic, Spain
6Faculty of Economics and Business, Universitat Oberta de Catalunya, Barcelona, Spain
7Centre de Recerca en Economia i Salut, Pompeu Fabra University, Barcelona, Spain
8Northern Metropolitan Primary Care Directorate, Institut Català de la Salut, Badalona, Spain
9Barcelona Primary Care Directorate, Institut Català de la Salut, Barcelona, Spain
10Health Department, Catalan Ministry of Health, Barcelona, Spain
11Pere Virgili Health Park, Primary Care Management Control, Barcelona, Spain
12Digitalization for the Sustainability of the Healthcare System, Sistema de Salut de Catalunya, Barcelona, Spain
13Servei Catala de la Salut, Barcelona, Spain
14Open Evidence Research Group, Universitat Oberta de Catalunya, Barcelona, Spain

Corresponding Author:
Josep Vidal-Alaball, MD, MPH, PhD
Health Promotion in Rural Areas Research Group
Gerencia Territorial de la Catalunya Central
Institut Catala de la Salut
Carrer Pica d'Estats, 36
Sant Fruitos de Bages, 08272
Spain
Phone: 34 6930040
Email: jvidal.cc.ics@gencat.cat

Abstract

Background: Telemedicine has become a necessary component of clinical practice for the purpose of providing safer patient
care during lockdowns due to the COVID-19 pandemic. It has been used to support the health care needs of patients with COVID-19
and routine primary care patients alike. However, this change has not been fully consolidated.

Objective: The objective of this study was to analyze the determinants of health care professionals’ intention to use the eConsulta
digital clinical consultation tool in the post–COVID-19 context.

Methods: A literature review of the Technology Acceptance Model allowed us to construct a theoretical model and establish
a set of hypotheses on the influence of a variety of different factors relating to health care professionals, as well as the institutions
where they work, on their intention to use eConsulta. In order to confirm the proposed model, a mixed qualitative and quantitative
methodology was used, and a questionnaire was designed to serve as the data collection instrument. The data were analyzed using
univariate and bivariate analysis techniques. To confirm the theoretical model, exploratory factor analysis and binary logistic
regression were applied.
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Results: The most important variables were related to perceived benefits (B=2.408) and the type of use that individuals habitually
made of eConsulta (B=0.715). Environmental pressure (B=0.678), experience with technology (B=0.542), gender (B=0.639), and
the degree to which eConsulta had been implemented (B=0.266) were other variables influencing the intention to use the tool in
the post–COVID-19 context. When replicating the previous analysis according to professional group, experience with technology
and gender in the physician group, and experience with tool use and the center where a professional worked in the nurse group,
were found to be of considerable importance.

Conclusions: The implementation and use of eConsulta had increased significantly as a consequence of the COVID-19 pandemic,
and the majority of health care professionals were satisfied with its use in practice and planned to incorporate it into their practices
in the post–COVID-19 context. Perceived benefits and environmental pressure were determining factors in their attitude toward
and intention to use eConsulta.

(J Med Internet Res 2021;23(6):e28944)   doi:10.2196/28944

KEYWORDS

COVID-19; teleconsultation; eConsultation; eHealth; intention to use; digital health; Technology Acceptance Model; TAM;
remote consultation; telemedicine; digital technology; intention; technology assessment; telehealth; pandemic; digital tool

Introduction

Background
Lockdowns and social distancing in response to the high rate
of COVID-19 transmission have become the main triggers of
a challenging digital transformation in many sectors, especially
in health care. In this scenario of extreme crisis, the rapid
adoption of digital solutions and technological tools has played
an important role in the response to the huge pressure on health
care systems [1-3]. Telemedicine has become a necessary
component of clinical practice for the purpose of providing safer
patient care [4,5], and it has been used to support the health care
needs of patients with COVID-19 and routine primary care
patients alike [6-10].

While the digital transformation in health care has not been as
disruptive as the transformations observed in other industries,
the spread of COVID-19 seems to have provided a solid and
inevitable reason to fully adopt the digital transformation [11].
However, despite the fact that health care services can largely
be provided remotely via digital technologies [12], this change
has not become fully consolidated [13,14]. This means that
further research contributions are still required in relation to the
definition and adoption of new digital care models.

To establish telemedicine in routine health care, acceptance by
users—health care professionals—is of vital importance to the
effective use of technological resources. A variety of factors
may explain why a group adopts a specific technological tool
to a lesser or greater extent [15]. Of these, social factors are
perceived to be the most complex. Legal limitations, patient
indifference, lack of remuneration, and uncoordinated
implementation by those responsible for formulating policies
are weighty arguments explaining stakeholders’ refusal to
engage [15,16]. Some studies have noted that these difficulties
may be due to a lack of focus in the implementation of such
interventions (ie, health care professionals do not see them as
either necessary or effective [17]), or the paucity or inconclusive
nature of the studies published thus far [18-20].

To understand whether and how the digital technologies adopted
to cope with the COVID-19 crisis will continue to be useful in
the postemergency phase—beyond research into outcomes

thereof (efficiency, care service quality, etc)—it is necessary
to understand the determinants of their use. This paper presents
an ex-ante analysis and aims to provide evidence on the
determinants of use of the Catalan public health care system’s
eConsulta tool.

eConsulta, which forms part of a personal health folder [21], is
an asynchronous teleconsultation tool available to the 7.5 million
inhabitants of Catalonia (located in northeastern Spain) and to
its primary care professionals. It was launched in 2015 to
complement face-to-face care. The tool’s implementation has
gradually been extended to the entire primary care network
(more than 92% of primary care teams [PCTs] have used the
tool at some point), and it has recently begun to be introduced
into the public hospital setting. However, its rate of use up to
March 2020 was low compared to face-to-face consultations
(just 0.9% of the total) [22]. Previous studies of telemedicine
acceptance by the Catalan public system’s health care
professionals have suggested that despite being rated positively,
especially by nursing staff, the potential technical or
organizational disadvantages of the tools were negative
predictors of their use [23].

The objective of this study is, therefore, to analyze the
determinants of Catalan public primary care professionals’
intention to use the eConsulta digital clinical consultation tool
in the post–COVID-19 context. These health care professionals
(physicians and nurses) work for the Catalan Health Institute
(Institut Català de la Salut [ICS]), the main provider of primary
care services in Catalonia (providing a 74% coverage of the
Catalan population).

Hypotheses and Model
Regarding the theoretical approach, the Technology Acceptance
Model (TAM) was used [24,25]. Uptake and use of
technological applications in the health care area can be
formulated as an acceptance intention, and it is therefore
possible to take the TAM approach. In TAMs, technology
acceptance is considered a determinant of technology use.
Hence, health care professionals’ acceptance of a digital
technology can be considered a determinant of its use [26-30].
Although TAMs have been widely used to explain the use of
many different technologies, health care research has shown
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them to be highly suited to analyzing eHealth use. Following
the TAM methodology, the proposed model contrasts health
care professionals’ intention to use a digital tool according to
two main dimensions: (1) the perceived benefits of the tool’s
use and (2) its ease of use. Regarding health care professionals’
perceived benefits of the tool, the study distinguishes between
those connected with improved efficiency in their care activities
(better care management or provision, and time savings or
reductions [31,32]), and those connected with improved quality
in relation to patients [33]. Regarding ease of use, it has been
shown that when a health care professional feels that a
technological tool is easy to use and does not require any
additional training or specific competencies, the intention to
use it clearly increases [34]. Within the specific context of the
eConsulta digital tool, the first two research hypotheses are:

H1. The perceived benefits of eConsulta use have an
influence on the intention to use it in the
post–COVID-19 context.

H2. eConsulta’s ease of use has an influence on the
intention to use it in the post–COVID-19 context.

However, despite its generalized use for the purpose of
corroborating health care professionals’ use of digital tools, the
TAM methodology has attracted some criticism, mainly
stemming from the fact that it does not take into account the
influence of other types of external variable that could increase
its explanatory power [35,36]. In this respect, various
methodological proposals such as the theory of reasoned action
and the theory of planned behavior have noted the
appropriateness of considering the external influence exerted
by health care professionals’ close contacts or environment
[37,38]. In particular, it has been found that patients can exert
pressure on a professional by asking him or her to use (or not
to use) a tool [39]. Likewise, colleagues and other professional
groups working in close collaboration may exert a social
influence in relation to the tool’s use, either because they are
users within the same organizational area or because its use has
been directly recommended by them [40,41]. Lastly, the
organization in which a professional works can have a direct or
indirect influence on the tool’s use [29]. Thus, the organization
itself can encourage its use by establishing policies and offering
training, and by increasing the recognition of, or compensating,
those professionals who decide to use it:

H3. Pressure from other groups (patients, health care
professionals, the institution’s management team)
has an influence on the intention to use eConsulta in
the post–COVID-19 context.

A professional’s intention to use the tool will also be affected
by professional and demographic variables [42,43]. Thus, an
individual’s professional profile (physician or nurse) will
determine his or her interest in, and use of, the tool. Specifically,
an individual’s professional profile determines whether the tool
is used to care for patients or to carry out management activities.

This indirectly means that the type of pressure exerted by the
environment to ensure a tool is used, and even the perceived
benefits and ease of use of the tool, may be different:

H4. The professional profile has an influence on the
intention to use eConsulta in the post–COVID-19
context.

Moreover, the amount of time a professional spends on doing
his or her job has an influence on the intention to use the tool.
Being older and more professionally experienced may have an
influence on the ability or desire to learn about and use
technology. Being in a certain occupational category with
responsibilities may also have an influence:

H5. An individual’s experience as a health care
professional has an influence on the intention to use
eConsulta in the post–COVID-19 context.

H6. A health care professional’s age has an influence
on the intention to use eConsulta in the
post–COVID-19 context.

Similarly, gender has an influence on the intention to use the
tool, mainly because there is a gender bias among professionals.
In particular, there is a high percentage of women in the nurse
group and, among general practitioners, the distribution of men
and women varies as the population gets younger, due to the
gradual feminization of the medical profession since the end of
the 20th century. By the beginning of the 21st century, 70% of
all new medical students were women. Since then the figure
has risen to 85% [44,45]:

H7. A health care professional’s gender has an
influence on the intention to use eConsulta in the
post–COVID-19 context.

Lastly, the health care center where a professional works also
determines the intention to use a tool, mainly for reasons of
resource availability and management policies at the center:

H8. The health care region or zone in which the
health care center where a professional works is
located has an influence on the intention to use
eConsulta in the post–COVID-19 context.

H9. The degree of eConsulta implementation at the
health care center where a professional works has
an influence on the intention to use it in the
post–COVID-19 context.

H10. The ease of use of eConsulta (current version)
has an influence on the intention to use it in the
post–COVID-19 context.

In summary, we consider that the health care professionals’
intention to use the tool in the post–COVID-19 context depends
on four main groups of variables: (1) their perception of the
tool, (2) external pressure, (3) their profiles, and (4) an additional
set of factors linked to the health care center where they work.
The proposed model in this regard is shown in Figure 1.
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Figure 1. Proposed model of health care professionals’ intention to use the eConsulta tool in the post–COVID-19 context.

Methods

Study Design and Sample Selection
As an exploratory study focusing on the analysis of a single
health care institution, a mixed qualitative and quantitative
methodology was used, and a questionnaire was designed to
serve as the data collection instrument (Multimedia Appendix
1). A review of the literature, together with the health care
professionals’ experience, served as the basis to create the study
variables and the metrics used in the first version of the
instrument. The measurement instrument was validated
following a pretest.

The final questionnaire was organized into four blocks of
questions: (1) sociodemographic and professional background,
(2) tool use, (3) tool use motivations, and (4) perceived benefits
of tool use.

A health care provider distributed the online questionnaire to
physicians, nurses, reproductive and sexual health service staff,
social workers, and client care staff working in the ICS’s various
PCTs across Catalonia. Sample selection was random. The

questionnaire was sent to all professionals forming the study
universe. Participation was voluntary, and no incentives were
offered to fill in and return the questionnaire.

A literature review of TAMs allowed us to establish the
theoretical model shown in Figure 1. From this, we derived a
set of hypotheses about the influence that a variety of different
factors relating to both health care professionals and the
institutions where they work has on those professionals’
intention to use eConsulta. All the variables shown in the
hypotheses, which have an influence on the intention to use
eConsulta, are described in Table 1.

The data obtained from the sample of health care professionals
were analyzed using SPSS Statistics 20 software (IBM Corp).
Univariate and bivariate analysis techniques were used. In order
to validate the proposed hypotheses and, therefore, to confirm
the theoretical model, several multivariate techniques were
applied, such as explanatory factor analysis and binary logistic
regression.

The study protocol was approved by the University Institute for
Primary Care Research Jordi Gol Healthcare Ethics Committee
(code 20/026-P).
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Table 1. Model variables

DescriptionVariable

Dichotomous variable: 0=no, 1=yesIntention to use eConsulta in the
post–COVID-19 context

Metric variable indicating a professional’s degree of perceived benefit from eConsulta use. This variable
was created using exploratory factor analysis

Perceived benefits

Variable metric indicating the degree of eConsulta’s ease of use. This variable was created using ex-
ploratory factor analysis

Ease of use

Variable metric indicating the degree to which a professional perceives that other agents within his or
her environment (organization, patients, or colleagues) have an influence on his or her use of eConsulta.
This variable was created using exploratory factor analysis

Environmental pressure

Categorical variable indicating an individual’s professional profile, where 1=general practitioner,
2=pediatrician, 3=family nurse, and 4=reproductive and sexual health service nurse

Professional profile

Categorical variable indicating the amount of time a professional has worked in the health care sector,
where 1=less than 1 year, 2=2-5 years, 3=6-10 years, 4=11-20 years, and 5=more than 20 years

Professional experience

Dichotomous variable indicating an individual’s gender: 1=man, 2=womanGender

Categorical variable indicating an individual’s age range (in years), where 1=19-29, 2=30-39, 3=40-49,
4=50-59, and 5=60 or above

Age

Categorical variable indicating the health care region or zone in which a professional worksHealth care region or zone in which a pro-
fessional works

Categorical variable indicating the degree of eConsulta implementation, where 1=not yet fully imple-
mented, 2=fully implemented, and 3=implemented due to COVID-19

Degree of eConsulta implementation

Categorical variable indicating how eConsulta was used, where 1=no use, 2=management use, and
3=management and consultation use

Level of eConsulta use

Results

The target sample comprised 18,804 health care professionals
working in 285 PCTs. The study included responses from 1189
professionals who had agreed to participate between July 6 and
July 31, 2020, the period during which the questionnaire was
distributed (margin of error=2.8%; 95%, p=q=0.05).

Sample Profile
Regarding age, we found that the majority of the respondents
were over 40 years old. The mean age was 48 years. We found
that 33.4% (n=397) were 40-49 years, and 29.2% (n=348) were
50-59 years. It is worth noting that 15.8% (n=188) were over
60 years old, and 16.8% (n=200) were under 30 years old.

The vast majority of the respondents (n=944, 79.2%) were
women, meaning that just 20.8% (n=244) were men. In terms
of professional profile, 62.2% (n=739) were physicians, with
various profiles, and 35.2% (n=418) were other health care
professionals—nurses, matrons, or social care workers. Lastly,
just 2.2% (n=23) fell into the client care staff category.

In relation to the total, and focusing on the physician group,
43.4% (n=515) were primary care physicians, and 14.8%
(n=175) were pediatricians. Regarding the nonphysician health
care staff, 26.8% (n=318) of the total were nurses and 7.6%
(n=90) were matrons. The majority of these professionals
worked in one of three zones of the Barcelona health care region:
Metropolitan North (n=250, 21%), Barcelona City (n=218,
18.3%), and Metropolitan South (n=133, 11.2%). Respondents
also worked in the health care regions Girona (n=213, 17.9%)
and Catalonia Central (n=174, 14.6%).

The majority of the respondents had considerable experience
as health care professionals. Indeed, 47.4% (n=563) had over
20 years’ experience, and 32.7% (n=390) had 11-20 years’
experience. Having gained their experience at several centers,
just 48% (n=563) stated that they had spent more than 11 years
in the same post (more than 20 years: n=226, 19%; 11-20 years:
n=354, 29.7%). Of the remaining respondents, 28% (n=333)
had spent 2-5 years in the same post.

Focusing on the workplace, the degree of eConsulta
implementation was quite high. Of the total respondents, 44.9%
(n=531) indicated that the tool had been fully implemented, and
13.9% (n=164) reported that it had been largely implemented.
It is worth noting that 38.6% acknowledged that the pace of the
tool’s implementation had quickened because of COVID-19.

Regarding the respondents’ use of eConsulta, it was found that
60.3% (n=717) had just started using it, and that 26.4% (n=314)
used it regularly and intensively. In fact, 40.5% (n=418)
acknowledged that they used it at least once a week, and 45.8%
(n=473) used it daily. Moreover, the majority of the respondents
(n=828, 69.6%) used it to carry out consultations or to appraise
test results and make diagnoses, and 16.9% (n=201)
acknowledged that they used it for management processes only.

Lastly, it should be noted that the impact of COVID-19 on the
tool’s use was high. Of the total respondents, 38.6% (n=458)
stated that the tool had been implemented in their workplace.
On the other hand, 85.7% (n=1018) of respondents agreed or
strongly agreed with continuing to use it in the post–COVID-19
context.
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Intention to Use eConsulta
In order to identify the factors that have an influence on
eConsulta adoption, a principal component exploratory factor
analysis was performed. This statistical technique allows the
underlying dimensions, constructs, or latent variables of the
variables observed in the study to be explored with greater
precision. It was on that basis that we endeavored to explain
the process of eConsulta adoption.

The values obtained from the statistical tests carried out showed
the suitability of the technique employed (Kaiser-Meyer-Olkin

index of sampling adequacy=0.928; approximate χ2=4122.650;
Bartlett test of sphericity=171, P<.001) (Table 2). Three factors
with an eigenvalue higher than 1 were obtained from the
analysis, which in total explained 53% of the variance. Likewise,
it should be noted that the rotation employed in this case was
orthogonal (Varimax) because it was deemed that the different
factors might not display any correlation.

Table 2. Rotated component matrix.a

Ease of use (experience with
technology)

Environmental pressurePerceived usefulnessOriginal variables

——b0.687I feel that eConsulta is useful for managing the calendar
with patients, making it easier to schedule visits at times
that suit them

——0.791I feel that it improves the outcomes of my care activities

——0.752It allows me to offer patients better treatment

——0.718I talk to other professional colleagues about the benefits of
using eConsulta

——0.586eConsulta has been very useful to me during the COVID-
19 pandemic because it has allowed me to care for patients
remotely, thus reducing the risk of infection

——0.815I positively rate the potential benefits that eConsulta use

can offer, both for the patients and the PCTc/service

——0.744I promote eConsulta use among my patients

——0.632As a result of eConsulta implementation in the PCT/service,
ways of working have changed, or new ones have been
introduced, at individual and group levels

——0.536The changes made to eConsulta in the COVID-19 pandemic
context have made it easier to use

—0.614—I feel that eConsulta is very useful for carrying out my
professional activities

—0.662—My colleagues use it often

—0.514—The PCT/service that I work in encourages and facilitates
eConsulta use

—0.541—Some of my patients ask me to use it

—0.629—Care professionals can access eConsulta very easily

—0.730—Citizens can access eConsulta very easily

0.726——I am a habitual user of technology (both professionally and
personally)

0.798——I am a habitual user of social media (both professionally
and personally)

0.660——I have previous experience using telemedicine systems

0.7470.8190.916Cronbach alpha

1.3631.5347.249Eigenvalue

9.615.328.4Variance explained (%)

aRotation method: Varimax with Kaiser normalization.
bNot applicable.
cPCT: primary care team.

Three factors emerged from the analysis. The first explained
28.4% of the variance and included the various benefits of

eConsulta use, as observed by the professionals. These benefits
referred to improvements in the professionals’ relationships
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with patients and in the efficiency of their work. The second
factor explained 15.3% of the variance and showed the pressure
that third parties—work colleagues, patients, or the institution
itself—directly or indirectly exerted on the professionals. Lastly,
the third factor was perceived ease of use. This factor explained
9.6% of the variance and showed that some of the professionals
who decided to use eConsulta were those who had previous
experience of using ICTs (information and communications
technologies) (personally) and even telemedicine. A
confirmatory factor analysis confirmed the results obtained from
the exploratory factor analysis. The results show a goodness of
fit (NFI [normed fit index]= 0.897, CFI [comparative fit
index]=0.906, TLI [Tucker Lewis index]=0.870, RMSEA [root
mean square error of approximation]=0.085).

In order to analyze the influence that these and other factors
had on the health care professionals’ intention to use eConsulta
in the post–COVID-19 context, several logit analyses were
performed.

Intention to Use eConsulta in the Post–COVID-19
Context
The various analyses performed showed the model’s goodness
of fit (Wald=467.731, P<.001; Hosmer-Lemeshow=8.525,
P=.38). Likewise, the model displayed high explanatory power,

with a Nagelkerke R2 value of 0.615.

Regarding the variables in the model, it was found that most of
them displayed a direct and significant relationship with the
intention to use eConsulta in the post–COVID-19 context (Table
3). The most important variables were those referring to
perceived benefits (B=2.408) and the type of use that individuals
B=0.715). Environmental pressure also contributed to the
intention to continue using the tool (B=0.678), as did experience
of using technological tools, some of which were specific to
the health care area (B=0.542). Lastly, gender had an influence
on the intention to use eConsulta (B=0.639), as did the degree
of its implementation at the health care center where a
professional works (B=0.266).

Table 3. Logistic regression on eConsulta predictors.

Exp(B)P valuedfWaldSEBVariable

1.079.6310.2270.1590.076Age

1.895.0414.3030.3080.639Gender

0.755.00617.4380.103–0.280Professional profile

0.940.2011.6830.0480.062Health care region or zone in which a professional works

0.978.8910.0180.164–0.022Professional experience in the health care area

11.113<.0011146.029–0.1992.408Benefits

1.971<.001127.6490.1290.678Environmental pressure

1.720<.001117.5590.1290.542Ease of use

1.304.0813.1680.1490.266Degree of eConsulta implementation

2.045<.001116.4690.1760.715Level of eConsulta use

2.689.2711.2230.8940.989Constant

The negative value displayed by the profile of the health care
professional stands out (B=–0.280). This would suggest that the
types of activity that different groups carry out within an
organizational area had an influence on the rating of, and the
intention to use, eConsulta.

With that in mind, and with the aim of confirming or rejecting
all the previously proposed hypotheses contained in the model,
we replicated the previous analysis for two groups working in
the family medicine area: general practitioners and family nurses
(there was a total of 507 general practitioners, of whom 89.7%
[n=455] used eConsulta and 10.3% [n=52] did not. There were
296 nurses, of whom 87.2% [n=258] used the tool and 12.8%
[n=36] did not). Both groups care for adult patients, the majority
of whom are advanced in years and are diagnosed with a chronic
illness. They are patients whose knowledge and use of ICTs is
low.

Considering the different models by group, we found that,
among the general practitioner group, all the variables had a
direct and positive effect on the intention to use eConsulta. This
group was formed by 30.8% (n=156) men and 69.2% (n=351)
women, with a mean age (in years) between 40 and 59 years
(40-49 years: n=191, 37.7%; 50-59 years: n=151, 29.8%).

Analyzing Table 4, the variable with the greatest weight in the
model was perceived benefits (B=2.472), followed by gender
(B=1.011) and the type of use that individuals made of eConsulta
(B=0.809). Regarding type of use, we found that 92.1% of the
physicians made wide use of the tool. Environmental pressure
was an important factor in the decision to use it (B=0.773).
Lastly, an individual’s experience of technology (B=0.724),
together with the degree of eConsulta implementation in his or
her workplace (B=0.671), also had an influence on the intention
to use the tool.
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Table 4. Logistic regression on eConsulta predictors (general practitioners).

Exp(B)P valuedfWaldSEBVariable

1.293.4110.6900.3100.257Age

2.749.0414.3530.4851.011Gender

1.069.4910.4820.0960.066Health care region or zone in which a professional works

1.126.6810.1660.2900.118Professional experience in the health care area

11.850<.001156.0540.3302.472Benefits

2.166<.001112.1900.2210.773Environmental pressure

2.062.001110.8640.2200.724Ease of use

1.956.0414.0850.3320.671Degree of eConsulta implementation

2.246.0713.2200.4510.809Level of eConsulta use

0.064.1611.9621.958–2.743Constant

The family nurse group (Table 5) was formed by 88.6% (n=285)
women, with a mean age between 40 and 59 years (40-49 years:
n=104, 33%; 50-59 years: n=95, 30%). Among the variables
determining their intention to use eConsulta were, in first place,
perceived benefits (B=2.100), followed by the use they make
of it (B=1.362). Here, we found that 50.5% (n=160) stated that
they made wide use of the tool, whereas 30% (n=96) only did
so for management purposes (Multimedia Appendix 2). Lastly,
environmental pressure was a fundamental factor (B=0.479). It
is worth noting that the health care region or zone in which a
health care professional works displayed a value of little
importance, which was negative in the model (B=–1.91). Of the
total cases, 32% (n=101) and 11.8% (n=37) of these
professionals worked in the health care zones Metropolitan
North and Barcelona City, respectively (Multimedia Appendix
3).

Finally, Table 6 shows the significant variables for the three
calculated models.

A comparison of the different models shows that, in all of them,
perceived benefits was the variable that had the highest
explanatory power. After these, in descending order of
importance, were experience of eConsulta use and, lastly, the
influence that patients, colleagues, and the institution itself had
on the professionals. Regarding these variables, it is worth
noting the considerable importance that experience with
eConsulta use had for the nurse group (B=1.362), compared to
the values displayed by this variable in the physician group
(B=0.809) or, indeed, in the overall model (B=0.715).

Meanwhile, some variables were significant for the overall
model but were not for the partial models. This was the case
for experience with technology, which had a value of B=0.724
in the physician group but was not significant in the nurse group.
The situation regarding the gender variable was similar; in the
physician group, the variable was found to be significant and
had a high B value (B=1.011), whereas it was not significant in
the nurse group.

Table 5. Logistic regression on eConsulta predictors (nurses).

Exp(B)P valuedfWaldSEBVariable

0.746.3510.8600.316–0.293Age

0.444.3610.8400.887–0.813Gender

0.826.04514.0010.096–0.191Health care region or zone in which a professional works

0.893.7510.1050.350–0.113Professional experience in the health care area

8.169<.001129.0480.3902.100Benefits

1.615.1012.7830.2870.479Environmental pressure

1.174.5310.3970.2550.161Ease of use

0.949.8710.0290.309–0.053Degree of eConsulta implementation

3.906<.001113.7910.3671.362Level of eConsulta use

42.380.0513.8511.9093.747Constant
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Table 6. Significant variables for the three calculated models.

Family nursesGeneral practitionersOverall modelVariable

P valueBP valueBP valueB

.35–0.293.410.257.630.076Age

.36–0.813.041.011.040.639Gender

.006–0.280Professional profile

.045–0.191.490.066.200.062Health care region or zone in which a professional works

.75–0.113.680.118.89–0.022Professional experience in the health care area

<.0012.100<.0012.472<.0012.408Benefits

.100.479<.0010.773<.0010.678Environmental pressure

.530.161.0010.724<.0010.542Ease of use

.87–0.053.040.671.080.266Degree of eConsulta implementation

<.0011.362.070.809<.0010.715Level of eConsulta use

.053.747.16–2.743.270.989Constant

Finally, it should be mentioned that the health care region or
zone in which a professional works was a variable that displayed
a negative effect on the nurse group’s intention to use eConsulta
(Table 7).

Table 8 shows the hypotheses that were confirmed or rejected
for each of the three models.

Table 7. Distribution of the family nurse group by health care region or zone.

Cumulative %Nurses, n (%)Health care region or zone

15.245 (15.2)Metropolitan North

28.339 (13.1)Central Catalonia

47.156 (18.9)Barcelona City

51.212 (4.0)Lleida

64.038 (12.8)Metropolitan South

83.558 (19.5)Girona

91.624 (8.1)Camp de Tarragona

100.025 (8.4)Terres de l’Ebre

—a297 (100.0)Total

aNot applicable.
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Table 8. Hypotheses and results.

NursesPhysiciansOverall modelHypotheses

YesYesYesH1. The perceived benefits of eConsulta use have an influence on the intention to use it in the
post–COVID-19 context.

NoYesYesH2. eConsulta’s ease of use has an influence on the intention to use it in the post–COVID-19 context.

YesYesYesH3. Pressure from other groups (patients, health care professionals, the institution’s management team)
has an influence on the intention to use eConsulta in the post–COVID-19 context.

——aYesH4. The professional profile has an influence on the intention to use eConsulta in the post–COVID-19
context.

NoNoNoH5. An individual’s experience as a health care professional has an influence on the intention to use
eConsulta in the post–COVID-19 context.

NoNoYesH6. A health care professional’s age has an influence on the intention to use eConsulta in the post–COVID-
19 context.

NoYesYesH7. A health care professional’s gender has an influence on the intention to use eConsulta in the
post–COVID-19 context.

YesNoNoH8. The health care region or zone in which the health care center where a professional works is located
has an influence on the intention to use eConsulta in the post–COVID-19 context.

NoYesYesH9. The degree of eConsulta implementation at the health care center where a professional works has
an influence on the intention to use it in the post–COVID-19 context.

YesYesYesH10. The ease of use of eConsulta (current version) has an influence on the intention to use it in the
post–COVID-19 context.

aNot applicable.

Discussion

Principal Findings
The objective of this study was to identify the factors that have
an influence on eConsulta adoption, and the influence of these
and other factors on the intention to use the tool in the
post–COVID-19 context. To that end, a theoretical model based
on a modified TAM was used as the analysis tool.

eConsulta has become a key tool for providing remote medical
care owing to the challenges posed by the COVID-19 pandemic.
The use of this tool has increased significantly since the start
of the pandemic, and the majority of health care professionals
are now able to consider using it in their routine medical
practice, even after the relaxation of social distancing measures
and a return to some degree of normality. We focused our
research on forecasts for tool use in the post–COVID-19 context
because, as soon as social distancing measures are removed, it
is likely that professionals will have the option to choose how,
that is, by which means, they connect with their patients. This
possibility to choose, which is not feasible while social
distancing measures are in place, is very significant, not only
from the perspective of analyzing the explanatory factors of
eConsulta use, but also from the perspective of health policies.
With the experience of its mass use during lockdown, we
analyzed explanatory factors for the future use of the tool within
the context of a greater freedom of choice. The purpose of doing
so was to find out whether the lockdowns had changed the
factors driving the use of digital tools for the provision of
medical care or, conversely, whether the health care
professionals perceived such use to be exceptional, with their
preferences being more aligned with a return to the prepandemic
situation. These results are undoubtedly very useful for the

design of public policies on health care delivery via digital
technologies.

Our study confirms, as previous studies have done [5], that
perceived usefulness was the explanatory factor with the biggest
effect on the attitude toward and intention to use eConsulta in
the post–COVID-19 context. As the TAM suggests, the
significance of this determining factor refers back to the
importance of perceived usefulness when the use of a technology
needs to be explained [46,47]. Specifically, ICS health care
professionals placed importance on improved patient
relationships and the efficiency of their work in their intention
to use the tool, and on perceived benefits in their intention to
use the tool in the post–COVID-19 context. In this respect,
several studies have shown that telecare reduces the number of
low value-added face-to-face visits, thus providing evidence to
support intervention efficiency from the health care provider’s
viewpoint [48,49]. It is therefore crucial for the health care
system’s best way of operating to be accepted by the
professionals working within it.

The next most important variable was the type of use that
individuals habitually made of eConsulta. Bearing in mind that
the core work of physicians is patient care, whereas that of the
nurse group involves either management or carrying out tasks
related to communicating with, and sending information to,
patients, an increase in perceived usefulness by the latter
positively influenced their attitude toward, and increased their
intention to use, the tool. This is consistent with many studies
on the acceptance of telemedicine solutions by both primary
care providers [50] and nursing staff [51].

Perceived ease of use also had a positive impact on the attitude
toward using eConsulta, in particular on improving some
professionals’ attitude toward and intention to use it because
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they felt that it would not involve any effort; this was especially
so in the physician group [30,52]. As seen in previous studies,
general practitioners with prior experience in digital health care
technologies were more enthusiastic and optimistic than those
who had yet to use it [19,49]. Despite the evidence showing
that as knowledge of ICT use increases, the difficulties an
individual encounters when using it decrease [53], it is worth
noting the little weight that this factor had compared to benefits
and environmental pressure. This might be due to either the
generalized implementation of this tool by the administration
or the rapid digital transformation that this sector has
experienced as a consequence of COVID-19. However,
experience using technological tools was a variable displaying
a direct and significant relationship with the intention to use
eConsulta in the post–COVID-19 context. This result highlights
the importance of developing staff’s competencies for the
sustainable adoption of digital solutions in the health care field.

Second in order of importance in the explanation of the tool’s
use by ICS health care professionals was the pressure that third
parties—work colleagues, patients, or the institution
itself—directly or indirectly exerted on them. Environmental
pressure also contributed to the intention to continue using
eConsulta in the post–COVID-19 context. In this respect, we
found that when patients had easy access to the tool, it made
them ask health care professionals to use it. Access to the
personal health folder, a tool that enables citizens to securely
access their personal information and online services [54,55],
was key. Similarly, the fact that some colleagues rated the tool
positively, or actually used it, also had a direct influence on the
intention to use it. This could also be attributed to network
effects, which are crucial to the adoption of any technology
[56]. Lastly, the fact that the health care institution itself had
committed to eConsulta implementation was an important reason
for adopting it.

Finally, it should be noted that the degree of eConsulta
implementation at the health care center where a professional
works had an influence on the intention to use it in the
post–COVID-19 context, especially among the physician group.
This might be due to the fact that the tool’s implementation
differed at each health care center. Regarding nursing staff, a
plausible explanation as to why it did not affect them is that
each health care region or zone is independent in terms of the
types of activity (patient treatment or management) that the
nurse group carries out, so the types of use made of the tool
differs. In fact, the nurse group was the most reticent in terms
of the continued use of the tool in the postlockdown phase.
Research into the implications of eHealth and telemedicine on
professional practice has repeatedly shown that implementation
of digital practices for the provision of medical care leads to
significant changes in the tasks that professionals carry out. For
a sustainable eConsulta implementation, the tasks that the
physician and nurse groups carry out will undoubtedly need to
be reviewed to ensure that the provision of value-added health
care is more efficient and of higher quality.

The COVID-19 pandemic has led to the implementation of
digital solutions at record speed and with unprecedented impact.
The experience that this has provided nurses and physicians
with increases the likelihood of them continuing to use it in the
post–COVID-19 context. It is worth taking advantage of the
impetus that the current crisis has given us to implement at least
some of the solutions proposed in the scientific literature. This
study’s data cannot be extrapolated to other health care systems;
however, the results are critical for digital health care policy
planners because the success of eConsulta will largely depend
on whether health care professionals promote it. In any case,
maintaining the drivers of a continued use of digital tools for
the provision of medical care must go hand in hand with
practices that promote their use by patients. Having professional
groups that are active and ready for the digital transformation
is of little use if, on the care services demand side, patients
continue to opt for face-to-face care as a matter of preference.
In this respect, it is important to make further advances in
relation to the social dissemination of the strengths of social
health care tools, while at the same time putting efforts into
reducing their weaknesses, especially the care inequalities that
their use may generate.

Limitations
This study has a number of potential limitations. First, it is a
survey-based study, subject to the bias response rates that are
inherent to all studies based on data of this type. Second, the
survey we used was new and unvalidated, utilized to determine
eConsulta use by health care professionals. It is our belief,
however, that the survey questions posed were of a pragmatic
nature, and that the answers faithfully reflected the sentiments
of all the groups. Lastly, the survey was administered in less
than 1 month in the midst of drastic changes to medical practice
brought about by the pandemic, so opinions and preferences
may continue to evolve. Notwithstanding the above, we believe
that the sample size analyzed and the degree of statistical
significance observed together make our results robust.

Conclusions
The implementation and use of eConsulta had increased
significantly as a consequence of the COVID-19 pandemic, and
the majority of the health care professionals were satisfied with
its use in practice and planned to incorporate it into their
practices in the post–COVID-19 context. Perceived benefits
and environmental pressures were determining factors in the
attitude toward and intention to use eConsulta. However, some
reticence in terms of the continued use of the tool in the
post–COVID-19 context was detected, especially among the
nurse group. For this digital transformation in health care to
continue beyond the pandemic, it is important to establish
connections between health care professionals’ use of the tool
on one hand and modification of their tasks on the other, and
thus improve the quality of their care. In addition, patients must
be educated to use the tool more proficiently.
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Abstract

Background: Telehealth is an increasingly important component of health care delivery in response to the COVID-19 pandemic.
However, well-documented disparities persist in the use of digital technologies.

Objective: This study aims to describe smartphone and internet use within a diverse sample, to assess the association of
smartphone and internet use with markers of health literacy and health access, and to identify the mediating factors in these
relationships.

Methods: Surveys were distributed to a targeted sample designed to oversample historically underserved communities from
April 2017 to December 2017. Multivariate logistic regression was used to estimate the association of internet and smartphone
use with outcomes describing health care access and markers of health literacy for the total cohort and after stratifying by personal
history of cancer. Health care access was captured using multiple variables, including the ability to obtain medical care when
needed. Markers of health literacy included self-reported confidence in obtaining health information.

Results: Of the 2149 participants, 1319 (61.38%) were women, 655 (30.48%) were non-Hispanic White, and 666 (30.99%)
were non-Hispanic Black. The median age was 51 years (IQR 38-65). Most respondents reported using the internet (1921/2149,
89.39%) and owning a smartphone (1800/2149, 83.76%). Compared with the respondents with smartphone or internet access,
those without smartphone or internet access were more likely to report that a doctor was their most recent source of health
information (344/1800, 19.11% vs 116/349, 33.2% for smartphone and 380/1921, 19.78% vs 80/228, 35.1% for internet,
respectively; both P<.001). Internet use was associated with having looked for information on health topics from any source
(odds ratio [OR] 3.81, 95% CI 2.53-5.75) and confidence in obtaining health information when needed (OR 1.83, 95% CI
1.00-3.34) compared with noninternet users. Smartphone owners had lower odds of being unable to obtain needed medical care
(OR 0.62, 95% CI 0.40-0.95) than nonsmartphone owners. Among participants with a prior history of cancer, smartphone
ownership was significantly associated with higher odds of confidence in ability to obtain needed health information (OR 5.63,
95% CI 1.05-30.23) and lower odds of inability to obtain needed medical care (OR 0.17, 95% CI 0.06-0.47), although these
associations were not significant among participants without a prior history of cancer.
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Conclusions: We describe widespread use of digital technologies in a community-based cohort, although disparities persist. In
this cohort, smartphone ownership was significantly associated with ability to obtain needed medical care, suggesting that the
use of smartphone technology may play a role in increasing health care access. Similarly, major illnesses such as cancer have the
potential to amplify health engagement. Finally, special emphasis must be placed on reaching patient populations with limited
digital access, so these patients are not further disadvantaged in the new age of telehealth.

(J Med Internet Res 2021;23(6):e24947)   doi:10.2196/24947
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telehealth; technology; health literacy; access to health care; mobile phone

Introduction

Background
The COVID-19 pandemic has highlighted the increasing
dependence of the health system on telemedicine because
providers have relied on telehealth to provide patient care while
minimizing the risk of viral transmission [1-3]. Telehealth, or
the use of technology—including the internet and mobile
phones—to enable or improve health or health care [4,5], has
expanded in scope and capabilities in recent decades. Patients
can now access personal health information through patient
portals [6], look up health information independently without
professional medical guidance [7-11], and provide feedback to
other consumers on their experiences with certain hospitals or
providers through these media [12]. Studies have shown that
the use of technology in the health sector can improve
intervention efficacy, patient satisfaction, and, ultimately,
clinical outcomes [13-17]. Technology has assumed a growing
role within the health care landscape, with more than 60% of
all US health care institutions using at least one form of
telehealth [18], with some engaging in more telehealth visits
than in-person visits [19].

Although telehealth has shown promise as a means to expand
access to care [20,21], documented disparities persist among
individuals who engage with health technology. The gap in
access to technology based on social, physical, and societal
factors is often referred to as the digital divide [22]. Previous
work has characterized this divide extensively, with older,
less-educated individuals having lower use of internet, mobile
phone, and smartphone technologies [23-25] and preferring to
receive health information through printed media compared
with younger and more-educated individuals [26]. Furthermore,
bridging the divide involves not only addressing gaps in physical
access to technology, known as the first digital divide, but also
the reliability of access and technological literacy, known as
the second digital divide [27-30].

The second digital divide reflects the well-documented
association between lower rates of phone and internet use with
decreased health literacy [31-33]. This relationship seems to be
multifaceted, with recent studies demonstrating an association
not only between health literacy and the likelihood of technology
adoption, but also between health literacy and the use of health
information technology [34,35]. These findings allude to the
evolving body of literature characterizing the relationship
between digital technology and health outcomes. Preliminary
studies have demonstrated that increased internet use can
positively affect perceived health outcomes as well as the use

of health care services. These differences in the outcomes,
benefits, and impacts of technology use represent the third
digital divide [30,36]. Work thus far describing the relationship
between health literacy and health outcomes has led to mixed,
inconclusive results [37].

A better understanding of the nature and ramifications of the
digital divide is critical because patient populations who are
already disadvantaged are at increased risk of being
marginalized as the health system evolves to increasingly rely
on telehealth to deliver care. Studies have already been
published describing the widening inequity resulting from the
health system’s increased reliance on telehealth as a result of
the COVID-19 pandemic and the negative repercussions that
most frequently and meaningfully affect vulnerable communities
[38]. Furthermore, given the United States’ ongoing poor
performance in health care access and affordability compared
with peer developed nations [39], the US health care system is
particularly vulnerable to widening disparities as a result of the
stress of dealing with the COVID-19 pandemic.

Objective
This study seeks to provide valuable data from a racially diverse
cohort of North Carolina residents to further characterize the
current state of digital technology use and to explore the
relationship among technological access, health literacy, and
health care access. Furthermore, this study builds on preliminary
research assessing how major illnesses such as cancer relate to
internet- and smartphone-use behaviors and their associations
with markers of health literacy and health care access [40,41].

Methods

Study Design and Participants
This cross-sectional study used survey data derived from a
community health assessment initiative, Project PLACE
(Population Level Approaches to Cancer Elimination). The
survey was administered to a targeted convenience sample of
diverse populations across a predefined patient catchment area
in proximity to a National Cancer Institute–designated
comprehensive cancer center in North Carolina, and it aimed
to oversample historically underserved communities [42]. Data
were collected from April 2017 to December 2017. The study
protocol was approved by the Duke University Institutional
Review Board (#00062661).

Most of the participants were recruited from community
organizations located in Durham, Wake, Vance, Alamance, and
Johnston counties in central North Carolina. Community
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navigators worked in conjunction with 24 community partners
to collect survey data using a multimodal approach. The
community partners—comprising community organizations,
faith organizations, community outreach programs, and a health
clinic—distributed the surveys to their constituents at 47
different community events. Community partners received
stipends (US $10 per survey, up to US $2000) for their
collaboration. Survey participants were offered items valued at
US $5 or less (eg, water bottle and tote bag) for their
participation [43].

Survey Design
The 91-item, self-administered survey was available in English,
Spanish, and Chinese and could be completed on paper or on
the web. The survey items included a combination of
program-specific and pre-existing validated measures sourced
from national surveys, including the Health Information National
Trend Survey and the National Health Interview Study [44].
Data from select survey items that assessed sociodemographic
factors, personal cancer history, patterns of mobile phone and
internet use, and markers of health literacy and health care
access were used in this study (Multimedia Appendix 1). The
place of residence, metropolitan or nonmetropolitan, was
captured with self-reported ZIP code that was coded using
Rural-Urban Continuum Codes (RUCC) in which RUCC 1 to
3 were coded as metropolitan and RUCC 4 to 9 were coded as
nonmetropolitan [45,46].

Independent Variables
The primary independent variables included internet use and
smartphone ownership. Internet use was captured with this
question: “Do you ever go on-line to access the Internet or
World Wide Web, or to send and receive e-mail?” Smartphone
ownership was captured with this question: “Do you currently
have a Smart phone such as an iPhone, Android, Blackberry or
Windows phone?”

Outcome Measures
The primary outcome measures were health care access and
markers of health literacy. Health care access was captured with
several items, including having a usual place of care when sick
or in need of advice regarding health, the type of place attended
for care, being unable to get care when needed, health insurance
status, and participation in medical research. Markers of health
literacy were captured with several additional items, including

having looked for information on health topics, the source used
for information on health topics, self-reported confidence in the
ability to obtain health information, and self-reported
understanding of numerical information (ie, numeracy). The
variable “self-reported numeracy” was dichotomized by
grouping survey responses 1-3 as “low self-reported numeracy”
and survey responses 4-6 as “high self-reported numeracy.” The
variable “confidence in ability to obtain health information if
needed” was dichotomized with the survey responses
“completely confident,” “very confident,” and “somewhat
confident” grouped together compared with the grouping of “a
little confident” and “not at all confident” (Multimedia Appendix
1).

Statistical Analysis
Descriptive statistics were used to summarize the study sample.
Continuous and categorical variables were summarized as
median (IQR), where IQR is reported as first quartile value–third
quartile value, and n (%), respectively, by smartphone ownership
and internet use. Differences were tested using the chi-square
test or Fisher exact test for categorical variables, as appropriate,
and the two-tailed t test for continuous variables.

Logistic regression was used to estimate the association of
smartphone ownership and internet use, respectively, with health
care use and literacy variables after adjustment for
sociodemographic factors both in the total study cohort and
after stratifying by personal history of cancer. Covariates were
selected based on univariate analysis (P<.10). Only respondents
with complete data were included in each analysis, and effective
sample sizes are indicated for each table and figure. No
adjustments were made for multiple comparisons. Two-tailed
tests were used for all analyses, and the threshold for
significance was set at P<.05. All statistical analyses were
conducted using SAS version 9.4 (SAS Institute).

Results

Participant Sociodemographic and Digital Technology
Use Characteristics
A total of 2315 surveys were completed. Of these 2315 surveys,
2149 (92.83%) respondents answered all 3 questions pertaining
to mobile phone ownership, smartphone ownership, and internet
use. Demographic, personal health history, and smartphone and
internet use characteristics are shown in Table 1.
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Table 1. Baseline characteristics of study cohort (N=2149)a.

Internet useSmartphone ownershipAll respondentsCharacteristics

Chi-
square
(df)

P valueYes (n=1921),
n (%)

No
(n=228), n
(%)

Chi-
square
(df)

P valueYes (n=1800),
n (%)

No
(n=349), n
(%)

130.1 (1)<.00149 (37-63)67 (55-76)272.3 (1)<.00148 (36-61)68 (58-76)51 (38-65)Age, median (IQR)

N/A.99cN/Ab.32Gender, n (%)

1186 (89.92)133 (10.1)1103 (83.62)216 (16.4)1319 (61.38)Female

658 (89.89)74 (10.1)626 (85.52)106 (14.5)732 (34.06)Male

8 (100)0 (0)8 (100)0 (0)8 (0.37)Other

0.8 (4).9419.1 (4).001Race and ethnicity, n (%)

271 (90.33)29 (9.7)248 (82.67)52 (17.3)300 (13.96)Hispanic

183 (90.59)19 (9.4)185 (91.58)17 (8.4)202 (9.4)Non-Hispanic Asian

602 (90.39)64 (9.6)588 (88.29)78 (11.7)666 (30.99)Non-Hispanic Black

600 (91.6)55 (8.4)537 (81.98)118 (18)655 (30.48)Non-Hispanic White

74 (90.24)8 (9.8)72 (87.8)10 (12.2)82 (3.82)Other

1.2 (1).275.8 (1).02Income adequacy, n (%)

1473 (90.42)156 (9.6)1395 (85.64)234 (14.4)1629 (75.8)Living comfortably or
getting by on present
income

324 (88.52)42 (11.5)295 (80.6)71 (19.4)366 (17.03)Finding it difficult or
very difficult on
present income

140.6 (2)<.001138.1 (2)<.001Education level, n (%)

373 (76.59)114 (23.4)336 (68.99)151 (31)487 (22.66)High school or less

487 (91.03)48 (8.97)451 (84.3)84 (15.7)535 (24.9)Post high school
training or some col-
lege

977 (96.07)40 (3.9)939 (92.33)78 (7.7)1017 (47.32)College graduate or
higher

100.6 (4)<.001251.5 (4)<.001Occupational status, n (%)

64 (77.11)19 (22.9)53 (63.86)30 (36.1)83 (3.86)Disabled

1126 (94.46)66 (5.5)1115 (93.54)77 (6.5)1192 (55.47)Employed

84 (94.38)5 (5.6)71 (79.78)18 (20.2)89 (4.14)Unemployed

363 (79.61)93 (20.4)293 (64.25)163 (35.7)456 (21.22)Retired

175 (92.11)15 (7.9)170 (89.47)20 (10.5)190 (8.84)Other

70.7 (3)<.001196.3 (3)<.001Insurance status, n (%)

997 (95.13)51 (4.9)992 (94.66)56 (5.3)1048 (48.77)Private

518 (82.75)108 (17.3)434 (69.33)192 (30.7)626 (29.13)Public

81 (85.26)14 (14.7)77 (81.05)18 (18.9)95 (4.42)Insured, unknown
type

239 (89.85)27 (10.2)222 (83.46)44 (16.5)266 (12.38)None

24.4 (1)<.00139.1 (1)<.001Location type, n (%)

1553 (91.57)143 (8.4)1474 (86.91)222 (13.1)1696 (78.92)Metropolitan

310 (83.11)63 (16.9)276 (73.99)97 (26)373 (17.36)Nonmetropolitan

3.3 (1).0735.8 (1)<.001Personal history of cancer, n (%)

1586 (90.06)175 (9.9)1514 (85.97)247 (14)1761 (81.95)No
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Internet useSmartphone ownershipAll respondentsCharacteristics

Chi-
square
(df)

P valueYes (n=1921),
n (%)

No
(n=228), n
(%)

Chi-
square
(df)

P valueYes (n=1800),
n (%)

No
(n=349), n
(%)

295 (86.76)45 (13.2)248 (72.94)92 (27.1)340 (15.82)Yes

aTest statistics and df are presented for the chi-square and t test P values only.
bN/A: not applicable.
cFisher exact test P value.

The median age was 51 years (IQR 38-65), and most of the
participants were women (1319/2149, 61.38%). The racial and
ethnic distribution was 13.96% (300/2149) Hispanic, 9.4%
(202/2149) non-Hispanic Asian, 30.99% (666/2149)
non-Hispanic Black, 30.48% (655/2149) non-Hispanic White,
and 3.82% (82/2149) other, whereas 11.35% (244/2149) chose
not to respond to this question. Overall, 75.8% (1629/2149) of
the participants reported living comfortably or getting by on

their present income, and 47.32% (1017/2149) reported an
education level of college graduate or higher. Most of the
participants lived in a metropolitan area (1696/2149, 78.92%),
were employed (1192/2149, 55.47%), and did not have a history
of cancer (1761/2149, 81.95%). In total, 89.39% (1921/2149)
of the respondents reported using the internet, 96.32%
(2070/2149) reported owning a mobile phone, and 83.76%
(1800/2149) reported owning a smartphone (Figure 1).

Figure 1. Prevalence of smartphone ownership and internet use among study cohort.

Sociodemographic Factors Associated With Digital
Access
Specific characteristics distinguished smartphone owners and
internet users from nonsmartphone owners and noninternet users
(Table 1). Compared with smartphone owners and internet users,

the respondents who reported not owning a smartphone or not
using the internet were more likely to be older (both P<.001),
less-educated (both P<.001), disabled (both P<.001), retired
(both P<.001), publicly insured (both P<.001), and living in a
nonmetropolitan area (both P<.001). The respondents who
reported not owning a smartphone were also more likely to find
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it difficult or very difficult to get by on current income compared
with smartphone owners (P=.02).

Digital Technology Use and Markers of Health
Literacy
Smartphone ownership and internet use demonstrated significant
thematic associations with markers of health literacy (Table 2).

Table 2. Markers of health literacy and health access by smartphone ownership and internet use (N=2149).a

Internet useSmartphone ownershipAll respondents,
n (%)

Survey response

Chi-
square
(df)

P valueYes
(n=1921), n
(%)

No
(n=228), n
(%)

Chi-
square
(df)

P valueYes
(n=1800), n
(%)

No
(n=349), n
(%)

51.8 (1)<.0017.7 (1).006Has looked for information on health or medical topics from any source

190 (76.31)59 (23.7)194 (77.91)55 (22.1)249 (11.59)No

1703 (91.22)164 (8.8)1583 (84.79)284 (15.2)1867 (86.88)Yes

8.7 (1).00310.9 (1).001Is confident in ability to get health information if needed

1558 (91.81)139 (8.2)1454 (85.68)243 (14.3)1697 (78.97)Completely, very, or
somewhat confident

120 (84.51)22 (15.5)107 (75.35)35 (24.6)142 (6.61)A little or not at all
confident

32.9 (1)<.00118.7 (1)<.001Self-reported numeracy (1 is low, 6 is high)

600 (84.51)110 (15.5)564 (79.44)146 (20.6)710 (33.04)1-3

1275 (92.53)103 (7.5)1195 (86.72)183 (13.3)1378 (64.12)4-6

1.5 (2).471.9 (2).37Has a usual place for health care or advice

1498 (89.65)173 (10.4)1403 (83.96)268 (16)1671 (77.76)Yes

150 (91.46)14 (8.5)138 (84.15)26 (15.9)164 (7.63)There is more than one
place

194 (91.94)17 (8.1)185 (87.68)26 (12.3)211 (9.82)There is no place

3.2 (3).354.8 (3).18Usual place for health care

55 (87.3)8 (12.7)49 (77.78)14 (22.2)63 (2.93)Hospital emergency
room

1584 (89.9)178 (10.1)1482 (84.11)280 (15.9)1762 (81.99)Hospital outpatient de-
partment, clinic, or
health center; doctor’s

office or HMOb

91 (91.92)8 (8.1)88 (88.89)11 (11.1)99 (4.61)There is no one place

33 (82.5)7 (17.5)31 (77.5)9 (22.5)40 (1.86)Some other place

0.7 (1).4117.8 (1)<.001Needed medical care but could not get in within the last 12 months

1556 (90.41)165 (9.6)1479 (85.94)242 (14.1)1721 (80.08)No

272 (88.89)34 (11.1)234 (76.47)72 (23.5)306 (14.24)Yes

9.2 (1).0020.0 (1).76Asked to participate in a clinical trial or medical research

1416 (88.56)183 (11.4)1344 (84.05)255 (15.9)1599 (74.41)No

461 (93.32)33 (6.7)418 (84.62)76 (15.4)494 (22.99)Yes

aPercentages may not add up to 100 owing to rounding or missing values.
bHMO: health maintenance organization.

On univariate analysis, both smartphone ownership and internet
use were associated with higher self-reported numeracy (both
P<.001), confidence in obtaining health information if needed
(P=.001 and P=.003, respectively), and having looked for
information on health topics from any source (P=.006 and
P<.001, respectively).

In the adjusted analysis, smartphone ownership was associated
with higher odds of having looked for health information (odds
ratio [OR] 1.77, 95% CI 1.14-2.76), when controlling for age,
race and ethnicity, nativity, language spoken at home, income
adequacy, occupational status, education level, insurance status,
and rurality (Figure 2). Similarly, internet use was associated
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with higher odds of having looked for information on health
topics (OR 3.81, 95% CI 2.53-5.75), confidence in obtaining
health information if needed (OR 1.83, 95% CI 1.00-3.34), and
self-reported numeracy (OR 1.47, 95% CI 1.05-2.07) when
controlling for age, occupational status, education level,
insurance status, and rurality (Figure 2). Smartphone ownership
models were adjusted for the following covariates: age, race
and ethnicity, nativity, spoken language, income adequacy,

occupational status, education level, insurance status, and
rurality. Covariates were selected based on univariate analysis
(P<.10 on univariate analysis). Internet use models were
adjusted for the following covariates: age, occupational status,
education level, insurance status, and rurality. Covariates were
selected based on univariate analysis (P<.10 on univariate
analysis).

Figure 2. Association of markers of health literacy and health access with smartphone ownership (top) and internet use (bottom). Separate models were
used for each outcome listed on the left, with smartphone ownership or internet use included as a covariate.

These differences were reflected in the sources of information
that the respondents reported using to obtain health information
(Figures 3 and 4). Although most of the respondents did not use

physicians as their most recent source of health information,
the respondents without smartphones or internet access were
more likely to have used a physician for this purpose (116/349,
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33.2% of nonsmartphone owners vs 344/1800, 19.11% of
smartphone owners; 80/228, 35.1% of noninternet users vs
380/1921, 19.78% of internet users; both P<.001). Similarly,
nonsmartphone owners were less likely than smartphone owners

to have used the internet (96/349, 27.5% vs 1098/1800, 61%,
respectively; P<.001) or social media (9/349, 2.6% vs 93/1800,
5.17%, respectively; P=.04).

Figure 3. Source used most recently for health information by smartphone ownership.
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Figure 4. Source used most recently for health information by internet use.

Digital Technology Use and Health Access
Smartphone ownership and internet use were also associated
with markers of health care access (Table 2). Neither smartphone
ownership nor internet use was significantly associated with
having a usual place for health care or with using an outpatient
office or clinic more frequently than the emergency room.
However, smartphone owners were less likely than
nonsmartphone owners to have been unable to obtain needed
medical care within the last 12 months (234/1800, 13% vs
72/349, 20.6%, respectively; P<.001).

In adjusted analyses (Figure 2), controlled for age, race and
ethnicity, nativity, language spoken at home, income adequacy,
occupational status, education level, insurance status, and
rurality, this relationship remained significant (OR 0.62, 95%
CI, 0.40-0.95). On univariate analysis, internet use was

associated with users having been asked to participate in medical
research (73.7%, P=.002), and this relationship also remained
significant in the adjusted analyses (OR 1.73, 95% CI 1.09-2.75)
when controlling for age, occupational status, education level,
insurance status, and rurality (Figure 2).

Digital Technology Use in Participants With a Personal
History of Cancer
The respondents who used the internet had higher odds of a
personal history of cancer (OR 1.91, 95% CI 1.21-3.01; Figure
2). In adjusted analyses, older age (OR 1.06, 95% CI 1.05-1.07),
disability (OR 4.12, 95% CI 2.30-7.37), and retired status (OR
1.64, 95% CI 1.08-2.49) were associated with an increased
likelihood of a personal history of cancer. After stratifying the
cohort by personal history of cancer, distinct relationships
among smartphone ownership, internet use, and markers of
health literacy and health access were observed. For participants
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with a personal history of cancer, smartphone owners had higher
odds of being confident in their ability to obtain health
information if needed (OR 5.63, 95% CI 1.05-30.23) and lower
odds of needing medical care but being unable to get it (OR
0.17, 95% CI 0.06-0.47) compared with nonsmartphone owners,
whereas these associations were not maintained among
participants without a personal history of cancer (Figure 5).
Similarly, among the participants with a history of cancer,

internet users had higher odds of being confident in their ability
to obtain health information if needed (OR 5.02, 95% CI
1.12-22.55), whereas this association was not maintained among
participants without a prior history of cancer. All models were
adjusted for the following covariates: age, occupational status,
education level, insurance status, and rurality. Covariates were
selected based on univariate analysis (P<.10 on univariate
analysis).

Figure 5. Association of smartphone ownership and internet use with markers of health literacy and health access in participants with (top) and without
(bottom) a prior history of cancer. Separate models were used for each outcome listed on the left, with smartphone ownership or internet use included
as a covariate.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e24947 | p.536https://www.jmir.org/2021/6/e24947
(page number not for citation purposes)

Oshima et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Findings
Ensuring access to telehealth is an increasingly important
priority for the medical community because the COVID-19
pandemic has shifted a large proportion of care into the digital
realm, and the convenient and inexpensive nature of the medium
suggests that its popularity will persist long after the pandemic
eases [47]. As smartphone ownership and internet access are
essential modes of digital connectivity in a world that
increasingly relies upon such modalities to facilitate health care,
smartphone and internet access could have significant
implications for health outcomes. Prior studies describing
patterns of connectivity are nearly a decade old, suggesting a
gap in current evidence [48-50].

The rates of internet use, mobile phone ownership, and
smartphone ownership in our cohort were high, with 89.39%
(1921/2149) of the respondents reporting internet use, 96.32%
(2070/2149) reporting mobile phone access, and 83.76%
(1800/2149) reporting smartphone ownership. These rates are
higher than prior estimates [51], highlighting the trend described
in multiple studies of continued growth in digital usership
[25,52,53]. Despite this increasing use, we found that a digital
divide persists across socioeconomic dimensions [23,24].
Nonsmartphone and noninternet users were more likely to be
older, disabled or retired, less well-educated, on public
insurance, and residents of rural areas. Participants without
smartphones were also more likely to report finding it difficult
or very difficult to get by on their current income. These
socioeconomic disparities in digital access have important
implications. Both smartphone ownership and internet use were
consistently associated with markers of health literacy.
Importantly, our findings are the first to demonstrate an
additional association between smartphone use and health care
access. Finally, these data suggest that having a major medical
condition, such as cancer, may serve to reverse previously
described relationships between sociodemographic
characteristics and technology use.

Smartphone and internet use were consistently and thematically
associated with markers of health-specific and overall literacy
[54]. Participants without smartphone or internet access had
lower self-reported numeracy and lower confidence in their
ability to obtain health information when needed. They also
reported being less likely to look for information on health
topics, even when controlling for potential sociodemographic
confounders. These findings support an evolving body of
literature that demonstrates an integral connection between
digital access and health literacy. In a survey of 1077 patients
at community health centers and outpatient clinics, Bailey et al
[31] found that patients with adequate health literacy were more
likely to own a mobile phone or smartphone and to have internet
access. Similarly, a cross-sectional study of 131 low-income
adults by Jensen et al [32] found that those with low health
literacy skills were less likely to use the internet and related
technologies. Low health literacy has been consistently
associated with increased rates of hospitalization, greater use
of the emergency department, increased medication

nonadherence, decreased use of preventive services, and
increased risk of mortality [55]. This body of data suggests that
digital technology plays a key role in health outcomes.

Patient-provider communication may be an important mediator
of the relationship between health literacy and health outcomes.
In a survey of 823 patients presenting to an urban public
hospital, Yin et al [56] found that patients with lower health
literacy were more likely to rely on a doctor’s knowledge to
make medical decisions and less likely to rely on their own
knowledge or beliefs. Similarly, the respondents in our study
who did not own smartphones or use the internet were
significantly more likely to use a health care provider as their
most recent source of health information. Importantly, the survey
study by Yin et al [56] found that patients with lower health
literacy were less likely to feel like partners in shared
decision-making with their providers. These findings point to
the need for both provider-level and systemic changes to provide
increased support for those who rely on face-to-face health
communication to inform their care. In addition, these findings
highlight the need for further research into provider reliance on
patients’ pre-existing medical knowledge or self-driven
information seeking and how these behaviors may contribute
to health disparities.

Our data are the first to demonstrate an association between
smartphone ownership and disparities in access to care. Within
our cohort, lack of smartphone ownership was significantly
associated with being unable to obtain needed medical care,
even when controlling for potential sociodemographic
confounders, suggesting that characteristics associated with the
use of digital technologies play a role in increasing health care
access. Health literacy may be an important factor because prior
studies have demonstrated an association between low health
literacy and self-reported difficulty in accessing care [55,57].
However, health literacy is unlikely to be the only determinant
because lack of internet use in our cohort was associated with
lower markers of health literacy but was not significantly
associated with being unable to obtain needed medical care.
Taken together, these findings suggest that patients lacking
smartphone access represent a unique subpopulation, distinct
from those lacking internet access, and they may be the most
vulnerable to the third digital divide [30] or the digital divide
representing disparities in the impact of technology use on health
outcomes. Indeed, even within our sample, nonsmartphone
owners were distinct from noninternet users in key
sociodemographic characteristics, including income adequacy.
Future work should be directed toward identifying the unique
barriers to care encountered by patients lacking smartphone
access, including qualitative studies to assess patient
experiences.

Finally, we found that a major health event such as a personal
history of cancer may help overcome previously established
sociodemographic patterns in digital technology use, with
important implications for health outcomes. In our study,
patients with a personal history of cancer were more likely to
report internet use, despite being older than those without cancer,
indicating that populations with historically low adoption of
digital technologies, such as older patients [23], can be
motivated to change their behavior when faced with a major
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illness. Importantly, our findings suggest that expanding digital
access may also help to mitigate inequities in health care in this
patient population. Among participants with a prior history of
cancer, internet use and smartphone ownership were both
significantly associated with confidence in being able to obtain
needed health information. Smartphone use was also associated
with lower odds of being unable to obtain needed medical care.
In summary, the adoption of digital technologies in this patient
population is associated with increased patient health activation,
which in turn has been shown to have lasting benefits on health
outcomes and health costs [58-60]. These findings demonstrate
that engagement with the medical system in the form of a major
illness can serve as a catalyst to overcome sociodemographic
barriers to technology access, with the potential for improvement
in long-term outcomes.

Study Limitations
Our study included limitations that should be acknowledged.
First, this was a cross-sectional study, and as such no
conclusions can be drawn regarding the causal relationships
among the variables studied. Second, the goals of this study
were mainly exploratory; therefore, no adjustments were made
for multiple comparisons in the statistical analyses. Third, the
study findings are derived from self-reported data, which are
subject to recall bias and may not accurately reflect participant
health literacy and health care use. Fourth, there was a relatively
small sample size of participants with a prior history of cancer
who did not engage in smartphone or internet use, limiting our
goal of precisely estimating the relationship between technology
use and markers of health literacy and access in this cohort. The
impact of cancer history on the relationship among digital
technology, health literacy, and health access may be best
explored through an alternative study design, such as a
case-control study. In addition, these survey data were collected
in the second half of 2017, and although they capture more
recent trends in digital connectivity than those available in
currently published literature, patterns of digital technology use

have continued to evolve since these data were collected.
Finally, this study cohort represented a convenience sample in
which study recruitment was purposefully targeted to allow the
study of a diverse cohort that allows for in-depth analysis of
previously understudied patient populations. Thus, there may
have been unmeasured biases in the study population, and the
extent to which our findings may be generalizable to the national
or statewide population is unknown. Future work, including
large-scale population-based studies and qualitative
investigations, will help to elucidate the connections among
digital technology use, health literacy, and health access that
were explored here.

Conclusions
In conclusion, we found that access to digital technology has
markedly increased across all social strata over the past decade
in this diverse cohort of participants, leading to a more
electronically connected society than ever before. This
substantiates the claim that a broad digital infrastructure exists
to support telemedicine as an increasingly important mode of
patient engagement and health communication in the coming
years. Nonetheless, a digital divide persists along
sociodemographic and socioeconomic lines, with implications
for both health literacy and access to care. Thus, dissemination
of health technology must include measures to reach those with
the most compromised health access. Importantly, our data
support the idea that prolonged, meaningful contact with the
health care system in the form of a major illness such as cancer
has the potential to overcome sociodemographic trends in digital
technology use and amplify the benefits these technologies
confer. Future work should be directed toward the
implementation of interventions to bridge the technology gap.
In addition, more resources must be directed toward assisting
vulnerable communities in engaging with applications of
technology in the health sector because these applications hold
promise in helping to mitigate health inequities and improve
overall community health.
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Abstract

Background: Previous studies have found that in general, poor health is associated with a lower likelihood of internet use in
older adults, but it is not well known how different indicators of health are associated with different types of digital information
technology (DIT) use. Moreover, little is known about the relationship between health and the types of DIT use in older ethnic
minority and migrant populations.

Objective: The aim of this study is to examine the associations among depressive symptoms and self-rated health (SRH) with
different dimensions of DIT use in older migrants.

Methods: We analyzed data from the Care, Health and Ageing of Russian-speaking Minority (CHARM) study, which is based
on a nationally representative sample of community-dwelling, Russian-speaking adults aged 50 years or older residing permanently
in Finland (men: 616/1082, 56.93%; age: mean 63.2 years, SD 8.4 years; response rate: 1082/3000, 36.07%). Data were collected
in 2019 using a postal survey. Health was measured using depressive symptoms (measured using the Center for Epidemiologic
Studies Depression Scale) and SRH. Binary logistic regression analyses were used to investigate the associations between the
two health indicators and the following six outcomes: daily internet use, smartphone ownership, the use of the internet for messages
and calls, social media use, the use of the internet for personal health data, and obtaining health information from the internet. A
number of sociodemographic and socioeconomic factors were controlled for in the logistic regression regression analysis. Analyses
were performed with weights accounting for the survey design and nonresponse.

Results: After adjusting for sociodemographic and socioeconomic factors, depressive symptoms (odds ratio [OR] 2.68, 95%
CI 1.37-5.24; P=.004) and poor SRH (OR 7.90, 95% CI 1.88-33.11; P=.005) were associated with a higher likelihood of not
using the internet daily. Depressive symptoms (OR 1.88, 95% CI 1.06-3.35; P=.03) and poor SRH (OR 5.05, 95% CI 1.58-16.19;
P=.006) also increased the likelihood of smartphone nonuse. Depressive symptoms were additionally associated with a lower
likelihood of social media use, and poor SRH was associated with a lower likelihood of using the internet for messaging and
calling.

Conclusions: Poor SRH and depressive symptoms are associated with a lower likelihood of DIT use in older adults. Longitudinal
studies are required to determine the directions of these relationships.

(J Med Internet Res 2021;23(6):e20988)   doi:10.2196/20988
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Introduction

Background
The use of digital information technology (DIT) has become
an essential and pervasive part of daily living for all generations.
However, the so-called digital divide continues to exist because
certain segments of the population still cannot access the latest
information technologies [1]. In general, there are still large
differences between age and cohort groups: although virtually
all young and middle-aged adults now use the internet, a
considerable proportion of older adults, especially those aged
above 75 years, do not have access to the web [2]. The other
determinants of DIT use include socioeconomic factors such as
education, income, and poverty [3-5], as well as ethnic
background [4-8] and migrant status [8]. There is a strong link
between traditional social exclusion and digital exclusion [9].

In addition, health is associated with DIT use. This becomes
particularly relevant in older age, when health issues can
increasingly hamper daily and social activities. A large survey
of a representative sample of older adults in 17 European
countries showed that better self-rated health (SRH) was
associated with an increased likelihood of internet use [3]. This
result has been confirmed in other studies [10-19]. Similarly,
lower depression levels [5,20-22], better functional capacity
[14], better well-being and quality of life [23-25], healthier
lifestyles [23,26], fewer chronic medical conditions [5], and
more favorable cardiovascular risk factors [27] have been
associated with a higher likelihood of DIT use in older adults.
In contrast, some studies have found no independent association
between health status and internet use [4,13].

However, previous studies included several limitations. First,
internet use has typically been assessed as a binary variable,
although it comprises vastly different facets and dimensions.
Health may affect different aspects of DIT use in different ways.
Older adults use the internet in diverse ways, and smartphone
use has increased dramatically over the last 5 years; both have
implications for the patterns of internet use. Indeed, studies
measuring the scope and heterogeneity of DIT use by older
adults have been called for [3,17,25,28,29]. Second, many
studies have measured health with only one indicator; this can
be problematic because studies that have used a variety of
physical and mental health and functioning indicators have
shown differing associations with DIT use [11].

Third, older adults are becoming an increasingly diverse
population group. In particular, the number and proportion of
older migrants are increasing rapidly in many countries. Despite
of this, older migrants have typically been overlooked in studies
investigating health and DIT use. Moreover, there are only
limited studies on DIT use in ethnic minority older populations
other than African Americans and Hispanics in the United States
[6,12].

Objective
To address these limitations, the aim of this study is to examine
the associations among depressive symptoms and SRH with
different dimensions of DIT use in a representative sample of
older Russian-speaking migrants in Finland. Theoretically, this
study is placed in the framework of multidimensional and
intersectional forms of digital and social exclusion. Intersecting
domains such as older age, ill-health, and a migrant background
create a higher risk of social exclusion [30,31]. In a rapidly
digitizing society, digital exclusion is becoming an increasingly
important aspect of social exclusion; in this regard, older
migrants with poor health may be a particularly vulnerable
group. The so-called double jeopardy hypothesis states that
older migrants are in danger of facing exclusion risks because
of their age and migrant background [32]. If we add poor health
to the mix, older migrants with poor health can be seen as being
subject to triple jeopardy. However, there are differences in
terms of the type and purpose of internet use. Because older
adults engage in a diverse range of internet activities, the
different types of uses are likely to be influenced by different
(health and other) characteristics [5].

Methods

Data
The Care, Health and Ageing of Russian-speaking Minority in
Finland (CHARM) study focuses on Russian-speaking
community-dwelling older adults (aged 50 years or older) who
reside permanently in Finland. People born in Russia or the
former Soviet Union constitute the largest migrant group in
Finland, accounting for approximately 20% of the total migrant
population. The study examines issues related to health and
well-being, public service experiences, digital inclusion, and
access to different types of care. Data were collected in 2019.
A random sample of 3000 people was drawn from the
Population Registry, which covers all persons registered as
living in Finland. The sample was stratified by gender. Of those
invited, a total of 36.07% (1082/3000) of people (men:
616/1082, 56.93%; age: mean 63.2 years, SD 8.4 years) agreed
to participate in the study. The participants were asked to answer
the questionnaire in Russian or Finnish. A total of 82 participants
responded on the web, and the rest responded through a postal
survey. The survey responses were weighted to adjust for
nonresponse bias. The Finnish Tax Administration register data
from 2017 were used to model response propensity. The data
included information on earnings and capital income,
unemployment benefits, earnings-related and national pensions,
and student benefits.

Participation was voluntary, and the participants were informed
of their right to withdraw at any time without any consequences.
The study protocol was approved by the University of Helsinki
Ethical Review Board in the Humanities and Social and
Behavioural Sciences (#6/2019). The study conformed to the
principles embodied in the Declaration of Helsinki.
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DIT Use
The frequency of internet use was measured on a 7-point scale
with response options ranging from “never” to “several times
a day.” For the analysis, this variable was dichotomized; the
last 2 categories (“once a day” and “several times a day”) were
merged to indicate daily internet use (vs others).

A dichotomized (yes or no) follow-up question captured the
different types of internet use among the users. The following
items were deemed potentially the most relevant for health and
were therefore included in this study: messages and calls, social
media, accessing personal health data, and obtaining health
information. Messages, calls, and social media use relate to
social relationships and social connectedness and interaction,
which are well-established determinants of health, and accessing
personal health data and obtaining health information relate to
a person’s health matters. Smartphone use was assessed with a
dichotomous question—“Do you own a smartphone?”

Health Indicators
The CHARM questionnaire included a number of health
indicators, such as depressive symptoms; SRH; doctor-diagnosed
diseases; limiting long-term illness; physical functioning
measured as having difficulties in walking up 3 flights of stairs
and difficulties in walking approximately half a kilometer
without breaks with or without a walker or walking stick; and
reporting hearing, vision or memory, concentration, and learning
difficulties. Of these, for this study, we selected the 2 generic
indicators that most widely and comprehensively cover physical
and mental health—SRH and depressive symptoms.

The 8-item Center for Epidemiologic Studies Depression Scale
[33] was used to measure depressive symptoms, with a score
of 9 or more points indicating depressive symptoms. The scale
and cut-off have been validated for use in community-dwelling
older adults [34].

SRH (“In general, would you say your health now is...?”) was
assessed on a 5-point scale (1=good; 2=fairly good; 3=average;
4=fairly poor; 5=poor). The groups reporting fairly poor (n=76)
or poor (n=28) SRH were merged because of the low numbers
of participants in these categories. The single-item SRH measure
has been shown to be a valid and reliable instrument that
strongly predicts mortality [35,36].

Covariates
Sex, age, marital status (married or cohabiting vs other),
educational qualification in Finland (yes or no), educational
level in the country of origin, proficiency in local languages,
Finnish citizenship (yes or no), the receipt of income support
(yes or no), and the type of survey participation (web-based or
postal survey) were included as covariates. The highest
educational level in the country of origin was categorized as
having no education or basic education, vocational training, or
higher education. This categorization is based on the structure
of the educational system in the former Soviet Union (the
participants were of school age during Soviet times and

completed their education mainly in that country because most
had moved to Finland as adults).

Acculturation was measured by the degree to which the
participant had learned the local official language and whether
they had obtained Finnish citizenship. The participants assessed
their proficiency in local languages on a 4-point scale. The
response options “I use Finnish or Swedish language in various
ways in different situations” and “I can participate on everyday
conversations in Finnish or Swedish” were categorized as having
good proficiency. The response options “I can cope with simple
everyday situations in Finnish or Swedish” and “I do not speak
either language at all” were merged to indicate poor proficiency.
Income support receipt was used to measure poverty. Income
support is a means-tested, last-resort financial assistance benefit
in Finland [37].

Statistical Analysis
Descriptive analyses of the sample included bivariate
comparisons (frequencies) of sociodemographic characteristics
and health indicators (depressive symptoms and SRH) between
those who used DIT and those who did not and testing for any
differences between these groups (using the chi-square test).
Binary logistic regression analysis was used to examine the
associations between the health indicators and DIT use. We
estimated odds ratios (ORs) and their 95% CIs for different
types of DIT use by the health indicators by first controlling for
age and sex and then further controlling for marital status,
educational attainment, proficiency in local languages, Finnish
citizenship, income support, and the type of participation
(web-based or postal survey). Sensitivity analyses were
performed on the unweighted sample. The two health indicators
were not entered simultaneously into the analyses. Health
indicators may partly overlap, and entering them simultaneously
into the models can cause overadjustment.

The analyses were conducted using Stata, version 15.1
(StataCorp LLC).

Results

Descriptive Statistics
Table 1 shows the characteristics of the sample and the
distribution of the study variables by daily internet nonuse and
smartphone nonuse. Most of the participants (796/1067, 74.6%)
were married or cohabiting, 39.97% (400/1082) had obtained
some educational qualifications in Finland, and 50% (541/1082)
had acquired a higher education in their country of origin. Half
of the participants had Finnish citizenship, and 37.78%
(385/1019) rated their local language (Finnish or Swedish) skills
as good. Deprivation levels were very high because 41.56%
(421/1013) of the participants had received income support. Of
the participants, 20.08% (194/966) reported depressive
symptoms. Half of the participants had average SRH, 26.24%
(281/1071) saw their health as fairly good, and 14.01%
(150/1071) as good, whereas 9.71% (104/1071) reported that
they had fairly poor or poor SRH.
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Table 1. Characteristics of the study sample and the prevalence of digital information technology nonuse.

P valuebSmartphone nonuseP valuebInternet nonuseTotal, na (%)Characteristics

Value, n (%)Value, NValue, n (%)Value, N

.32.36Sex

68 (16.83)40461 (13.32)458466 (43.07)Female

81 (14.44)56176 (12.48)609616 (56.93)Male

<.001<.001Age (years)

51 (8.31)61440 (6.19)646653 (60.35)50-64

98 (27.92)35197 (23.04)421429 (39.65)≥65

.18.006Married or cohabiting

44 (19.21)22946 (17.36)265271 (25.40)No

102 (14.05)72685 (10.77)789796 (74.60)Yes

<.001<.001Education in Finland

118 (19.77)597110 (16.42)670682 (63.03)No

31 (8.42)36827 (6.80)397400 (39.97)Yes

.34<.001Education in the country of origin

11 (18.33)6022 (27.85)7982 (7.58)General, none, or missing

71 (17.53)40573 (16.15)452459 (42.42)Vocational

67 (13.40)50042 (7.84)536541 (50)Higher

<.001<.001Proficiency in local languages

110 (19.57)562102 (16.37)623634 (62.22)Poor

30 (8.50)35323 (6.02)382385 (37.78)Good

.001<.001Finnish citizenship

96 (20.08)47894 (17.47)538546 (50.98)No

49 (10.23)47939 (7.51)519525 (49.02)Yes

<.001<.001Income support

77 (21.27)36271 (17.11)415421 (41.56)Yes

61 (11.01)55443 (7.38)583592 (58.44)No

.05<.001Type of participation

144 (16.29)884136 (13.81)9851000 (92.42)Postal survey

5 (6.17)811 (1.22)8282 (7.58)Web-based survey

.02.003Depression

39 (23.08)16936 (19.05)189194 (20.08)Yes

93 (12.97)71767 (8.77)764772 (79.92)No

<.001<.001Self-rated health

31 (35.63)8724 (23.52)102104 (9.71)Fairly poor or poor

76 (16.41)46380 (15.12)529536 (50.05)Average

32 (12.08)26523 (8.30)277281 (26.24)Fairly good

7 (4.96)1417 (4.67)150150 (14.01)Good

aN varies by variable depending on the number of missing values.
bDifferences in the prevalence of digital information technology nonuse between groups (from two-tailed chi-square test). P values are weighted.

Of the 1082 participants, only 137 (12.66%) did not use the
internet daily. Daily internet nonuse and smartphone nonuse
did not differ between men and women. Both internet nonuse

and smartphone nonuse were much more prevalent among
individuals aged 65 years or older (internet nonuse: 97/421,
23%; smartphone nonuse: 98/351, 27.9%) than in the younger
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age group (internet nonuse: 40/646, 6.2%; smartphone nonuse:
51/614, 8.3%). However, it is notable that for the smartphone
use question, the number of missing values was very high,
particularly in the older age group (78/429, 18.2%). This may
be due to the formulation of the question, which required the
participant to circle “Yes” if they owned a smartphone and “No”
if they did not. The same question included 4 other items: a
tablet, other computer, safety bracelet or safety phone, and
web-based banking ID. Some of the participants had only ticked
“Yes” to mark the items that they possessed but failed to tick
“No” for those that they did not possess. We conducted a
sensitivity analysis by recoding these cases as “No” for
smartphone use, which increased the prevalence of nonuse to
13.8% (90/653) in working-age older adults and to 41%
(176/429) in those aged 65 years or older. It is likely that the
actual prevalence of smartphone nonuse is therefore somewhere
between 7.8% (51/653) and 13.8% (90/653) in those aged 50-64
years and between 22.8% (98/429) and 41% (176/429) in those
aged 65 years or older.

Participants who were married or cohabiting were more likely
to use the internet daily, but there was no difference between
these groups in terms of smartphone use. Similarly, those who
had obtained qualifications in Finland, those who had obtained
higher education in their country of origin, those with good
local language skills, and those with Finnish citizenship were
more likely to use the internet and own a smartphone. In
addition, poverty, measured as income support receipt, increased
the prevalence of DIT nonuse.

Both daily internet nonuse and smartphone nonuse were more
common among the participants who reported depressive

symptoms: out of the 189 participants, 36 (20.1%) with
depressive symptoms did not use the internet daily compared
with 8.8% (67/764) of the participants with no depressive
symptoms. The corresponding figures for smartphone ownership
were 23.1% (39/169) and 12.9% (93/717), respectively. A
similar picture emerged for SRH: compared with those in good
health, those with less than good health were more often
nonusers of DIT, and the poorer the health, the more common
the nonuse.

Of the different types of internet use, the most common was
using the internet for calls and messages (n=855). In addition,
using the internet to search for health information (n=650) and
social media use (n=631) were common. Compared with these,
using the internet to view personal health data was much less
commonly reported (n=353).

Health and DIT Use
Table 2 shows the results of the logistic regression models
examining the associations between health indicators and daily
internet nonuse, and Table 3 presents the associations between
health indicators and smartphone nonuse. As shown in Tables
2 and 3, after full adjustments, depressive symptoms were
associated with both daily internet nonuse (OR 2.68, 95% CI
1.37-5.24; P=.004; Table 2) and smartphone nonuse (OR 1.88,
95% CI 1.06-3.35; P=.03; Table 3). Similarly, poor SRH was
associated with daily internet nonuse (OR 7.90, 95% CI
1.88-33.11; P=.005; Table 2) and smartphone nonuse (OR 5.05,
95% CI 1.58-16.19; P=.006; Table 3). Compared with those
with good SRH, those with fairly good or average SRH also
reported more daily internet nonuse, but there were no
associations between these categories and smartphone nonuse.

Table 2. Associations between health indicators and daily internet nonuse.

Model 2bModel 1aHealth indicator

P valueOR (95% CI)P valueORc (95% CI)

Depression

N/A1.00 (reference)N/Ad1.00 (reference)No

.0042.68 (1.37-5.24).0062.37 (1.28-4.38)Yes

Self-rated health

N/A1.00 (reference)N/A1.00 (reference)Good

.015.44 (1.50-19.81).0076.05 (1.62-22.55)Fairly good

.024.77 (1.32-17.26).0046.62 (1.86-23.60)Average

.0057.90 (1.88-33.11).0019.66 (2.40-38.81)Fairly poor or poor

aAdjusted for sex and age.
bAdditionally adjusted for marital status, education in Finland, education in country of origin, proficiency in local languages, citizenship, income support,
and type of participation.
cOR: odds ratio.
dN/A: not applicable.
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Table 3. Associations between health indicators and smartphone nonuse.

Model 2bModel 1aHealth indicator

P valueOR (95% CI)P valueORc (95% CI)

Depression

N/A1.00 (reference)N/Ad1.00 (referenceNo

.031.88 (1.06-3.35).041.79 (1.02-3.15)Yes

Self-rated health

N/A1.00 (reference)N/A1.00 (reference)Good

.651.28 (0.44-3.70).551.38 (0.49-3.9Fairly good

.291.74 (0.62-4.85).142.12 (0.78-5.71)Average

.0065.05 (1.58-16.19).0026.06 (2.00-18.41)Fairly poor or poor

aAdjusted for sex and age.
bAdditionally adjusted for marital status, education in Finland, education in country of origin, proficiency in local languages, citizenship, income support,
and type of participation.
cOR: odds ratio.
dN/A: not applicable.

Table 4 and Table 5 display the associations between health
indicators and types of internet use among those participants
who reported using the internet. Depressive symptoms were
associated with a higher likelihood of social media nonuse (OR
1.93, 95% CI 1.24-2.98; P=.003), and poor SRH was associated

with a lower likelihood of using the internet for calls and
messages (OR 5.27, 95% CI 1.50-18.55; P=.01). In terms of
the other types of internet use, there were no differences by
depressive symptoms or SRH.

Table 4. Associations between health indicators and types of internet nonuse: messages and calls and social media among all internet users.

Social media nonuseMessages and calls nonuseHealth indicator

P valueORb (95% CI)CasesP valueORa,b (95% CI)Cases

Value, n (%)Value, NValue, n (%)Value, N

Depression

N/A1.00 (reference)224 (33.43)670N/Ac1.00 (reference)68 (10.43)652No

.0031.93 (1.24-2.98)75 (44.91)167.251.43 (0.78-2.61)32 (18.94)169Yes

Self-rated health

N/A1.00 (reference)31 (25)124N/A1.00 (reference)6 (4.84)124Good

.401.30 (0.71-2.37)92 (37.70)244.162.28 (0.72-7.25)24 (10.04)239Fairly good

.471.24 (0.69-2.22)157 (36.26)433.371.64 (0.56-4.85)54 (12.74)424Average

.171.67 (0.81-3.43)34 (43.04)79.015.27 (1.50-18.55)19 (23.75)80Fairly poor or poor

aOR: odds ratio.
bAdjusted for sex, age, marital status, education in Finland, education in the home country, proficiency in local languages, citizenship, income support,
and type of participation.
cN/A: not applicable.
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Table 5. Associations between health indicators and types of internet nonuse: personal health data and health information among all internet users.

Health information nonusePersonal health data nonuseHealth indicator

P valueORb (95% CI)CasesP valueORa,b (95% CI)Cases

Value, n (%)Value, NValue, n (%)Value, N

Depression

N/A1.00 (reference)228 (34.39)663N/Ac1.00 (reference)410 (63.47)646No

.721.09 (0.69-1.72)53 (31.93)166.390.83 (0.54-1.27)94 (58.02)162Yes

Self-rated health

N/A1.00 (reference)41 (34.17)120N/A1.00 (reference)74 (61.67)120Good

.130.64 (0.36-1.14)74 (30.58)242.870.96 (0.55-1.65)149 (63.68)234Fairly good

.170.68 (0.39-1.18)146 (34.19)427.320.77 (0.46-1.29)257 (61.93)415Average

.380.71 (0.33-1.53)26 (33.33)78.610.83 (0.40-1.71)47 (62.67)75Fairly poor or poor

aOR: odds ratio.
bAdjusted for sex, age, marital status, education in Finland, education in the home country, proficiency in local languages, citizenship, income support,
and type of participation.
cN/A: not applicable.

The results for all covariates in the full models are shown in
Multimedia Appendices 1 and 2. The results from the sensitivity
analyses using the unweighted sample (Multimedia Appendix
3) were mainly in the same direction as the results obtained
with the weighted sample. However, in the unweighted sample,
depressive symptoms were associated with a lower likelihood
of using the internet for messages and calls, and poor SRH was
associated with a lower likelihood of social media use. In
addition, average SRH was associated with a higher likelihood
of using the internet for personal health data.

Discussion

Principal Findings
The aim of this study is to examine the associations between
mental and physical health and different facets of DIT use
among older Russian-origin migrants in Finland and to
determine whether these associations are independent of
sociodemographic and socioeconomic factors. Our study
confirms that DIT use is now strongly embedded in the everyday
lives of older adults: the prevalence of internet use was very
high in our sample, with 93.8% (606/646) of adults aged below
65 years and 76.9% (324/421) of those aged 65 years or older
using the internet daily. In 2019, Finland scored the highest
among all European Union countries on the Digital Economy
and Society Index, which is a composite index that summarizes
relevant indicators of digital performance and includes the
components of connectivity, human capital, use of internet
services, integration of digital technology, and digital public
services [38].

In our study, depressive symptoms were associated with a higher
likelihood of daily internet and smartphone nonuse. These results
are in line with earlier studies that have shown an association
between internet use and depression in older adults [5,20-22].
A large prospective study among US older adults showed that
one pathway explaining this association is that internet use
influences depression by decreasing loneliness and social

isolation [20]. It is well established that loneliness is associated
with depression [39], and DIT use has been shown to protect
older adults in poor health from social exclusion [40]. A
previous study showed that the relationship between internet
use and a higher quality of life was mediated by reduced
loneliness [24].

In this study, depressive symptoms were additionally associated
with a higher likelihood of social media nonuse. A previous
study found that social media can become an increasingly
important source of feelings of connectedness in older age when
retirement and declining health decrease other forms of social
engagement [16]. DIT use can considerably increase older
migrants’ability to maintain and expand their dispersed support
networks [41]. However, mental health problems such as
depression may also result in decreased initiative to engage in
new activities [42] such as social media use.

Similar to previous studies [3,10-19], we found an association
between SRH and internet use. In addition, poor SRH was
associated with smartphone nonuse. Physical changes such as
reduced visual acuity, declining motor skills, and age-related
changes in cognitive abilities are likely to affect the ability to
use DIT [43], and these changes may be particularly critical in
terms of hindering smartphone use.

DIT provides many specific health-related resources for those
with health problems. It enables them to search for health
information, communicate with their health care providers,
access their laboratory results, renew their prescriptions, and
seek peer support. Therefore, it could be expected that those
with poorer health would be more likely to use the internet to
seek health information and access personal health data. Indeed,
an earlier study showed that having more chronic conditions
increased the odds of internet use for health-related tasks [5].
However, in our study, depression and poor SRH did not have
an effect on the search for health information among those who
used the internet. This finding is consistent with that of a
previous Australian study [15]. Moreover, we did not find an
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association between health status and the use of the internet to
access personal health data.

Overall, our findings suggest that in older migrants, the digital
divide still exists not only between adults aged 50-64 years and
those aged 65 years or older but also between those with poor
mental and physical health and those with good health. It is
notable that this divide was evident even in our sample, which
consisted of cognitively relatively well-functioning older adults
who were able to respond to a lengthy questionnaire (20 pages).
In fact, it has been noted that as more and more people access
the web, the social gap between the majority (the digitally
included) and the minority (those who are still digitally
excluded) widens [14]. It seems that those who are digitally
excluded therefore become even more socially excluded than
before. Indeed, a study conducted in the United Kingdom and
Sweden showed that now, when access to the internet is
widespread and the proportion of those without internet access
has become smaller, nonuse has become more concentrated in
the most vulnerable groups. In other words, nonusers in both
countries increasingly consist of the most vulnerable segments
of the population, that is, older participants, those with the
lowest amount of education, those with the poorest health, and
those who are most socially isolated [9]. Helsper and Reidolf
[9] therefore argue that we now see the emergence of a digital
underclass. Older migrants may be particularly vulnerable in
this regard because older age, poor health, low socioeconomic
status, and a migrant background as intersecting domains
increase the risk of social exclusion [30,31].

In our study, we were not able to investigate the mechanisms
underlying the associations between health and DIT use.
However, based on other studies, it can be assumed that
functional limitations that can accompany health problems may
pose barriers to DIT use [5,14]. It seems that decreased social
isolation and loneliness may be one pathway to alleviating
depression [20].

Strengths and Limitations
Our study included several strengths. First, we considered
different dimensions of health. Second, we examined DIT use
in a diverse way, including daily internet use, smartphone use,
and different types of internet use as outcomes. Third, we were
able to adjust for a number of relevant sociodemographic and
socioeconomic factors that can affect both health status and DIT
use.

However, this study also included some limitations. First, our
data were cross-sectional; therefore, the associations found
cannot be interpreted as causal relationships. It is likely that the
relationship between health and DIT use is bidirectional,

additive, and synergistic [14]: good health can increase DIT
use, and DIT can improve health and well-being. In a large
prospective study using a variety of methods, including
matching, internet use was shown to reduce depression, and the
effect was the largest for older people who lived alone [20].

Second, all our DIT use and health measures were self-reported,
which can cause recall bias and misclassification. Third, our
results cannot be generalized to the general population or to
other migrant populations. In an earlier study on working-age
migrants in Finland, Russian-origin migrants were more
transnationally oriented than the other 2 migrant
groups—Somalis and Kurds—which is likely to manifest as a
higher level of DIT use [44]. Notwithstanding these limitations,
this study is an important contribution to the growing literature
on health and DIT use in older adults. This study provides results
that will illuminate the design of future research to incorporate
technology use for a better understanding of the mental and
physical health situation of vulnerable populations.

Conclusions
In Finland, as in other Western countries, DIT use is nearing
saturation among older age groups, but digital divides still exist.
In this study on older migrants, we found that poor SRH and
depressive symptoms were associated with a lower likelihood
of DIT use. Older adults with poorer health and limited mobility
are often the most socially isolated, and they would particularly
benefit from the diverse use of DIT [5].

Medeiros et al [14] have proposed that because DIT use such
as exchange of web-based messages demands adequate social
and executive functioning, it could be used as a marker of older
adults’ functional capacity and depression. Therefore, the
monitoring of functional capacity and depression could be done
routinely by health professionals during health checkups by
simply asking about the patients’ DIT use. However, more
importantly, there is an opportunity for the use of big data
because this monitoring could be done with artificial intelligence
using pattern recognition, and the results could be used in health
policy planning [14]. The present results also open up possible
health interventions that are now particularly relevant
considering the COVID-19 pandemic circumstances.

Longitudinal studies are needed to elucidate the mechanisms
underlying the associations between health and DIT use. These
types of studies can better inform digital inclusion policies for
migrants and older adults. Evidence-based digital inclusion
strategies and policies are urgently needed to prevent increasing
social exclusion of the digitally excluded populations who are
also in other ways the most vulnerable, given that public services
are rapidly becoming mainly or solely digitally accessible.
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Abstract

Background: The COVID-19 pandemic has amplified the role of telehealth in health care delivery. Regional variation in internet
access and telehealth use are well-documented, but the effect of neighborhood factors, including the pervasiveness of broadband
internet, on older adults’ telehealth usage in the context of internet access is not known.

Objective: This study aimed to investigate how individual and neighborhood characteristics, including the pervasiveness of
neighborhood broadband internet subscription, are associated with engagement in telehealth among older adults with internet
access.

Methods: In this cross-sectional study, we included 5117 community-living older adults aged ≥65 years, who participated in
the 2017 National Health and Aging Trends Study with census tract–level data for participants’ places of residence from the
American Community Survey.

Results: Of an estimated 35.3 million community-living older adults, 21.1 million (59.7%) were internet users, and of this
group, more than one-third (35.8%) engaged in telehealth. In a multivariable regression model adjusted for individual- and
neighborhood-level factors, age, education, income, and the pervasiveness of neighborhood broadband internet subscription were
associated with engagement in telehealth, while race, health, county metropolitan status, and neighborhood social deprivation
were not. Among internet users, living in a neighborhood at the lowest (versus highest) tertile of broadband internet subscription
was associated with being 40% less likely to engage in telehealth (adjusted odds ratio 0.61, 95% CI 0.42-0.87), all else equal.

Conclusions: Neighborhood broadband internet stands out as a mutable characteristic that is consequential to engagement in
telehealth.

(J Med Internet Res 2021;23(6):e26242)   doi:10.2196/26242

KEYWORDS

aging; broadband internet; neighborhood; telehealth

Introduction

The COVID-19 outbreak and the resultant reimbursement and
policy changes of the Centers for Medicare and Medicaid
Services have motivated a massive shift toward telehealth in

routine clinical care [1]. Telehealth refers to the use of
communication technologies to deliver health care remotely
[2,3]. Older adults are major users of health services but may
be unable or unwilling to engage in telehealth owing to the lack
of internet-enabled devices, lack of internet access, or difficulties
with using technology owing to sensory or functional disabilities
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or the lack of prior technology experience [2,4]. Older adults
also face place-based challenges to telehealth as they are
disproportionately likely to live in rural locations that have gaps
in internet connectivity, including broadband internet [5,6].

Although the ability to engage in telehealth is affected by both
individual and environmental characteristics, data constraints
inhibit obtaining knowledge of how such factors jointly
contribute to telehealth use. Prior studies have examined
individual-level variability in predictors of telehealth use from
national surveys, without regard to the neighborhood context
[2,7,8]. More recent studies have examined geographic
variability in telehealth use among all older adults, which have
revealed, for example, smaller increases in primary care
telehealth visits among rural providers early during the
COVID-19 emergency compared to urban providers [1,4]. This
study draws on a unique platform of linked national surveys
that together afford comprehensive information on both older
adults and neighborhood characteristics to assess the extent to
which individual and neighborhood factors may affect
engagement in telehealth among older adults with internet
access.

Methods

We conducted a cross-sectional study using data of
community-living older adults aged ≥65 years, who participated
in the 2017 National Health and Aging Trends Study (NHATS)
[9], which were linked to census tract–level data on the
participants’place of residence from the American Community
Survey [10]. In the 2017 NHATS, 6312 participants were
interviewed: 736 participants lived in residential care facilities
or nursing homes and 459 who died were excluded, yielding a
final unweighted sample of 5117 participants. Measures of older
adults’ sociodemographic characteristics (age, gender, race,
education, and income), health status (number of chronic
conditions, receipt of help with daily self-care activities, and
dementia status), technology use (internet use and engagement
in telehealth activities), and county metropolitan status (whether
participants lived in a metropolitan or nonmetropolitan county
as designated by the US Office of Management and Budget)
[11] were drawn from the NHATS. Census-tract measures of
broadband internet subscription rates among people aged ≥65
years and a composite measure of neighborhood social
deprivation [12] were derived from the American Community
Survey and operationalized on the basis of the distribution within
the analytic sample by tertile.

As the internet is an important technology for telehealth, we
first assessed older adults’ internet usage, defined by self-reports
of having browsed the internet on a computer or mobile device
in the last month for any reason other than emailing or texting,
as previously described [7]. In this study, engagement in
telehealth is defined as having browsed the internet in the last
year to contact medical providers. Participants who reported
browsing the internet in the past month were asked to respond
with “Yes” or “No” to the following question: “in the last year
have you gone on the internet or online to contact any of your
medical providers…this includes making or changing medical

appointments, getting test results, requesting referrals or
prescriptions, or to get advice?” These activities have been
referred to as “digital health technology use” [7] and
“health-related internet use” [8] in other studies. We instead
refer to these activities as “telehealth” because they have been
an important part of the overall massive shift toward web-based
health behavior during the COVID-19 emergency [13].

We then comparatively described the characteristics of older
adults by internet usage across individual, census-tract, and
county characteristics and assessed the adjusted odds of older
adults’ internet use in a multivariable logistic regression model
that controls for individual, neighborhood, and county
characteristics. Furthermore, among the subset of older adults
who used the internet, we examined engagement in telehealth.
We described the characteristics of older adults who did and
those who did not engage in telehealth by individual,
census-tract, and county characteristics and assessed the adjusted
odds of older adults’engagement in telehealth in a multivariable
logistic regression model that controls for individual,
neighborhood, and county characteristics. Reported estimates
are weighted with the 2017 survey weights to account for
nonresponse, oversampling of subgroups (oldest-old and Black
non-Hispanic persons), incomplete interviews, and
replenishment of the original sample [14]. Analyses were
conducted using Stata (version 13, Stata Corp), and α<.05
indicated significance. NHATS participants provided written
informed consent, and our study was approved by the
institutional review board of Johns Hopkins Bloomberg School
of Public Health (IRB00011232).

Results

Of an estimated 35.3 million community-living older adults,
21.1 million (59.7%) were characterized as internet users (Table
1). Relative to those who did not use the internet, those who
did were younger and more likely to be male, White, more
educated, higher income, in better health, and living in
metropolitan counties and in census tracts at the top tertile of
broadband internet subscription and the bottom tertile of social
deprivation, based on unadjusted frequencies. With the exception
of the number of chronic conditions and county metropolitan
status, these factors were significantly associated with internet
use in a fully adjusted multivariable regression model, and
women had a significantly higher odds of reporting usage of
the internet despite being less represented among internet users.

More than one-third (35.8%) community-living older adults
who used the internet in 2017 had engaged in telehealth (Table
2). Internet users who engaged in telehealth were younger (73.5
vs 74.4 years; P<.001) and more likely to have a college
education (54.0% vs 35.3%; P<.001) and be in the highest
income tertile (64.4% vs 45.7%; P<.001) than those who did
not. Internet users who engaged in telehealth were less likely
to live in a nonmetropolitan county (11.5% vs 18.3%; P=.01)
and in neighborhoods at the top 2 tertiles of social deprivation
(50.4% vs 62.3%; P<.001), while being more likely to live in
neighborhoods at the top tertile of broadband subscription
(53.7% vs 38.3%).
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Table 1. Internet usage among community-living older adults.

Adjusted odds ratio

(95% CI)c
P valuebUsersa

n (weighted %)

Nonusersa

n (weighted %)

Parameters

N/AN/Ad 2437 (59.7)2680 (40.3)Older adults, row (%)

0.90 (0.89-0.91) <.00174.0 (0.12)78.4 (0.21)Age (years), mean (SE)

1.32 (1.11-1.58).031294 (53.2)1634 (57.3)Females, column (%)

0.31 (0.25-0.39)<.001375 (10.2)1148 (33.3)Non-White, column (%)

Education 

0.21 (0.16-0.26)<.001 630 (26.0)1798 (66.9)High school or less, column (%)

0.48 (0.37-0.64)N/A 767 (32.0)582 (22.2)Some college, column (%)

ReferenceN/A1040 (42.0)300 (10.9)College or beyond, column (%)

Income tertiles 

0.30 (0.23-0.39)<.001 477 (18.0)1570 (55.2)<US $27,700, column (%)

0.56 (0.44-0.71) N/A751 (29.7)721 (28.8)US $27,700-$60,000, column (%)

ReferenceN/A1209 (52.4)389 (16.0)>US $60,000, column (%)

0.95 (0.89-1.02)<.0012.01 (0.03)2.67 (0.04)Chronic conditions, mean (SE)e

0.62 (0.48-0.82)<.001203 (7.4)638 (20.4)Receiving help with daily activitiesf, column (%)

0.24 (0.17-0.36)<.00158 (1.7)528 (15.7)Dementia, column (%)

0.94 (0.73-1.22).01421 (15.9)598 (21.6)Living in a nonmetropolitan county, column (%)

Social deprivation indexg 

Reference<.001 979 (42.0)441 (18.2)Lowest tertile (<28), column (%)

0.73 (0.56-0.94)N/A1458 (58.0)2239 (81.8)Top 2 tertiles (>28), column (%)

Broadband subscriptionh 

0.44 (0.33-0.59) <.001618 (22.7)1403 (47.6)Lowest tertile (<60.9%), column (%)

0.68 (0.52-0.89) N/A802 (33.5)769 (32.6)Middle tertile (60.9%-76.0%), column (%)

ReferenceN/A1017 (43.8)508 (19.8)Highest tertile (>76.0%), column (%)

aWeighted estimates of the 2017 National Health and Aging Trends Study (round 7): 21.1 million nonusers and 14.2 million users.
bPearson chi-square test for frequencies and the adjusted Wald test for means.
cAdjusted odds ratios derived from a multivariable logistic regression model that is inclusive of all measures presented in the table.
dN/A: not applicable.
eSelf-reported hearing difficulty, vision difficulty, heart attack, heart disease, hypertension, stroke, hip fracture, diabetes, cancer, lung disease, and
arthritis.
fDaily activities include eating, bathing, toileting, and dressing.
g2015 social deprivation index tertile: ranges from 0 to 100; higher values indicate greater social deprivation.
hBroadband subscription rates among older adults in accordance with the 2017 American Community Survey (Table S2802).
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Table 2. Telehealth use among community-living older adults who use the internet.

Adjusted odds ratio

(95% CI)c
P valuebUsersa

n (weighted %)

Nonusersa

n (weighted %)

Parameters

N/AN/Ad829 (35.8)1608 (64.2)Older adults, row (%)

0.97 (0.95-0.98)<.00173.5 (0.21)74.4 (0.14)Age (years), mean (SE)

1.10 (0.87-1.38).12405 (50.6)889 (54.6)Females, column (%)

0.83 (0.58-1.21).14118 (8.7)257 (11.0)Non-White, column (%)

Education

0.46 (0.34-0.63)<.001134 (16.7)496 (31.2)High school or less, column (%)

0.66 (0.52-0.84)N/A239 (29.3)528 (33.5)Some college, column (%)

ReferenceN/A456 (54.0)584 (35.3)College or beyond, column (%)

Income tertiles

0.46 (0.33-0.64)<.00193 (10.0)384 (22.4)<US $27,700, column (%)

0.74 (0.56-0.98)N/A224 (25.6)527 (31.9)US $27,700-$60,000, column (%)

ReferenceN/A512 (64.4)697 (45.7)>US $60,000, column (%)

1.06 (0.94-1.19).681.98 (0.06)2.02 (0.5)Chronic conditions, mean (SE)e

1.18 (0.76-1.82).8076 (7.6)127 (7.3)Receiving help with daily activitiesf, column (%)

1.01 (0.50-2.04).7015 (1.6)43 (1.8)Dementia, column (%)

0.82 (0.53-1.28).01108 (11.5)313 (18.3)Living in a nonmetropolitan county, column (%)

Social deprivation indexg

Reference<.001393 (49.6)586 (37.7)Lowest tertile (<28), column (%)

0.87 (0.67-1.13)N/A436 (50.4)1022 (62.3)Top 2 tertiles (>28), column (%)

Broadband subscriptionh

0.61 (0.42-0.87)<.001153 (16.1)465 (26.4)Lowest tertile (<60.9%), column (%)

0.77 (0.58-1.03)N/A250 (30.2)552 (35.3)Middle tertile (60.9%-76.0%), column (%)

ReferenceN/A426 (53.7)591 (38.3)Highest tertile (>76.0%), column (%)

aWeighted estimates of the 2017 National Health and Aging Trends Study (round 7): 13.5 million nonusers and 7.5 million users.
bPearson chi-square test for frequencies and the adjusted Wald test for means.
cAdjusted odds ratios derived from a multivariable logistic regression model that is inclusive of all measures presented in the table.
dN/A: not applicable.
eSelf-reported hearing difficulty, vision difficulty, heart attack, heart disease, hypertension, stroke, hip fracture, diabetes, cancer, lung disease, and
arthritis.
fDaily activities include eating, bathing, toileting, and dressing.
g2015 social deprivation index tertile: ranges from 0 to 100; higher values indicate greater social deprivation.
hBroadband subscription rates among older adults in accordance with the 2017 American Community Survey (Table S2802).

In a multivariable logistic regression model, age, education,
income, and neighborhood broadband subscription remained
highly associated with older adults’ engagement in telehealth
(Table 2): living in a neighborhood at the lowest (vs highest)
tertile of broadband internet subscription was associated with
a 40% lesser likelihood to engage in telehealth (adjusted odds
ratio 0.61, 95% CI 0.42-0.87). No differences in telehealth use
were observed by older adults’ gender, race, health,
neighborhood social deprivation, or county metropolitan status
in the regression model.

Discussion

This nationwide study establishes that among community-living
older adults who use the internet, the pervasiveness of
neighborhood broadband internet is highly associated with
engagement in telehealth. Prior studies have reported that more
than 1 in 4 Medicare beneficiaries—more often those who are
older, with lower incomes, and of Black or Hispanic racial or
ethnic status—lack internet access at home [4,7] and that having
more limited social and economic resources and living in a
nonmetropolitan county are associated with “unreadiness” to
engage in telehealth [2]. Our study extends this knowledge by
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drawing on a unique data source that affords the ability to
differentiate older adults’ internet use and engagement in
telehealth alongside comprehensive information on both
individual and neighborhood characteristics. Our findings
indicate that, all else equal, living in a neighborhood at the
lowest (vs highest) tertile of broadband internet subscription is
associated with a 40% lesser likelihood to engage in telehealth.
Importantly, of those characteristics that were most highly
associated with engagement in telehealth (including age,
education, and income), neighborhood broadband subscription
stands out as uniquely amenable to policy intervention.

A recent study reported that nearly half of all fee-for-service
primary care visits occurred through telehealth following the
COVID-19 outbreak and that telehealth usage was
disproportionately concentrated in urban and metropolitan
counties [1]. Our study confirms that prior to the emergence of
the COVID-19 outbreak, among internet users, living in a
metropolitan county and low neighborhood social deprivation
are associated with engagement in telehealth. However, there
is promise in our finding that the strengths of these associations
are attenuated and not significant in the context of individual
and regional characteristics, including the prevalence of
neighborhood broadband subscription. Although the lack of
broadband internet may compound other barriers to health care
access—for example, more limited availability of health care
professionals and poor transportation infrastructure in rural
areas [5]—prior studies of barriers to telehealth use among older
adults have primarily focused on individual attitudes,

capabilities, and resources [15]. While the expansion of
broadband availability would remove a significant barrier to
telehealth access, expansion of telehealth use will require
attention to a broader set of cost and access factors such as
affordability of broadband services and computer equipment,
as well as education and assistance with technologies to
overcome gaps in technology experience [2,6].

This cross-sectional study does not provide insight into the
frequency, quality, modality, or setting of telehealth interactions.
The survey information analyzed in this study was from 2017,
prior to the more flexible telehealth environment promoted by
Centers for Medicare & Medicaid Services since March 2020.
Our study results are limited to telehealth use among the subset
of older adults who reported using the internet in the previous
30 days. Audio-only telephone-based telehealth communication,
which has become common during the COVID-19 emergency
[16] was not measured in this study. Despite these limitations,
our findings reinforce the relevance of broadband internet as a
consequential factor in equitable access to telehealth and suggest
possibilities from policies and programs to extend broadband
internet availability and affordability [17,18]. The COVID-19
outbreak has disrupted a wide range of health-producing
activities including education, health care, and commerce. In
this context, study findings resonate with calls to recognize and
invest in broadband internet as a social determinant of health,
which is especially significant during this time of heavy reliance
on remote technologies [18].
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Abstract

Background: In many countries, sex work is criminalized, driving sex work underground and leaving sex workers vulnerable
to a number of occupational health and safety risks, including violence, assault, and robbery. With the advent of widely accessible
information and communication technologies (ICTs), sex workers have begun to use electronic occupational health and safety
tools to mitigate these risks.

Objective: This study aims to explore the use of ICTs by sex workers for managing occupational health and safety risks and
strategies for reducing these risks. This paper aims to answer the following question: what is known about sex workers’ use of
ICTs in the delivery of occupational health and safety strategies?

Methods: A literature review following the methodological framework for scoping reviews was conducted to analyze studies
describing the use of ICTs by sex workers to mitigate occupational health and safety risks. Experimental, observational, and
descriptive studies, as well as protocol papers, were included in this scoping review.

Results: Of the 2477 articles initially identified, 41 (1.66%) met the inclusion criteria. Of these studies, 71% (29/41) were
published between 2015 and 2019. In these studies, the internet was the predominant ICT (24/41, 58%), followed by text messaging
(10/41, 24%) and assorted communication technologies associated with mobile phones without internet access (7/41, 17%; eg,
voice mail). In 56% (23/41) of the studies, sex workers located in high-income countries created occupational health and safety
strategies (eg, bad date lists) and shared them through the internet. In 24% (10/41) of the studies, mostly in low- and middle-income
countries, organizations external to sex work developed and sent (through text messages) occupational health and safety strategies
focused on HIV. In 20% (8/41) of the studies, external organizations collaborated with the sex worker community in the development
of occupational health and safety strategies communicated through ICTs; through this collaboration, concerns other than HIV
(eg, mental health) emerged.

Conclusions: Although there has been an increase in the number of studies on the use of ICTs by sex workers for managing
occupational health and safety over the past 5 years, knowledge of how to optimally leverage ICTs for this purpose remains
scarce. Recommendations for expanding the use of ICTs by sex workers for occupational health and safety include external
organizations collaborating with sex workers in the design of ICT interventions to mitigate occupational health and safety risks;
to examine whether ICTs used in low- and middle-income countries would have applications in high-income countries as a
substitute to the internet for sharing occupational health and safety strategies; and to explore the creation of innovative, secure,
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web-based communities that use existing or alternative digital technologies that could be used by sex workers to manage their
occupational health and safety.

(J Med Internet Res 2021;23(6):e26085)   doi:10.2196/26085

KEYWORDS

sex work; smartphone; mobile phone; occupational health and safety; online; internet; website

Introduction

Background
Sex workers encounter a number of occupational health and
safety risks. In Germany [1], Thailand [2], Ireland [3], Israel
[4], Cambodia [5], and Canada [6-8], studies have reported that
sex workers are subjected to violence, assault, and harassment.
These risks are experienced by transgender individuals who
identify as women [6], cisgender women [7-9], cisgender men
[10], and transgender sex workers who identify as men [10].
Although there are many categories of sex work, this paper will
focus on sex work where a sex worker and their client have
physical contact as commercial sex work [11].

To counteract these occupational health and safety risks, sex
workers have begun to use information and communication
technologies (ICTs)—most commonly, the internet and social
media—to exchange tips and information [12]. In a study
composed of a literature review and interviews with sex workers
that was published in 2016, the Global Network of Sex Work
Projects (NSWP) reported that ICTs are a new type of business
tool for sex workers that has enabled a global change from
outdoor sex work to indoor sex work [12]. In addition, their
study reported that sex workers in high-income countries use
the internet to advertise their services. In low- and
middle-income countries (LMICs), sex workers provide regular
clients with their phone numbers and receive calls from potential
clients. In consultation with sex workers in 7 countries, ranging
from low- to high-income countries, the NSWP reported that
ICTs provide sex workers with the means to screen clients as
well as set the terms of the encounter in advance of appointments
with clients. This has led to a decrease in the rate of violence
perpetrated against sex workers [12]. The predominant method
for accessing ICTs was found to be through a smartphone [12].
The same study posited that the use of ICTs enhanced social
cohesion among sex workers [12], which can lead to beneficial
effects among sex workers in reducing occupational health and
safety risks [13,14]. In addition, the NSWP highlighted in their
review that the World Health Organization has published data
on the value of ICTs in promoting condom use [12].

Objectives
This scoping review aims to answer the following research
question: what is known about sex workers’ usage of ICTs in
the delivery of occupational health and safety strategies?
Specifically, this study seeks to examine the types of ICTs used
by sex workers, the types of occupational health and safety
strategies delivered through ICTs, and the individuals and
organizations engaged in the development of occupational health
and safety strategies. A thorough search of the literature did not
reveal any systematic reviews or scoping reviews on this topic.

Methods

Literature Review Strategy
A literature review consistent with the Preferred Reporting Items
for Systematic Reviews and Meta-analyses Extension for
Scoping Reviews guidelines and following the methodology
pioneered by Arksey and O’Malley [15] and enhanced by Levac
et al [16] was used to analyze studies on sex workers’ use of
ICTs in the delivery of occupational health and safety strategies.

Inclusion Criteria
Peer-reviewed studies were included if they met the following
criteria: (1) published in English and (2) described an
intervention in which sex workers used ICTs for occupational
health and safety strategies (occupational health and safety
strategies include, but are not limited to, violence prevention,
having a buddy system, managing the effects of stigma on
mental health, screening clients, condom use when providing
sexual services, and clearly stating boundaries during the
encounter), ICTs were developed for sex workers to apprise
them of occupational health and safety strategies, and ICTs were
developed with sex workers to exchange and communicate
occupational health and safety strategies. Experimental,
observational, and descriptive studies analyzing website
contents, as well as protocol papers, were screened and included
for review if the inclusion criteria were met. No limitations with
regard to the year of publication were imposed.

Search Strategy
A comprehensive literature search was conducted in September
2019 using the following databases: MEDLINE, Embase,
PsycINFO, CINAHL, and ProQuest Dissertations and Theses.

Search strategies were developed with the assistance of a
professional librarian (Erica Lenton). Key concepts for the
database search included sex worker and ICTs. The concept of
occupational health and safety was screened manually because
including it as a concept in the database search limited the results
and excluded relevant papers. The final search strategy for
MEDLINE can be found in Multimedia Appendix 1.

Selection Procedure
The selection criteria forms were developed by the primary
author (TB). The initial database search resulted in 2477 articles
returned (629 from MEDLINE, 713 from Embase, 420 from
PsycINFO, 282 from CINAHL, and 433 from ProQuest
Dissertations and Theses). The selection procedure is illustrated
in the flow diagram in Figure 1. After removing 980 duplicates,
1497 articles remained. By applying the inclusion criteria, title
and abstract screening was performed independently by TB and
AS, resulting in 1322 excluded articles, leaving 175 articles for
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full-text review. The full-text review was performed
independently by TB and AS. After the full-text review, 35
articles were selected for inclusion in the scoping review, and
140 were excluded. These 140 articles were excluded for the
following reasons: (1) ICTs were not used for occupational
health and safety strategies; (2) the article was not about sex
work; (3) the article was a conference presentation (poster, oral,
and plenary); (4) the article only addressed clients of sex
workers and not sex workers; (5) the article was not available
(eg, no longer in print); (6) the article was a newspaper article

or book review; (7) the article was written in a language other
than English; and (8) the article was an editorial. Disagreement
between the reviewers TB and AS was resolved by discussion
until a consensus was reached. A secondary search was
performed by TB, consisting of screening the reference list of
the included articles, which yielded 5 articles. A query to a sex
work research network (Sex Work Research Hub) netted an
additional single article. The search resulted in a total of 41
articles included for full data extraction and analysis. The final
search strategy can be found in Multimedia Appendix 1.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart. ICT: information and communication technology; OHS:
occupational health and safety.

Data Extraction
A data charting table was developed by TB, discussed with AS,
and consensus was reached on the table elements that included
(1) research design and if sex workers were included in the
design, (2) research ethics board approval, (3) aim and goals of
study, (4) type of sex work and location, (5) legislative models,
(6) specific study population, (7) characteristics of the study
population, (8) type of ICT, (9) occupational health and safety
addressed, (10) source of occupational health and safety strategy,
(11) occupational health and safety strategy, and (12) main
findings. These elements were chosen to reflect the types of sex
work and the associated occupational health and safety risks.
TB and AS each independently charted 5 articles and then
discussed the results to ensure consistency in their understanding
of each table element. TB and AS then proceeded to

independently complete the data extraction for all 41 articles.
Any disagreement between TB and AS was resolved through
discussion until a consensus was reached. At the completion of
data extraction, themes were identified by examining the
exposure that sex workers face with regard to occupational
health and safety risks, the provenance of occupational health
and safety strategies, and the ICTs used to communicate these
strategies.

Results

Study Characteristics
Of the 41 studies selected for review, 7 were experimental (5
were randomized controlled trials) [17-23], 19 were
observational studies [10,24-41], 13 were descriptive studies
analyzing website contents [42-54], and 2 were protocol papers

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26085 | p.562https://www.jmir.org/2021/6/e26085/
(page number not for citation purposes)

Bernier et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


[55,56]. Each paper was a unique separate study, meaning that
no two papers discussed the same data.

A total of 5 studies were conducted in high-income countries
(Australia, Canada, China, the United Kingdom, and the United
States), and 7 studies were conducted in LMICs (Cambodia,
India, Kenya, Mexico, Mozambique, South Africa, and
Zimbabwe).

Study publication dates ranged from 2004 to 2019, with 71%
(29/41) of the studies published between 2015 and 2019. Since
2007, according to a study published by the NSWP in 2017,
ICT use by sex workers, particularly the internet and
smartphones, has risen, reflecting the pace of growth in the
general population [12]. For example, 33% of the Canadian
adults in 2012 were using smartphones. In 2013, this percentage
increased to 56% [57]. By 2018, 90% of the Canadian adults
were using smartphones [58].

Main Themes
The main themes identified in the literature were related to (1)
sex work context, (2) ICTs, (3) sex workers’ implementation
of occupational health and safety strategies through ICTs, (4)
implementation of occupational health and safety strategies
through ICTs by organizations external to sex workers, and (5)
researchers collaborating with sex workers in the study of ICTs
used for occupational health and safety strategies. Representative
studies (exemplars) are presented and discussed for themes 3,
4, and 5.

Sex Work Context
Within the sex work context, four concepts were identified:
occupational health and safety concerns, gender, sex work
venue, and legislative models.

The 41 papers reported on one or more of the following
categories of occupational health and safety concerns: (1)
sexually transmitted infection and HIV prevention, testing, and
risk behaviors (13 studies); (2) risk management practices (13
studies); (3) sexual and reproductive health (3 studies); (4)
hepatitis B virus prevention (1 study); (5) drug use (1 study);
and (6) stigma (1 study). The occupational health and safety
concerns and associated studies are presented in Table 1.

Of the included studies, 41% (17/41) pertained to cisgender
women [18,19,21,26-30,34,36,37,39,46,50,55,56,59].

Approximately 27% (11/41) were on cisgender men
[20,31,32,40,42,43,48,51-54], and 7% (3/41) addressed the
following genders: cisgender women, cisgender men, and
transgender women [33,44,49]. Of the studies, 4% (2/41)
addressed cisgender women, cisgender men, and transgender
individuals whose gender identity was not specified [41,45],
and 12% (5/41) of the studies did not specify a gender
[17,22,23,25,35]. Approximately 5% (2/41) of the studies
pertained to cisgender women and cisgender men [24,47], and
1 study addressed cisgender men and transgender sex workers
who identified as men [10]. No studies were found that focused
solely on transgender sex workers.

The sex work venue is generally regarded as indoor, outdoor,
or both. Of the 13 studies that did not specify the venue,
extrapolation was performed to determine the venue.
Extrapolation was based on studies taking place in the same
country or used information contained in the study or used other
reliable sources (such as government websites). A total of 14
studies specifically mentioned indoor sex work as the type of
venue in which sex workers conducted their business
[25,26,31,33,34,37,43,47-52,56]. A total of 6 additional studies
were extrapolated to be indoor [22-24,42,53,54]. Venues that
were specified as “internet-based” [45] or “web-based” [44]
were considered to be indoor sex work. Sex tourism was
categorized as indoor based on the content of the study [46]. A
total of 3 studies mentioned outdoor (street-based) sex work
[9,17,40]; 2 were extrapolated to be outdoors [18,55]; and 8
studies addressed occupational health and safety for both indoor
and outdoor (street-based) sex workers [10,27-30,35,36,59],
with 5 studies extrapolated to be as such [20,21,32,39,41]. Of
the 41 studies, 23 (56%) addressed indoor sex work, 5 (12%)
addressed outdoor sex work, and 13 (32%) addressed sex
workers in both indoor and outdoor settings.

Legislative models pertaining to sex work for each country in
the study are shown in Table 2. Legislative models are
categorized as (1) full criminalization, (2) partial criminalization,
(3) criminalization of purchase of sex, (4) regulatory models,
and (5) full decriminalization (definitions included in the notes
for Table 2) [60]. Sex work is deemed to be a criminal activity
in 83% (10/12) of the countries in the papers selected for this
study and is regulated in 17% (2/12) of the countries in the
study.
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Table 1. Occupational health and safety concerns for indoor, outdoor, and indoor and outdoor sex workers.

GenderOHSa addressed

Not specifiedAll gendersTransgender
individual

Cisgender
man

Cisgender
woman

STIb and HIV prevention and testing

I———dI&OcSTI prevention [25]

————Ie, I&OSTI testing [17,36,56]

———I—STI: Syphilis [51]

Of———I&ORegular HIV testing [17,36]

————O, IHIV self-testing [18,19,56]

I————Reattend for HIV and STI testing [23]

—I—I&O, OI, I&OHIV prevention [20,26,27,32,37,40,41]

————I&OReduction of HIV and STI incidence [21]

————I&OARTg adherence [39]

I, O——II, I&OSafe sex practices with clients [17,25,31,52,56]

—II (women)I, I&OICondomless sex [20,46,49,50,54]

————I, I&OInconsistent condom use [26,28-30]

Risk management practices

——I (women)IIRisk management [34,42,44,47]

—I—I—Personal safety [43,45]

—II (identify as
men)

II, I&OViolence [10,33,59]

—I&O———Violence prevention [35]

————IVirtual violence [34]

————IElectronic abuse [34]

————IVerbal abuse [34]

————I&OHarassment [59]

—I———Harassment through verbal abuse, repeated or unwanted contact or
attempts to contact through email, text, or social media [33]

—I———Stalking through verbal abuse, repeated or unwanted contact or at-
tempts to contact through email, text, or social media [33]

—I———Murder [33]

—I———Nonpayment [33]

—I———Attempts to underpay [33]

Sexual and reproductive health

———IO, ISexual and reproductive health [24,47,55,56]

———IIHealth status [46,48,53]

I———Sex worker health [45]

I————HBVh prevention [22]

———I—Drug use [51]

——I&O (identify
as men)

I&O—Stigma [10]

aOHS: occupational health and safety.
bSTI: sexually transmitted infection.
cI&O: indoor and outdoor.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26085 | p.564https://www.jmir.org/2021/6/e26085/
(page number not for citation purposes)

Bernier et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


dNot available. Either no studies were found for a specific gender, or the studies found addressed all genders, or the studies did not specify a gender.
eI: indoor.
fO: outdoor.
gART: antiretroviral therapy.
hHBV: hepatitis B virus.

Table 2. Legislative modelsa,b.

Full decrimi-
nalization

Regulatory
models

Criminalization of
purchase of sex

Partial criminaliza-
tion

Full criminaliza-
tion

Articles found, n

(%)d
Countryc

✓1 (2)South Africa [17]e

✓ [61]N/AfZimbabwe [17]e

✓ [62]N/AMozambique [17]e

✓ [61]3 (7)Kenya [18,19,55]

✓8 (21)India [20,28-30,36,39,40,59]

✓ [63]2 (5)Cambodia [37,56]

✓ [64]2 (5)China [26,27]

✓5 (12)Australia [22,24,42,43,49]

✓5 (12)United Kingdom
[23,33,34,47,50]

✓ (Australia)✓ (Canada)✓ (United Kingdom)1 (2)United Kingdom, Canada, and
Australia [32]

✓3 (7)Canada [10,35,45]

✓5 (12)United States [44,51-54]

✓ (Canada)✓ (United States)1 (2)United States and Canada [25]

✓ (United Kingdom)✓ (United States)1 (2)United States and United
Kingdom [48]

✓1 (2)Mexico [21]

2 (5)Global [41,46]

1 (2)Unknown (country not speci-
fied) [31]

N/A2 countries1 country4 countries5 countries41 (100)Total

aThe definition of each legislative model was obtained from Platt et al [60]. Full criminalization: all aspects of selling and buying sex or organization
of sex work are prohibited. Partial criminalization: organization of sex work is prohibited, including working with others, running a brothel, involvement
of a third party, or soliciting. Criminalization of purchase of sex: often referred to as the sex-buyer model—laws penalize sex workers working together
(under third-party laws), any aspect of participating in the sex trade as a third party, and buying sex. Regulatory models: the sale of sex is legal in
licensed models or managed zones and is often accompanied by mandatory condom use, HIV and sexually transmitted infection testing, or registration.
Full decriminalization: all aspects of adult sex work are decriminalized, but condom use is legally required in some locations (eg, New Zealand).
bUnless otherwise indicated, data on legislative models were obtained from Platt et al [60].
cA total of 12 countries in study.
dPercentages have been rounded.
eSouth Africa, Zimbabwe, and Mozambique were documented in the same study.
fN/A: not applicable.

Use of ICTs
The internet, including websites and web-based activities
(defined as performing activities such as participating in a
discussion forum, researching a potential client’s credentials,
using email, or being active on social media), accounted for
58% (24/41) of the studies. The remainder of the studies
investigated the use of mobile phones without internet access;
of these, 24% (10/41) examined text messaging, and the other

17% (7/41) looked at assorted communication technologies
associated with mobile phones without internet access, such as
phone calls, interactive voice response (IVR), audio broadcast
messaging, and voice mail.

Sex Workers’Implementation of Occupational Health
and Safety Strategies Through ICTs
In 56% (23/41) of the studies, occupational health and safety
strategies were initiated by the sex workers themselves, using

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26085 | p.565https://www.jmir.org/2021/6/e26085/
(page number not for citation purposes)

Bernier et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the internet (through computers or smartphones), text messaging,
or mobile phones without internet access.

Using the internet, indoor sex workers were found to use an
array of electronic strategies to implement risk management
practices for screening clients. In the United Kingdom and
Montréal (Canada), screening tools such as electronic bad-date
lists (a bad-date list is a list consisting of descriptions of clients
that have been abusive (eg, violence) toward sex workers) were
made available to sex workers through sex worker–run
organizations [33,35]. Indoor sex workers also searched for
information on potential clients by consulting closed sex worker
Facebook groups and web-based sex worker forums and by
using Google (Alphabet Inc). Prebooking clients and negotiating
services and fees through email or web chats were all part of
the occupational health and safety strategies used by sex workers
to screen potential clients. Through these strategies, sex workers
can assess a potential client for violence, nonpayment, and other
abusive behavior. These strategies were used by indoor sex
workers in Vancouver (Canada) [10], the United Kingdom
[33,34], and the United States [44]. Sex workers may also report
abusive content to their website administrator because
anonymous web-based communication can sometimes result in
threats [34] or harassment [33]. In addition, by using the internet,
indoor sex workers communicated safe work practices on their
website advertisements. In Vancouver (Canada), sex workers
advertised the use of condoms and emphasized no drugs and
no alcohol during the encounter; cisgender women specified in
their advertisements the services that would be provided during
client encounters [45]. Sex workers in Detroit (United States)
using a web-based service to advertise their services specified
the services they would provide during client encounters [44].
Similar practices were used by sex workers in the United
Kingdom, Florida (United States), and Sydney (Australia)
through communications through web-based advertisements
[47,49,52]. With the two-way electronic communication
capabilities offered by the internet and with access to the internet
through mobile phones, sex workers managed the risks inherent
in their profession by engaging in a dialog with clients regarding
their acceptable business practices, also known as safe work
practices, which mitigated their occupational health and safety
risks.

As another example of sex worker–initiated occupational health
and safety strategies, sex workers in the United Kingdom used
the text messaging app WhatsApp (Facebook, Inc) to form
private chat groups to exchange information on clients [33]. In
addition, in the United Kingdom, sex workers have implemented
an occupational health and safety strategy known as the “buddy
system”; this strategy consists of a sex worker using a mobile
phone to text a colleague to apprise them about scheduled client
encounters, the location of the encounters, and start and end
times of the encounters [34].

Verbally communicating with clients using mobile phones is
yet another sex worker–initiated occupational health and safety
strategy. In India, mobile phones without internet access are
the most frequently used ICT. The main occupational health
and safety strategy of cisgender women was negotiating condom
use with regular clients and potential clients through phone calls
[28,30]. The possibility of successfully convincing the client to

use a condom was dependent on the cisgender woman’s income
streams. If she had no other income apart from sex work, the
odds of providing services without a condom were higher
[28,30].

Implementation of Occupational Health and Safety
Strategies Through ICTs by Organizations External
to Sex Workers
In 44% (18/41) of the studies, occupational health and safety
strategies were found to be created by organizations external to
sex work. These organizations were composed of researchers,
public health agencies (PHAs), community-based organizations,
and social enterprises working either separately or together. In
the studies, the predominant occupational health and safety
concern of these organizations was the transmission and
prevention of sexually transmitted infection and HIV. The
strategies created by these external organizations were
disseminated by using the internet, text messaging, and audio
broadcast messages through mobile phones. In 24% (10/41) of
the studies, occupational health and safety strategies were
developed without an explicit indication of sex workers’ input.
The next 4 exemplar studies highlight the internet and text
messaging as the ICTs used.

Using the internet, and without describing whether collaboration
with sex workers occurred on occupational health and safety
strategy content, external organizations have reached out to sex
workers to apprise them of sexually transmitted infection and
HIV prevention strategies. In the first exemplar, in the 2000s
(early 21st century) in the United States, PHAs and
community-based organizations initiated a health information
dissemination campaign by engaging with cisgender male sex
workers and their clients in web-based forums and chat rooms
in 8 US cities to discuss the risks and prevention of syphilis and
HIV [51]. In this study, the forum participants in New York
City engaged the PHAs in discussions regarding the risks of
condomless sex [51]. The next two exemplars are from China;
collaboration with sex workers was not specified in either study.
Two quantitative studies examined the feasibility of using the
internet to communicate HIV prevention information to indoor
cisgender female sex workers [26,27]. In the first study,
web-based public service announcements were used to attempt
to reduce inconsistent condom use among indoor cisgender
female sex workers, with a small percentage of sex workers
(6.7%) reporting that they were using condoms consistently
after seeing the announcements [26]. In the second study, most
of the sex workers surveyed (64%) indicated that they would
join a web-based HIV and sexually transmitted infection
prevention program [27].

The fourth exemplar features text messaging. In this study, HIV
testing was the focus for outdoor cisgender female sex workers
in sub-Saharan African countries. The North Star Alliance, a
social enterprise, operates roadside wellness clinics in Africa.
It designed and implemented a text messaging intervention for
HIV prevention by formulating the content of text messages
without sex worker input. A cluster randomized controlled trial
with two arms was conducted, with one arm receiving the text
messaging intervention (the other arm received verbal HIV
prevention information at the clinic). A total of 167 sex workers
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were part of the intervention arm; they were located in South
Africa, Zimbabwe, and Mozambique. The text messages
encouraged the study participants to use condoms during sex
and obtain regular HIV testing. A total of 35 messages were
sent over a 29-week period. The study found that condomless
sex did not diminish in the cohort using text messaging, but
there was an increase in self-reported HIV testing [17].

In 20% (8/41) of the studies, organizations external to sex
workers collaborated with the sex worker community in the
development of occupational health and safety strategies, as
demonstrated in the following four exemplars that highlight
these ICTs: IVR, audio broadcast messaging, text messaging,
and voice mail messaging.

In the first exemplar, a pilot study in Kolkata, India, was
conducted to examine the potential of daily messaging using
IVR to improve antiretroviral therapy adherence in people living
with HIV. The IVR messages were developed with a community
advisory board composed in part of sex workers who were part
of a peer support network for sex workers. Brief messages (less
than 1 min in duration) focused on strategies for
self-management of three domains: medical, mental health, and
nutrition and hygiene. In addition, 3 antiretroviral therapy
appointment reminders were sent each month. A total of 46
participants were enrolled in the study, and 65% (30) were
cisgender female sex workers. After the 1-month pilot, focus
groups were convened with the participants to provide feedback
on the IVR messages. The results of the focus group discussions
demonstrated appreciation for the health and wellness messages.
The results after 1 month indicated that medication adherence
improved [39].

In the second exemplar, in an ethnographic study in Bangalore,
India, audio broadcast messages were formulated by outreach
workers with lived urban sex worker experience. The goal of
these broadcast messages was to remind urban sex workers
(cisgender women) to get tested for HIV and syphilis. In the
study, the messages were sent to 230 phone numbers; 121
recipients listened to the entire message [36].

The third exemplar is a study that was conducted in Mexico at
2 locations: Tijuana, with 141 cisgender women, and Ciudad
Juarez, with 129 cisgender women. Focus groups with 25
cisgender women in Tijuana provided feedback on the content
and relevance of the text messages. There were two types of
text messages. One type was short-term oriented, for example,
encouraging cisgender women to have condoms handy before
they went out for the evening. The second type was more
long-term (future) oriented; for example, although condoms are
expensive, the gains achieved in maintaining one’s health are
worth the investment. The text messages were randomly
assigned to participants in both cities in the study. The goal of
the study was to evaluate the impact of the short- and long-term
text messages that were designed to maintain improvements in
safer sex practices among drug-using and nondrug-using
cisgender female sex workers. The outcome measure was the
HIV and sexually transmitted infection incidence rate over the
6-month follow-up period. Cisgender women in Tijuana, where
there was a lower percentage of hard drug use, benefited from
future-oriented text messages that focused on the advantages

of long-term safer sex maintenance practices to achieve
future-oriented goals. In contrast, cisgender women in Ciudad
Juarez, where there was a higher percentage of
methamphetamine, cocaine, heroin (ie, hard drugs), and
injectable drug use, did not benefit from either the short-term
or future-oriented text messages [21].

The fourth exemplar is a pilot study conducted in Chennai,
India. The initial goal of the pilot was to assess whether HIV
prevention messages sent by either voice mail or text messages
would be acceptable to cisgender male sex workers. Message
construction was based on the results of the interviews and focus
groups that were conducted using semistructured questions. In
addition to acceptable message content for the HIV prevention
intervention, the researchers asked the study participants if there
were future additional services that they would like to receive.
The cisgender men voiced their concerns regarding sexual
health, negotiating condom use with clients, stigma, mental
health, tuberculosis prevention, and assistance in exiting sex
work [40].

The results found in the fourth exemplar were also observed in
a number of studies included in this scoping review, meaning
that when organizations external to sex work applied
participatory methods to the research design, other issues, in
addition to the prevention and transmission of sexually
transmitted infection and HIV [20,21,36,39,40,56], surfaced.
Specifically, sex workers voiced their concerns regarding sexual
and reproductive health [40,55], stigma [40], mental health [39],
tuberculosis prevention [40], and assistance in exiting sex work
[40].

Researchers Surveying Sex Workers’ Use of ICTs for
Occupational Health and Safety Strategies
Although external organizations worked collaboratively with
sex workers to develop occupational health and safety strategies,
as illustrated in the aforementioned four exemplars, the use of
collaborative methods such as participatory action research
(PAR) and community-based participatory research (CBPR;
PAR and CBPR come under the umbrella of participatory
methods. Participatory methods in research emphasize research
with, not on, communities and are a collaborative form of
research involving the community in all aspects of the research
[65,66]) were applied to studies that involved a collaboration
between the sex worker community and researchers endeavoring
to investigate the use of ICTs by sex workers for managing
occupational health and safety. In the included studies for this
scoping review, three collaborations took place in 2 high-income
countries, the United Kingdom [33] and Canada [10,35], and
one in India, an LMIC [59].

The next two exemplars demonstrate these collaborations. In
Vancouver (Canada), a collaboration between researchers and
members of the sex work community analyzed the content of
qualitative interviews conducted with indoor and outdoor
cisgender men and transgender individuals who identify as men
to explore the safety aspects involved in transitioning from
outdoor to internet-based indoor sex work, such as using
webchats to assess a potential client’s propensity for violence
[10]. In moving to indoor sex work facilitated through the
internet, the men in Vancouver (Canada) experienced less stigma
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perceived to be because of reduced visibility on the street [10].
However, the study found that not all sex workers in the
community shifted to an indoor work environment. With more
clients having followed the shift to having services provided
indoors, fewer clients were available to the street-based sex
workers, with an associated loss of income for these sex
workers. The study found that the sex workers made up the loss
of income by offering services such as anal sex that could be
detrimental to their health [10].

The other exemplar was conducted in India [59]. A collaborative
effort with sex workers, nongovernmental organizations, and
academics resulted in the development of interview guides to
study the challenges of using mobile phone communication for
indoor and outdoor cisgender female sex workers. Using a
mobile phone without internet access to solicit clients assisted
the sex workers in moving their work indoors and avoiding the
harassment associated with outdoor work [59].

In both studies, the sex workers expressed that the move to
indoor work resulted in a decrease in violence, stigma, and
harassment. However, the sex workers in both countries
experienced a sense of loss of community because they no
longer saw each other on the strolls (ie, on the streets) [10,59].

Discussion

Principal Findings
This scoping review examined the occupational health and
safety risks experienced by sex workers and the use of ICTs as
an occupational health and safety tool to mitigate these risks.
Of the 41 studies included, 29 were published between 2015
and 2019, indicating that sex workers have begun to use a
number of electronic tools to mitigate the occupational health
and safety risks present in their profession. The included studies
revealed that sex workers used one or more of the following
ICTs: (1) the internet, (2) mobile phones, (3) messaging
technology through mobile phones (IVR, voice mail, text, and
audio broadcast messaging), and (4) social media apps. The
findings suggest that the type of ICT used by sex workers is
shaped by the country of employment. In high-income countries,
the internet has become a commonly accepted commercial sex
venue [67]. Moreover, internet use in high-income countries is
greater than that in LMICs [68] and social media apps are
commonly used. In LMICs, the predominant ICT is text
messaging through mobile phones.

In 83% (10/12) of the countries included in this review, sex
work is criminalized, and in 17% (2/12), it is regulated. No
studies were found that addressed sex work in a country where
it was decriminalized (in New Zealand, where decriminalization
has occurred, sex workers are protected by labor laws that
enhance their occupational health and safety, and mobile phones
are considered an essential safety tool [69]). Legislative models
that criminalize sex work in the country of employment were
just one of the structural determinants that influenced a sex
worker’s occupational health and safety risks [70]. Other
structural determinants such as working conditions, location,
and income outside of sex work [28,30,71] all affected whether
a condom was used during the provision of services and the

type of services provided [10,50]. In public health studies,
condom use is the recommended method for preventing the
acquisition and transmission of sexually transmitted infections
and HIV, and regular and frequent testing is also recommended
to detect possible acquisition. In LMICs, the occupational health
and safety strategies delivered through ICTs found in the
included studies reflected this public health approach. However,
these studies did not address possible financial and societal
barriers that could impede sex workers—particularly
women—from accessing HIV testing [72].

The criminalization of sex work and the accompanying stigma,
as well as the technology available in high-income countries
and LMICs, directed the choice of ICTs used by sex workers.
In collaborative research projects in LMICs, discretion in
receiving occupational health and safety risk mitigation
strategies was the overriding concern; therefore, IVR, voice
mail, and audio broadcast messaging were the preferred
communication methods, as opposed to a text message that
could inadvertently be seen by a family member on a sex
worker’s mobile phone [36,39,40]. In high-income countries,
the internet is the prevalent ICT. However, the use of the internet
has been impeded by the passage of the 2018 Allow States and
Victims to Fight Online Sex Trafficking Act (FOSTA) and Stop
Enabling Sex Traffickers Act (SESTA) in the United States,
which prohibit sex work content on websites, including harm
reduction techniques and advertising [73-75]. Backpage [76]
was a popular site for sex worker advertisements [44], but after
the passage of the acts, its management no longer allowed sex
workers to advertise on the site. The FOSTA-SESTA have also
affected Canadian sex workers because 60% of the sex workers
used to advertise on Backpage [76] before it was banned [77].
Craigslist, a popular web-based classified advertisements site
in Toronto (Canada) and environs, has also banned all sex
work–related advertisements [78]. Sex worker organizations
are concerned that the safety precautions that internet-based sex
workers were able to take are now disappearing because sex
workers are being pushed back to outdoor work [73,77]. A
recommended area of research would be to examine whether
the use of text messaging, IVR, voice mail, and audio broadcast
messaging could serve as safe alternative electronic spaces in
high-income countries to replace those that have disappeared,
not only for advertising purposes but also for sex workers to be
able to once more create secure online communities to manage
the structural determinants that constrain their health and safety.
However, the protection of information communicated through
these ICTs would depend on the laws governing electronic
communication in these countries (in Canada, the Supreme
Court has ruled that electronic conversations are protected by
that country’s privacy laws [79]). A further recommendation is
to examine the creation of new secure online communities using
existing or alternative digital technologies, for example, Red
Cloud [80] in Australia, a web hosting enterprise that does not
come under the FOSTA-SESTA.

This review found that the predominant occupational health and
safety concern of organizations external to sex work was the
transmission and prevention of sexually transmitted infection
and HIV, and the ICT interventions developed by these
organizations consisted of pushing sexually transmitted infection

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26085 | p.568https://www.jmir.org/2021/6/e26085/
(page number not for citation purposes)

Bernier et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and HIV prevention and testing messaging out to either the
internet or to sex workers’mobile phones. Only a small number
of studies included in this scoping review used collaborative
research methods such as PAR and CBPR to either design or
study an ICT intervention. In these collaborative studies, sexual
and reproductive health, stigma and its associated mental health
effects, and violence emerged as the occupational health and
safety risks that sex workers were most concerned about
[10,33,40,56,59]. PAR and CBPR fall under the umbrella of
participatory methods. When sex workers are involved in the
research project as members of the research team, the research
is no longer a passive exercise [81]. The sex workers’ agency
is leveraged, and their experiences, both personal and
professional, are discussed. Through participatory research
methodology used in previous studies with sex workers,
structural determinants that affect sex workers’ occupational
health and safety, such as violence [82], stigma, social norms,
lack of support from family and friends [82,83], and social
support from community resources and sex worker colleagues
emerged, as well as their resilience skills in managing their
circumstances [83]. On the basis of these findings, it is
recommended that future research involve sex workers in the
formulation of the research question and scope of the study to
accurately identify the issues that sex workers face in their
personal and professional lives. A further area of research would
be to compare the longevity and continued effectiveness of
interventions designed with sex workers with those designed
without sex worker input.

Limitations and Strengths
A limitation of this review is that, for feasibility reasons, only
studies published in English were included. By limiting the
studies to English, relevant findings may have been missed. In
addition, the gray literature was not consulted, which may have
resulted in novel ways of using ICTs by sex workers not being
represented. Another limitation is that no studies were found

that focused solely on transgender sex workers, and studies that
did include transgender individuals combined them with
cisgender women and cisgender men.

The strengths of this review include the rigor of the methods,
including the use of duplication at each phase of the review
(article screening and selection, data extraction, and full-text
analysis), the absence of limitations with respect to year of
publication, and the inclusion of a wide range of study designs.
In addition, this study provides a broad overview of the different
aspects of ICT use among sex workers across the globe because
studies published during the last 15 years were included to
account for recent developments in electronic communications
technology.

Conclusions
This study provides important insights into how the use of ICTs
during the first two decades of the 21st century has shaped the
methods that sex workers use to keep themselves safe on the
job in environments where sex work is criminalized. This review
found that a considerable amount of research on ICT use
demonstrated that internet-based sex workers, that is, sex
workers using the internet to conduct business, were active
creators and sharers of the occupational health and safety
strategies used in their work. This review also found that
researchers, PHAs, and social enterprises use text messaging
as their ICT of choice for pushing sexually transmitted infection
and HIV prevention and testing messages out to sex workers’
mobile phones, although this is not the main occupational health
and safety concern for sex workers. Only a small number of
studies in this review engaged sex workers in collaborative
research; yet, these collaborations yielded insights into the lives
of sex workers and provided direction for future research efforts.
Applying participatory methods that engage sex workers of all
genders as active participants in the research process will
produce applications of digital technology geared toward their
occupational health and safety needs.
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Abstract

Background: Dysphonia influences the quality of life by interfering with communication. However, a laryngoscopic examination
is expensive and not readily accessible in primary care units. Experienced laryngologists are required to achieve an accurate
diagnosis.

Objective: This study sought to detect various vocal fold diseases through pathological voice recognition using artificial
intelligence.

Methods: We collected 189 normal voice samples and 552 samples of individuals with voice disorders, including vocal atrophy
(n=224), unilateral vocal paralysis (n=50), organic vocal fold lesions (n=248), and adductor spasmodic dysphonia (n=30). The
741 samples were divided into 2 sets: 593 samples as the training set and 148 samples as the testing set. A convolutional neural
network approach was applied to train the model, and findings were compared with those of human specialists.

Results: The convolutional neural network model achieved a sensitivity of 0.66, a specificity of 0.91, and an overall accuracy
of 66.9% for distinguishing normal voice, vocal atrophy, unilateral vocal paralysis, organic vocal fold lesions, and adductor
spasmodic dysphonia. Compared with the accuracy of human specialists, the overall accuracy rates were 60.1% and 56.1% for
the 2 laryngologists and 51.4% and 43.2% for the 2 general ear, nose, and throat doctors.

Conclusions: Voice alone could be used for common vocal fold disease recognition through a deep learning approach after
training with our Mandarin pathological voice database. This approach involving artificial intelligence could be clinically useful
for screening general vocal fold disease using the voice. The approach includes a quick survey and a general health examination.
It can be applied during telemedicine in areas with primary care units lacking laryngoscopic abilities. It could support physicians
when prescreening cases by allowing for invasive examinations to be performed only for cases involving problems with automatic
recognition or listening and for professional analyses of other clinical examination results that reveal doubts about the presence
of pathologies.
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Introduction

The impact of a voice disorder has been increasingly recognized
as a public health concern. Dysphonia influences the quality of
physical, social, and occupational aspects of life by interfering
with communication [1]. A nationwide insurance claims data
analysis of treatment seeking for dysphonia showed a prevalence
rate of 0.98% among 55 million individuals [2], and this rate
reached 2.5% among those older than 70 years [2]. However,
the overall dysphonia incidence for the aging population is
estimated to be much higher (12%-35%) [3], which may imply
that dysphonia is commonly overlooked by patients, resulting
in underdiagnosis.

According to the state-of-the-art clinical practice guidelines for
dysphonia of the American Academy of Otolaryngology-Head
and Neck Surgery Foundation, a laryngoscopic examination is
recommended if dysphonia fails to resolve or improve within
4 weeks [4]. A comparison of diagnoses made by primary care
physicians and those made by laryngologists and
speech-language pathologists with experience in interpreting
stroboscopy at multidisciplinary voice clinics indicated that the
primary care physicians’diagnoses of dysphonia were different
in 45%-70% of cases [4]. However, the laryngoscopic
examination is an invasive procedure. To achieve an accurate
diagnosis, it must be performed by an experienced laryngologist.
The examination equipment is expensive and not generally
available in primary care units. In places without sufficient
medical resources, delayed diagnoses and treatments are
common [5]. Therefore, a noninvasive diagnostic tool is needed
to resolve this problem. Although this tool cannot replace the
laryngoscopic examination by an experienced physician, it is
worthwhile to develop because a noninvasive tool to screen
significant clinical conditions could encourage patients to visit
a voice clinic for further evaluation.

Several recent studies have attempted to distinguish normal and
abnormal voices by using various machine learning–based
classifiers that have the potential for detecting pathological
voices [5-9]. To date, the highest accuracy of pathological voice
detection achieved by using a deep neural network has been

99.32% [5]. However, the differential diagnosis of various types
of pathological voices has not been widely reported. The
vibration patterns of vocal fold observed by high-speed video
for common vocal fold diseases, including vocal atrophy,
unilateral vocal paralysis, and organic vocal fold lesions, are
completely different [10]. We hypothesized that different
vibration patterns could result in different voice features. This
study sought to detect various vocal fold diseases through
pathological voice recognition using a deep learning approach.

Methods

Sample Collection
This study was performed following the principles expressed
in the Declaration of Helsinki, and approved by the Institutional
Ethics and Research Committee of Cheng Hsin General Hospital
and Fu Jen Catholic University. Voice samples were obtained
from the Voice Center of Chen Hsin General Hospital and the
Department of Otorhinolaryngology-Head and Neck Surgery
of Fu Jen Catholic University Hospital. These samples included
189 normal voice samples and 552 samples of voice disorders,
including vocal atrophy (n=224), unilateral vocal paralysis
(n=50), organic vocal fold lesions (n=248), and adductor
spasmodic dysphonia (n=30). Voice samples of a sustained
vowel sound /a:/ followed by continuous speech of a Mandarin
passage [11] (Multimedia Appendix 1) were recorded at a
comfortable loudness level with a microphone-to-mouth distance
of approximately 15-20 cm using a high-quality microphone
with a digital amplifier and a 40- to 45-dB background noise
level. The sampling rate was 44,100 Hz with 16-bit resolution,
and data were saved in an uncompressed .wav format.

Comparison and Evaluation
We first divided the 741 samples into 2 sets: 593 samples for
the training set and 148 samples for the testing set. Using
computer-based randomization, we selected 152 of the 189
normal voice samples, 40 of the 50 unilateral vocal paralysis
samples, 24 of the 30 adductor spasmodic dysphonia samples,
179 of the 224 vocal atrophy samples, and 198 of the 248
organic vocal fold lesion samples for the training set (Table 1).

Table 1. Details of the voice samples used for experiments (N=741).

Test set (n=148)Training set (n=593)Sample

37152Normal

1040Unilateral vocal paralysis

624Adductor spasmodic dysphonia

45179Vocal atrophy

50198Organic vocal fold lesions

To manage the limited size of the training set, we used a mix-up
approach for data augmentation [12]. The mix-up approach has
been applied for audio scene classification using convoluted

neural networks (CNNs) to reduce overfitting and obtain higher
prediction accuracy [13]. We randomly selected 2 voice files
and mixed them into 1 voice file with randomly selected weights
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to construct the virtual training examples. Next, we randomly
cropped each of these voice files to achieve 10 voice files with
a length of 11.88 seconds (plateau point of the training length
within the graphics processing unit memory limitations of our
hardware, according to our preliminary tests). Additionally, we
used oversampling to adjust the class distribution of the data
[14].

A 2D graph is ideal for extracting features when using CNNs.
Therefore, we performed Mel frequency cepstral coefficients
(MFCCs) for the processed voice file to obtain a spectrogram.
Feature extraction from MFCCs was performed using
pre-emphasis, windowing, fast Fourier transform, Mel filtering,
nonlinear transformation, and discrete cosine transform [15].
The first feature consisted of 40-dimension MFCCs [16,17].
Next, for the second and third features, we calculated the MFCC
trajectories over time (delta MFCCs) and the second-order delta
of MFCCs. Therefore, there were 3 channels of input features
that could be considered a color image (ie, red–green–blue in
the computer vision field).

CNNs have distinct feature representation–related
characteristics, among which the lower layers provide general
feature-extraction capabilities and the higher layers include
information that is increasingly more specific to the original
classification task [18]. This allows verbatim reuse of the
generalized feature-extraction and representation of the lower
CNN layers; the higher layers are fine-tuned toward secondary
problem domains with characteristics related to the original.
Therefore, instead of designing a new CNN with random
parameter initialization, it is more suitable to adopt a pretrained
CNN and fine-tune its parameterization toward specific
classification domains. Spectrograms were quite different from
normal images at first glance. However, the low-level features,
including edges, corners, and shapes, were common in the
normal images and spectrograms [19]. In a previous study, a
spectrogram-based crowd sounds analysis using pretrained CNN
models from the ImageNet data set showed great accuracy when
distinguishing crowd emotions [19]. Another study also proved
that pretrained CNN models yielded better performance than
nontrained CNN models for classifying normal or pathological
cases [18]. We used different CNN architectures, such as
EfficientNet-B0 to B6 [20], SENet154 [21],
Se_resnext101_32x4d [21], and se_resnet152 [21] models, from
the ImageNet data set that have been pretrained for transfer
learning. We classified pathological conditions into 2 (normal
voice; adductor spasmodic dysphonia plus organic vocal fold
lesions plus unilateral vocal paralysis plus vocal atrophy), 3
(normal voice; adductor spasmodic dysphonia; organic vocal
fold lesions plus unilateral vocal paralysis plus vocal atrophy),
4 (normal voice; adductor spasmodic dysphonia; organic vocal
fold lesions; unilateral vocal paralysis plus vocal atrophy), or
5 (normal voice; adductor spasmodic dysphonia; organic vocal

fold lesions; unilateral vocal paralysis; vocal atrophy) different
conditions and trained the CNN. For the final prediction of an
input instance, we used the maximum probability to obtain the
label.

In terms of hyperparameter settings for fine-tuning among the
training set, 474 of 593 samples (79.9%) were used for initial
training and 119 of 593 samples (20.1%) were used for
validation. We added the dropout function and different data
augmentation methods to prevent the model from overfitting in
our data set [22,23]. The dropout rate was set at 0.25-0.5 for
regularization. Then, we trained the model using minibatches
of 32 that were selected based on memory consumption [24].
The learning rate was tuned based on cosine annealing and a
1–cycle policy strategy [25,26]. By using the cosine annealing
schedule, the model repeatedly fitted the gradient to the local
minimum. The network was trained end-to-end using the Adam
optimization algorithm, and it optimized the cross-entropy as
a loss function [27]. For different classification problems in the
model head, we applied a SoftMax layer as an output layer for
multiclass classification or a sigmoid layer for binary
classification. Finally, we assembled the model by average
output probability to receive more robust results to minimize
the bias of prediction error to improve the prediction accuracy
of the CNN models [25]. The machine learning process was
performed using Python 3.8 (Python Software Foundation) and
PyTorch 1.7.1 for Ubuntu 18.04 (Facebook's AI Research lab
[FAIR]). Furthermore, we invited 2 laryngologists and 2 general
ear, nose, and throat (ENT) physicians who could speak
Mandarin to categorize the voice samples of the testing sets into
5 classifications. We compared their classifications with those
of our model.

Statistical Analysis
The effectiveness of our model was evaluated by several metrics,
including accuracy, sensitivity, specificity, F1 score,
receiver-operating characteristic (ROC) curve, and area under
the curve (AUC). All metrics were calculated using Python.

Results

Voice samples in this study were composed of a sustained vowel
sound and a continuous essay speech. We first compared the
results by training different parts: the vowel sound alone, the
essay alone, and the whole voice sample (ie, the vowel sound
and essay). Because the vowel sound and essay group (F1
score=0.65) achieved better F1 scores than the vowel sound
group (F1 score=0.54) and the essay group (F1 score =0.57),
we applied whole voice samples during subsequent machine
learning. Figure 1 shows the changes in the loss function value
over the training and validation sets, which demonstrated that
our model could converge after running the optimization for a
number of epochs.
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Figure 1. Illustration of the changes of the loss function value over the training and validation sets.

Table 2 presents the training results for the different
classification methods, including 2 (normal voice; adductor
spasmodic dysphonia plus organic vocal fold lesions plus
unilateral vocal paralysis plus vocal atrophy), 3 (normal voice;
adductor spasmodic dysphonia; organic vocal fold lesions plus
unilateral vocal paralysis plus vocal atrophy), 4 (normal voice;
adductor spasmodic dysphonia; organic vocal fold lesions;
unilateral vocal paralysis; vocal atrophy), or 5 (normal voice;
adductor spasmodic dysphonia; organic vocal fold lesions;
unilateral vocal paralysis; vocal atrophy) different conditions
trained by the CNN. The 2-classification condition could equally
distinguish pathological voices from normal voices. In our
model, the accuracy of pathological voice detection reached

95.3%; the sensitivity was 99%, specificity was 84%, and AUC
was 0.98. Using the 3-classification condition, we aimed to
identify adductor spasmodic dysphonia patients from those with
other vocal fold pathologies. The accuracy was 91.2%,
sensitivity was 82%, specificity was 93%, and AUC was 0.91.
Using the 4-classification condition, vocal atrophy and unilateral
vocal paralysis could be clinically grouped as “glottic
insufficiency.” For this condition, the accuracy was 71.0%,
sensitivity was 75%, specificity was 89%, and AUC was 0.88.
Using the 5-classification condition, the accuracy was 66.9%,
sensitivity was 66%, specificity was 91%, and AUC was 0.85.
Figure 2 shows the confusion matrix of these results. Figure 3
shows the ROC curves of these results.

Table 2. Performance of the artificial intelligence model for classifying voice disorders under different classification conditions.

Average area under the curve valuesF1 scoreAccuracy, %SpecificitySensitivityClass

0.980.9795.30.840.992

0.960.8091.20.930.823

0.880.7571.00.890.754

0.850.6666.90.910.665
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Figure 2. Confusion matrix of 2, 3, 4, and 5 classifications. AN = pathological voice; NC = normal voice; SD = adductor spasmodic dysphonia;
PAATOL = unilateral vocal paralysis/vocal atrophy/organic vocal fold lesions; OL = organic vocal fold lesions; PAAT = unilateral vocal paralysis/vocal
atrophy; PA = unilateral vocal paralysis; AT = vocal atrophy.
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Figure 3. Receiver operating characteristic curves of 2, 3, 4, and 5 classifications. NC = normal voice; SD = adductor spasmodic dysphonia; PAATOL
= unilateral vocal paralysis/vocal atrophy/organic vocal fold lesions; OL = organic vocal fold lesions; PAAT = unilateral vocal paralysis/vocal atrophy;
PA = unilateral vocal paralysis; AT = vocal atrophy.

Furthermore, we invited four ENT specialists to identify vocal
fold pathology by voice using these 5 classifications. The results
are shown in Table 3 and Figure 4. The accuracy rates were

60.1% and 56.1% for the 2 laryngologists and 51.4% and 43.2%
for the 2 general ENT specialists.

Table 3. Comparison of the performance for a 5-classification condition by our artificial intelligence model and 4 human experts.

Accuracy, %SpecificitySensitivityTest participants

66.90.910.66Deep learning model

60.10.890.61Laryngologist A (11 years of experience)

56.10.880.63Laryngologist B (10 years of experience)

51.40.880.54General ENTa C (8 years of experience)

43.20.850.42General ENT D (14 years of experience)

aENT: ear, nose, and throat.
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Figure 4. Confusion matrix of 5 classifications in human specialists. NC = normal voice; SD = adductor spasmodic dysphonia; OL = organic vocal
fold lesions; PA = unilateral vocal paralysis; AT = vocal atrophy.

Discussion

Principal Findings
During this study, we built a CNN model that could distinguish,
with high specificity (91%), different pathological voices
attributable to common vocal diseases based on voice alone.
To the best of our knowledge, no previous study has used
artificial intelligence to distinguish different types of
pathological voices speaking Mandarin. Using our model, we
obtained better results by training the CNN with a whole voice
sample than by training it with the vowel sound only or with
the essay speech only.

Our model could distinguish normal voice and adductor
spasmodic dysphonia with great performance for the
5-classification condition (AUC values: 0.985 and 0.997,

respectively). The overall accuracy of our model was also better
than that of all ENT specialists participating in the study. This
was compatible with our clinical observation that the first
impression of the pathological voice is usually over-ruled by
the laryngoscopic examination. Additionally, laryngologists
demonstrated higher accuracy when diagnosing voice disorders
than general ENT specialists. This may imply that it would be
possible to improve the accuracy of human physicians in terms
of their impressions of pathological voices by increasing clinical
experience. After comparing the accuracy of each classification,
we found that artificial intelligence was markedly better than
laryngologists when identifying organic vocal fold lesions
(artificial intelligence, 68%; laryngologist A, 60%; laryngologist
B, 24%). However, laryngologists were slightly better at vocal
atrophy identification (artificial intelligence, 51%; laryngologist
A, 51%; laryngologist B, 56%).
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Organic vocal fold lesions, unilateral vocal paralysis, and vocal
atrophy could result in a closure gap during phonation, inducing
a weak and breathy sound [28-30], and vocal fold tension
imbalance, inducing diplophonia (when a voice is perceived as
being produced with 2 concurrent pitches) [31]. Specifically,
in the case of organic vocal fold lesions during vibration, the
lesion divided the fold into 2 oscillators. However, in the case
of unilateral vocal paralysis, vibrating frequencies were different
between the normal vocal fold and paralysis vocal fold. Vocal
atrophy will show a breakdown of vibration with a visible
repetition in the loss of normal vibration every few glottal cycles
[10]. However, the difference in the vibration pattern could only
be observed by high-speed video and multislice digital
videokymography [10], and the resulting pathological voice is
difficult for humans to identify. We speculated that our model
may identify related features through deep learning to achieve
better outcomes.

Laryngologists could distinguish aged and young patients, and
they could validate their judgment during the test based on their
knowledge. Vocal atrophy is the most common vocal fold
pathology in older patients [3]. Therefore, laryngologists may
classify the pathological voice as vocal atrophy if they judged
that the voice was that of an aged person.

Regarding misclassification, we have found that our model
could successfully identify normal voice and spasmodic
dysphonia. However, it was relatively difficult to differentiate
organic vocal lesions, unilateral vocal paralysis, and vocal
atrophy from each other. Although the vibration patterns were
different for these 3 diseases, the different severity levels of
disease could result in different degrees of hoarseness. For
example, with tiny vocal nodules compared with huge vocal
polyps, unilateral vocal paralysis with fair compensation
compared with unilateral vocal paralysis with a huge closure
gap, and vocal atrophy with a mild anterior closure gap
compared with vocal atrophy with a huge closure gap, there
could be different degrees of hoarseness in the same group. We
assumed that the less severe cases in each group may not show
the typical pathological vibration pattern. Further studies are
needed to validate our hypothesis.

Four human specialists required 40-80 minutes to identify 148
voice samples of the test set; however, our model only required
30 seconds to perform the same task. The processing time of
our model is quite promising in terms of the development of
future screening tools.

Comparison With Prior Work
Most previous studies have used sustained vowel sounds for
pathological voice detection [5,7,8]. However, other studies
have used continuous speech samples for analyses [6]. CNNs
extract features automatically from the spectrogram of voice
recordings for dysphonia diagnosis, and a larger amount of
training data yields better results [32]. Therefore, the CNN used
here may have extracted more features from these entire voice
samples, thereby achieving better training results with our
model.

In this study, we used our voice database for the deep learning
approach. The most widely used voice disorder database is the

Massachusetts Eye & Ear Infirmary (MEEI) Voice Disorders
Database (commercially available from KayPENTAX Inc.).
The MEEI voice samples (53 normal and 662 pathological
voices) are composed of the vowel /ah/ (53 normal and 657
pathological voices) and the utterance of a sentence (“When the
sunlight strikes raindrops in the air, they act as a prism and form
a rainbow”) [33]. However, the voice recordings in the MEEI
database were recorded at various sampling rates (10, 25, and
50 kHz), and normal and pathological voice recordings were
recorded in 2 different environments [32]. Therefore, it was not
clear whether artificial intelligence was classifying voice
features or environments when trained using the MEEI samples.

The other widely used voice disorder database is the
Saarbruecken Voice Database, which contains voice recordings
from more than 2000 individuals. Each participant file contains
recordings of sustained vowel sounds of /a/, /i/, and /u/ in low,
neutral, high, and low–high–low pitches, as well as a continuous
speech sentence (“Guten Morgen, wie geht as Ihnen?”). All
these samples were recorded at 50-kHz sampling rates and 16-bit
resolution [32]. The Saarbruecken Voice Database is considered
to be superior to the MEEI database because it uses the same
recording environment and the same sampling rates. However,
it contains 71 different dysphonia pathologies and many patients
recorded in this database had multiple disorders. Therefore, it
is difficult to achieve denotation before machine learning.

Our database has several advantages. First, all voice data were
from patients visiting our clinics who had detailed chart
documents that were carefully reviewed by 2 experienced
laryngologists (H-CH and S-YC). Therefore, the quality of the
primary data was better than that of the primary data of other
studies during which voice data were retrieved from a public
database. Second, all voice data were recorded using 44.1-kHz
sampling rates and 16-bit resolution, which comprise the
standard audio CD format. This widely used format could
increase the usability of this data set. Third, we focused on 4
vocal fold diseases that were chosen by experienced
laryngologists based on the cause of hoarseness, clinical
significance, and prevalence of the disease.

In terms of the cause of hoarseness, adductor spasmodic
dysphonia is a focal laryngeal dystonia characterized by irregular
and uncontrolled voice breaks that interrupt normal speech [34].
However, organic vocal fold lesions, unilateral vocal paralysis,
and vocal atrophy could induce a breathy sound with a different
diplophonia pattern [10]. The voice pattern of adductor
spasmodic dysphonia is quite different from that of the other
pathologies included in this study, and classic cases of adductor
spasmodic dysphonia could be diagnosed based on voice alone
by experienced laryngologists. The accuracy rates of adductor
spasmodic dysphonia among laryngologists using the
5-classification condition were 100% and 83% during this study.
Therefore, we anticipated that the sensitivity and specificity for
diagnosing adductor spasmodic dysphonia could be higher than
those of other categories. However, during the first attempt at
CNN training, the accuracy of adductor spasmodic dysphonia
identification was poor (data not shown). When we attempted
to splice the original voice file into 1-second clips while training
the model, we found that the voice break in adductor spasmodic
dysphonia did not always emerge within every 1-second period.
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After prolonging the duration of the voice clips in the training
model, the results improved substantially. This also emphasized
that the domain knowledge could significantly influence the
training results by tuning the training model according to real
clinical conditions.

According to a meta-analysis, in terms of clinical significance,
patients with neurologic voice disorders have more challenges
than patients with inflammatory or traumatic laryngeal diseases
[1]. Specifically, adductor spasmodic dysphonia showed the
worst Voice Handicap Index (VHI) score, followed by unilateral
vocal paralysis [1]. This result was compatible with our clinical
observation that adductor spasmodic dysphonia could markedly
interfere with communication and socialization during the daily
lives of patients. Although adductor spasmodic dysphonia is a
rare disease with a prevalence of 14 out of 100,000 [35], it is
worthwhile to offer a model for rapid screening because the
symptoms can be treated easily and effectively by regular
intralaryngeal botulinum toxin type A injections or surgery [35].

According to VHI scores, unilateral vocal paralysis could also
induce a severe voice handicap [1]. The most common cause
of unilateral vocal paralysis is an idiopathic or postviral
infection, which accounts for 67% of cases [36]. However, 6%
of patients have underlying malignancies that invade the
recurrent laryngeal nerve or vagus nerve [36]. Computed
tomography of the skull base, neck, and chest is often
recommended during the search for a potential cause of the
voice disorder [37]. Thyroid disease, including benign nodules,
thyroid malignancy, thyroiditis, hyperthyroidism, and
hypothyroidism, may also result in vocal fold paresis [38].
Heman-Ackah et al [38] reported that 47.4% of patients with
unilateral vocal paralysis are diagnosed with concurrent thyroid
disease. Therefore, it is important to determine an early
diagnosis of unilateral vocal paralysis to investigate the
existence of underlying disease.

Organic vocal fold lesions comprise benign lesions, such as
nodules, polyps, cysts, polypoid vocal folds, precancerous
leukoplakia, and malignant lesions [39,40]. The cause of
hoarseness with benign and malignant vocal fold lesions
involves changes in the laryngeal mucosa and mass effects
[10,40]. To date, it has been difficult to differentiate organic
vocal fold lesions further by voice alone because they involve
various pathologies. However, it is worthwhile to inform patients
about the possibility of organic vocal fold lesions and to advise
them to undergo further investigations. Early stage malignant
lesions and benign lesions could be treated with office-based
surgery, which is safer and relatively inexpensive compared
with surgery in the operating room [29,41,42]

The most common cause of vocal atrophy is aging. Aging may
result in atrophic musculature and a thinner lamina propria of

the vocal fold [43]. However, vocal atrophy can also occur in
a relatively young population [28]. It may result from a
congenital anomaly or prolonged laryngopharyngeal reflux [44].
The symptoms associated with vocal atrophy are relatively
subtle compared with those of other vocal fold diseases [45].
The concern about significant underlying diseases is also
reduced with vocal atrophy. However, vocal atrophy is the most
common vocal fold pathology among patients older than 65
years [3]. With the aging of the population, vocal atrophy may
become a significant geriatric issue in the future.

Limitations
Our study had some drawbacks. First, all the voice files were
recorded in the studio with a silent environment, with sensitive
audio-recording technology, and using a certain format. Further
studies are needed to validate this approach in different
recording environments. Second, all the voice data in this study
are from Mandarin speakers. Further studies are needed to
compare the results of speakers of different languages. Third,
the voice sample numbers of each class were unequal because
of the different disease prevalence. We have applied several
data augmentation methods to ameliorate the influence of these
unequal data. Fraile et al [46] showed that laryngeal pathology
detection using voice records based on MFCC and prior
differentiation by sex can significantly improve the performance.
Fang et al [47] also showed that a deep neural network
combining supervectors with medical records could improve
pathological voice classifications. Therefore, in the future, we
will combine demographic data with voice records to improve
our model.

Conclusions
We demonstrated that voice alone could be used for common
vocal fold disease recognition using a deep learning application
after training with our Mandarin pathological voice database.
Specifically, adductor spasmodic dysphonia, organic vocal fold
lesions, unilateral vocal paralysis, and vocal atrophy could be
recognized, which could increase the potential of this approach
to be more beneficial than simply distinguishing a pathological
voice from a normal voice. This approach shows clinical
potential for use during general screening of different vocal fold
diseases based on voice and could be included in quick
evaluations during general health examinations. It could also
be used for telemedicine in remote regions that lack
laryngoscopy services in primary care units. Overall, it could
support physicians during prescreening of cases by allowing
for invasive examinations to be performed only for cases
involving problems with automatic recognition or listening and
for professional analyses of other clinical examination results
that reveal doubts about the presence of pathologies.
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CNNs: convoluted neural networks
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MEEI: Massachusetts Eye & Ear Infirmary
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Abstract

Background: As a daily point measurement, basal body temperature (BBT) might not be able to capture the temperature shift
in the menstrual cycle because a single temperature measurement is present on the sliding scale of the circadian rhythm. Wrist
skin temperature measured continuously during sleep has the potential to overcome this limitation.

Objective: This study compares the diagnostic accuracy of these two temperatures for detecting ovulation and to investigate
the correlation and agreement between these two temperatures in describing thermal changes in menstrual cycles.

Methods: This prospective study included 193 cycles (170 ovulatory and 23 anovulatory) collected from 57 healthy women.
Participants wore a wearable device (Ava Fertility Tracker bracelet 2.0) that continuously measured the wrist skin temperature
during sleep. Daily BBT was measured orally and immediately upon waking up using a computerized fertility tracker with a
digital thermometer (Lady-Comp). An at-home luteinizing hormone test was used as the reference standard for ovulation. The
diagnostic accuracy of using at least one temperature shift detected by the two temperatures in detecting ovulation was evaluated.
For ovulatory cycles, repeated measures correlation was used to examine the correlation between the two temperatures, and mixed
effect models were used to determine the agreement between the two temperature curves at different menstrual phases.

Results: Wrist skin temperature was more sensitive than BBT (sensitivity 0.62 vs 0.23; P<.001) and had a higher true-positive
rate (54.9% vs 20.2%) for detecting ovulation; however, it also had a higher false-positive rate (8.8% vs 3.6%), resulting in lower
specificity (0.26 vs 0.70; P=.002). The probability that ovulation occurred when at least one temperature shift was detected was
86.2% for wrist skin temperature and 84.8% for BBT. Both temperatures had low negative predictive values (8.8% for wrist skin
temperature and 10.9% for BBT). Significant positive correlation between the two temperatures was only found in the follicular
phase (rmcorr correlation coefficient=0.294; P=.001). Both temperatures increased during the postovulatory phase with a greater
increase in the wrist skin temperature (range of increase: 0.50 °C vs 0.20 °C). During the menstrual phase, the wrist skin temperature
exhibited a greater and more rapid decrease (from 36.13 °C to 35.80 °C) than BBT (from 36.31 °C to 36.27 °C). During the
preovulatory phase, there were minimal changes in both temperatures and small variations in the estimated daily difference
between the two temperatures, indicating an agreement between the two curves.

Conclusions: For women interested in maximizing the chances of pregnancy, wrist skin temperature continuously measured
during sleep is more sensitive than BBT for detecting ovulation. The difference in the diagnostic accuracy of these methods was
likely attributed to the greater temperature increase in the postovulatory phase and greater temperature decrease during the
menstrual phase for the wrist skin temperatures.
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Introduction

Background
Basal body temperature (BBT) is the lowest body temperature
in the circadian rhythm. Monitoring BBT is one of the simplest
and least invasive methods for determining the occurrence of
ovulation and estimating its timing during the menstrual cycle
[1]. In most women, BBT reaches its lowest point in each cycle
just before ovulation and increases in the luteal phase because
of the thermogenic properties of progesterone [2]. This
physiological change is known as a temperature shift that
presents as a biphasic pattern on the BBT curve [3].

Oral temperature taken immediately upon waking is widely
used for measuring BBT by women who are interested in
tracking their menstrual cycles or women who are trying to
conceive because it is easy to use and noninvasive [4]. As a
daily point measurement, BBT curves are sensitive to missing
values and the time of measurement; a temperature shift may
go undetected because a rise in body temperature may not have
occurred yet at the time of the measurement [5]. In addition,
lifestyle factors may strongly influence the reliability of this
method [6]. A number of devices offering continuous
temperature measurements at different body sites have been
developed over the past decade [7-13]. In our previous studies,
we have shown that continuously measured wrist skin
temperature during sleep also presented a biphasic pattern in
menstrual cycles, with 82% of the observed cycles having a
sustained 3-day temperature shift [9,12].

Objectives
The primary objective of this study is to determine whether
continuously measured wrist skin temperature during sleep was
more accurate in detecting ovulation than BBT measured by
oral temperature, using luteinizing hormone (LH) tests as the
standard reference. The secondary objective is to investigate
the correlation and agreement between these two temperatures
in describing thermal changes in menstrual cycles.

Methods

Study Design and Participants
This prospective comparative diagnostic accuracy study was
conducted from February to August 2019. The study was
conducted in accordance with the Declaration of Helsinki and
was approved by the Cantonal Ethics Committee of Zurich,
Switzerland (BASEC-Nr 2016-02241). All participants provided
written informed consent before any study procedures were
performed.

A convenience sample of participants was recruited through
social media advertisements and networks from January to
February 2019. At the time of enrollment, the research staff
assessed the eligibility of potential participants using a screening

questionnaire. This assessment was conducted at the Department
of Reproductive Endocrinology, University Hospital of Zurich.
Healthy women who met the following criteria were considered
eligible: aged 18-45 years, not currently on hormonal therapy,
willing to comply with the study protocol for up to six cycles,
not planning pregnancy within the following 6 months, and
currently living in Switzerland. Women were excluded if they
had problems wearing the bracelet, had difficulty understanding
the study procedures, had any health-related issues potentially
affecting their menstrual cycles, were taking any medication or
other substances that could affect the menstrual cycles or any
physiological parameters being studied, were working night
shifts or frequently traveling between different time zones, had
a sleeping disorder or slept less than 4 hours per night, or were
actively breastfeeding. Eligibility criteria had no restrictions on
the regularity or length of menstrual cycle.

Information on age, body weight, body height, race, and time
since stopping hormonal contraception was collected after

receiving informed consent. BMI was calculated as kg/m2.
During the study period, participants measured continuous wrist
skin temperature using the Ava Fertility Tracker, BBT using
the Lady-Comp, and a home-based urine LH test using the
ClearBlue Digital Ovulation Test (Swiss Precision Diagnostics
GmbH). Participants received all the study materials, including
detailed guidelines and study devices. The research staff
provided participants with instructions on using the study
devices and steps to be completed during the study. Contact
details of the research staff and technical support staff for the
Ava Fertility Tracker are provided. Participants were instructed
to start all study measurements from the first day of enrollment,
independent of their menstrual cycle day. This was done to
enhance compliance and ensure that any issues were promptly
resolved before the commencement of the next cycle.

Continuous Wrist Skin Temperature and BBT
Measurement
Participants wore the Ava Fertility Tracker bracelet (version
2.0, Ava AG) on the dorsal side of their wrist (always of the
same arm) each night while sleeping. The bracelet measures
four physiological parameters simultaneously: wrist skin
temperature, heart rate, heart rate variability, and breathing rate.
The latter three parameters were not of interest to this study and
thus were not included. At least 4 hours of relatively
uninterrupted sleep each night is required for the physiological
parameters to stabilize according to the manufacturer’s
packaging. The bracelet automatically saves physiological
information every 10 seconds throughout the night. For this
study, the first 90 minutes and the last 30 minutes of each night’s
data were excluded to avoid disturbances of the falling asleep
and waking up phases. Temperature data were smoothed using
locally weighted scatterplot smoothing. The 99th percentile
(stable maxima) was chosen out of several percentiles (10th,
50th, and 90th percentiles) as the daily wrist skin temperature
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in the final analyses [12]. During the initial interview,
participants were shown how to synchronize the device with
the complementary Ava app on their smartphones and were
instructed to synchronize their data each morning after waking
up. During synchronization, the anonymized device data were
transferred to the server. After completion of the study, the
research staff retrieved the wrist skin temperature data obtained
during the study period from the server for the final analysis.

BBT was measured by Lady-Comp (Valley Electronics AG),
which is a computerized fertility tracking device with a digital
thermometer. The device includes a display panel that provides
immediate temperature readings to its user. The participants
measured their oral temperature using the device each morning
immediately after waking up, before getting out of bed, and
before starting any activity such as drinking water. BBT data
were retrieved by connecting the device to a computer. For each
participant, a file containing the BBT data obtained during the
study period was downloaded from the manufacturer’s website.
After completing the study, participants either retrieved the data
and sent them to the research staff or they sent the device to the
research staff, who retrieved the data. The device was returned
to the participants after the data retrieval.

Participants recorded the first day of menstrual bleeding on both
the Ava app and Lady-Comp. The first day of bleeding was
defined as the first day of the cycle. In case of discrepancies,
the date on the Ava app was used.

LH Test
Participants performed a home-based urine LH test using the
ClearBlue Digital Ovulation Test [14] for each cycle according
to the manufacturer’s instructions. Home-based LH tests are
widely used to detect ovulation and determine the fertile window
[1,15]. For this study, the test was performed on prespecified
days of the participant’s menstrual cycle. The starting day was
calculated by identifying a participant’s average number of
cycle days and then subtracting it by 17 days. After the initial
test, the participant continued doing the LH test daily until a
positive result, which was shown as a stable smiling face symbol
on the device, or until the next menstruation. A positive result
indicates an LH surge, which typically occurs 1 day before
ovulation [13]. Participants reported the LH test results in the
dedicated field of their Ava app. The day following the LH
surge was defined as the day of ovulation. A cycle with a
positive LH test was considered as an ovulatory cycle, and one
with only negative LH tests was considered an anovulatory
cycle. The LH test served as the reference standard for
evaluating the diagnostic accuracy of the two temperatures.

Statistical Analyses
This study was a subanalysis of a prospective diagnostic
accuracy study that compared the 2 fertility tracking devices
with the LH test. The hypothesis of the main study was that the
Ava Fertility Tracker bracelet was equivalent to the Lady-Comp
and LH tests in determining the ovulation day. The final analyses
in the main study were restricted to ovulatory cycles. Assuming
a clinically meaningful margin of ±2 days, SD of 3 days, a mean
difference of 0, an intraclass correlation coefficient of 0.147,
and three cycles per woman, 39 cycles from 13 women were

required with 90% power and a one-sided α of .025. Assuming
a 20% loss to follow-up and up to 50% of the cycles were
excluded because of being anovulatory or missing data, a total
of 58 women were planned for this study. This subanalysis study
only used the temperatures collected by the 2 devices as index
tests. All ovulatory and anovulatory cycles, except those affected
by missing data, were included in this subanalysis study.

A simplified diagram presented the numbers of screened,
eligible, consented, compliant, withdrawing, and lost to
follow-up participants. Cycles with missing LH test results or
≥30% missing temperature measurements of either device were
excluded from the final analysis. The baseline characteristics
of the participants and their cycles were summarized using
descriptive statistics. Continuous parameters were summarized
as mean (SD), and categorical parameters were summarized as
frequency (%). A temperature shift occurred if three temperature
measurements were 0.2 °C above the highest value of the
previous six measurements or of the previous five out of six
measurements in case of missing values [1]. On the basis of this
definition, multiple temperature shifts could be detected within
a cycle. To avoid including variations in temperatures because
of reasons other than the menstrual rhythm, such as sickness,
we analyzed only those temperature shifts occurring during the
last 14 days of a cycle. The total number of temperature shifts
per cycle, the percentage of cycles showing at least one
temperature shift, and the first day of the temperature shift
relative to the day of ovulation were recorded. The diagnostic
accuracy of using at least one temperature shift on the two
temperature curves for detecting ovulation was evaluated using
the LH test as the reference standard. Diagnostic accuracy
measures included sensitivity, specificity, and predictive values,
considering the nested design of the study.

The analyses of correlation and agreement between the two
temperatures were performed only for ovulatory cycles because
the ovulation day was required to separate the menstrual phases.
Correlations between mean wrist skin temperature and mean
BBT at the follicular and luteal phases were examined using
repeated measures correlation (R package rmcorr). The rmcorr
correlation coefficient (rrm) determines the common
intraindividual association for paired measurements assessed
on two or more occasions for multiple individuals [16]. Linear
mixed effects models with random intercepts and random slopes
were used to examine the agreement between the curves of the
wrist skin temperatures and BBT. In these analyses, daily
temperature measurements were nested within cycles, and the
cycles were nested within the participants. Linear mixed effects
models allow the modeling of repeated measurements, further
accounting for correlated intraindividual and intracycle
observations [12]. Daily temperature measurements were
estimated from the models. The temperature curves at the cycle
level were smoothed using locally weighted scatterplot
smoothing. As curve patterns changed within a cycle, the
agreement between curves was examined in three separate
phases: (1) the menstrual phase referred to the period from day
1 to day 5 of a menstrual cycle; (2) the preovulatory phase
referred to the period starting 10 days before ovulation and
lasting through the day of ovulation; and (3) the postovulatory
phase referred to the period starting 1 day after ovulation to 10
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days after ovulation. A temperature curve was considered
biphasic if at least one temperature shift was present. A curve
was monophasic if a temperature shift was absent.

All statistical analyses were performed using the R software
(version 3.6.0). All hypotheses were two-tailed. Statistical
significance was set at P<.05.

Results

Participants and Cycles
In total, 266 cycles were collected from 63 women (Figure 1).
The final analysis included 193 cycles of 57 women. A total of

88.1% (170/193) of cycles from 55 women were ovulatory
(cycles with positive LH test), and 11.9% (23/193) from 18
women were anovulatory (cycles with only negative LH test).
Table 1 presents the characteristics of the participants and their
cycles. In total, 9% (2/23) anovulatory cycles were less than 24
days, and 13% (3/23) were more than 35 days. No ovulatory
cycles were less than 24 days, but 4.1% (7/170) were more than
35 days. Most of the ovulatory cycles (146/170, 85.9%) had a
luteal phase length between 11 days and 17 days and only 13.5%
(23/170) were ≤10 days.

Figure 1. Study flowchart. BBT: basal body temperature; LH: luteinizing hormone.
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Table 1. Characteristics of the participants and their cycles.

ResultsCharacteristics

Participant level (n=57)

26.7 (4.2)Age (years), mean (SD)

18-35Age (years), min-max

Age groups (years), n (%)

5 (9)18-20

19 (33)21-25

23 (40)26-30

10 (18)31-35

166.5 (6.0)Height (cm), mean (SD)

62.4 (9.9)Weight (kg), mean (SD)

22.5 (3.6)BMI (kg/m2), mean (SD)

Race, n (%)

43 (75)White

3 (5)Asian

11 (19)Others

Time since stopping hormonal contraception (month), n (%)

4 (7)≥3

4 (7)4-6

2 (4)7-9

16 (28)10-12

17 (30)>12

14 (25)No answer

3.5 (1.0)Number of cycles per woman, mean (SD)

1 (2)Women with 6 cycles, n (%)

9 (16)Women with 5 cycles, n (%)

17 (30)Women with 4 cycles, n (%)

23 (40)Women with 3 cycles, n (%)

5 (9)Women with 2 cycles, n (%)

2 (4)Women with 1 cycle, n (%)

Cycle level (n=193)

29.5 (4.5)Cycle length (days), mean (SD)

21-60Cycle length (days), min-max

23 (11.9)Anovulatory cycles, n (%)

21-57Cycle length (days), min-max

170 (88.1)Ovulatory cycles, n (%)

24-60Cycle length (days), min-max

12.2 (1.9)Luteal length (days), mean (SD)

3-20Luteal length, min-max

Temperature Shifts and Diagnostic Accuracy
For ovulatory cycles, the percentage of cycles with at least one
temperature shift was significantly higher on the wrist skin

temperature curves than that on the BBT curves (106/170, 62.4%
vs 39/170, 22.9%; P<.001); however, the temperature shift
occurred almost 2 days earlier on the BBT curves than on the
wrist skin temperature curves (P<.001; Table 2). For anovulatory
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cycles, the percentage of cycles with at least one temperature
shift was also significantly higher on the wrist skin temperature
than on the BBT curves (17/23, 74% vs 7/23, 30%; P=.004).

Using the LH test as the reference standard for ovulation, the
wrist skin temperature was more sensitive than the BBT
(sensitivity 0.62 vs 0.23; P<.001) with a higher true-positive
rate (106/193, 54.9% vs 39/193, 20.2%); however, it also had
a higher false-positive rate (17/193, 8.8% vs 7/193, 3.6%), which
resulted in a lower specificity (0.26 vs 0.70; P=.002; Table 2).

The positive predictive value was slightly higher for the wrist
skin temperature. For a temperature shift detected on a wrist
skin temperature curve, there was an 86.2% probability of
ovulation. On the BBT curve, this probability was 84.8%. The
negative predictive value was low for both temperatures (P=.39).
If no temperature shift was shown on a wrist skin temperature
curve, there was only an 8.6% probability that this had been an
anovulatory cycle. This probability on a BBT curve was slightly
higher (10.9%), but the difference was not statistically
significant (P=.74).

Table 2. Temperature shifts and diagnostic accuracy for wrist skin temperature and basal body temperature.

Basal body temperatureWrist skin temperatureVariables

Ovulatory cycles

47240Total number of temperature shifts detected, n

39 (22.9)a106 (62.4)aCycles with ≥1 temperature shift, n (%)

31 (79)c40 (37.7)bWith 1 temperature shift

8 (21)c31 (29.2)bWith 2 temperature shifts

0 (0)15 (14.2)bWith 3 temperature shifts

0 (0)20 (18.9)bWith >3 temperature shifts

2.69 (1.89)4.4 (2.75)The first day of temperature shift relative to ovulation day, mean (SD)

Anovulatory cycles

939Total number of temperature shifts detected, n

7 (30)d17 (74)dCycles with ≥1 temperature shift, n (%)

5 (71)f5 (29)eWith 1 temperature shift

2 (29)f4 (24)eWith 2 temperature shifts

0 (0)6 (35)eWith 3 temperature shifts

0 (0)2 (12)eWith 4 temperature shifts

Diagnostic accuracy (urine luteinizing hormone tests as standard reference; N=193 )

39 (20.2)106 (54.9)True positives, n (%)

16 (8.3)6 (3.1)True negatives, n (%)

7 (3.6)17 (8.8)False positives, n (%)

131 (67.9)64 (33.2)False negatives, n (%)

0.23 (0.17-0.30)g0.62 (0.55-0.70)Sensitivity (95% CI)

0.70 (0.47-0.87)g0.26 (0.10-0.48)Specificity (95% CI)

0.11 (0.06-0.17)g0.09 (0.03-0.18)Negative predictive value (95% CI)

0.85 (0.71-0.94)g0.86 (0.79-0.92)Positive predictive value (95% CI)

aN=170.
bN=106.
cN=39.
dN=23.
eN=17.
fN=7.
gP values comparing wrist skin temperature and basal body temperature: P<.001 for sensitivity; P=.002 for specificity; P=.39 for negative predictive
value; and P=.74 for positive predictive value.
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Correlation of the Two Temperatures
Both temperatures differed between the follicular and luteal
phases, with the latter having higher temperatures (Table 3).

Throughout the menstrual cycle, the wrist skin temperature was
generally lower than BBT. The mean between-phase temperature
change was 11% higher for the wrist skin temperature than for
the BBT.

Table 3. Mean follicular and luteal phase temperatures for wrist skin temperature and basal body temperature.

Basal body temperature (°C), mean (SD)Wrist skin temperature (°C), mean (SD)Phases

36.25 (0.16)35.78 (0.34)Follicular phase

36.51 (0.16)36.07 (0.35)Luteal phase

0.26 (0.1)0.29 (0.21)Between-phase temperature change

Figure 2 shows the repeated measures correlation plot for the
means of the two temperatures. Each dot represents the mean
of the two temperatures in one menstrual cycle of a woman.
Observations from the same woman are given the same color,
with corresponding lines showing the repeated measures
correlation fit for each woman. Positive correlations were found
only in the follicular phase (rrm=0.294; 95% CI 0.117-0.454;

P=.001). This correlation showed a minimal interindividual
variation, which was reflected by the mostly parallel lines. In
the luteal phase, no correlation was found between the two
temperatures (rrm=0.124; 95% CI −0.061 to 0.301; P=.19). We
found positive correlations for between-phase temperature
changes measured at the two temperatures (rrm=0.258; 95% CI
0.078-0.422; P=.005).

Figure 2. Repeated measures correlation (rmcorr) plots of mean wrist skin temperature and basal body temperature. A: correlation in the follicular
phase; B: correlation in the luteal phase; C: correlation of between-phase temperature changes between the two temperatures.

Agreement of Temperature Curves
The agreement of temperature curves was analyzed for ovulatory
cycles. Figure 3 shows the smoothed curves of wrist skin
temperatures and BBT during the postovulatory, menstrual, and
preovulatory phases. There was no overlap between the two
curves, and the agreement differed by phase. Changes in the
two temperatures were not observed during the postovulatory
and menstrual phases. Both temperature values increased during
the postovulatory phase with a greater and more continuous
increase in the wrist skin temperature (range of increase 0.50
°C vs 0.20 °C). The estimated daily difference between the two
temperatures was the greatest on day 2 (0.64 °C) and the

smallest on day 10 after ovulation (0.32 °C), with a mean of
0.49 °C (P<.001). During the menstrual phase, the wrist skin
temperature exhibited a more substantial decrease (from 36.13
°C to 35.80 °C, range of decrease: 0.33 °C) than BBT (from
36.31 °C to 36.27 °C; range of decrease: 0.04 °C). The estimated
daily difference between the two temperatures ranged from 0.18
°C on day 1 to 0.46 °C on day 5, with a mean difference of 0.32
°C (P<.001). During the preovulatory phase, there were minimal
changes in both the wrist skin temperature (range: 0.09 °C) and
BBT (range: 0.07 °C) and a small variation in the estimated
daily difference between the two temperature values, indicating
an agreement between the two curves. The mean daily difference
between the two temperatures was 0.53 °C (P<.001).
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Figure 3. Smoothed temperature curves according to phases. A: postovulatory phase; B: menstrual phase; C: preovulatory phase. Solid and dotted lines
represent wrist skin temperature and 95% CIs, respectively; dashed and dotted lines represent basal body temperature and 95% CIs, respectively.

Figure 4 shows the agreement based on the curve patterns. A
significant overlap of the two curves was found when the BBT
curve was biphasic and the wrist skin temperature curve was
monophasic. However, the wide CIs could be the result of the
small number of cycles in this category (n=12). The agreement
between the two curves, particularly during the postovulatory
phase, was highest when both curves were monophasic (n=52),
with estimated daily differences between the two temperatures
ranging from 0.34 °C to 0.57 °C. The most prominent

disagreement during the postovulatory phase was observed
when the wrist skin temperature curve was biphasic and the
BBT curve monophasic (n=79), with daily differences between
the two temperatures ranging from 0.32 °C to 0.74 °C. Even
when both curves were biphasic (n=27), the disagreement could
still be observed during the early postovulatory phase, with the
largest difference between the two temperatures on day 2 after
ovulation (0.67 °C). The two curves overlapped during the late
postovulatory phase.

Figure 4. Smoothed temperature curves according to phases and patterns. Solid and dotted lines represent wrist skin temperature and 95% CIs,
respectively; dashed and dotted lines represent basal body temperature and 95% CIs, respectively. BBT: basal body temperature; WST: wrist skin
temperature.
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Discussion

Principal Findings
Continuously measured wrist skin temperature had a higher
sensitivity and lower specificity for detecting ovulation than
BBT measured orally. The two temperatures were significantly
correlated in the follicular phase but not in the luteal phase,
indicating that changes in the 2 temperatures were not coupled
in the luteal phase. The wrist skin temperature curve showed a
greater increase during the postovulatory phase and a greater
decrease in the menstrual phase than the BBT curve. The
disagreement between the temperature curves was most
prominent when the BBT curve was monophasic and the wrist
skin temperature curve was biphasic. Our results suggest that
the continuously measured wrist skin temperature is more
sensitive than BBT to detect ovulation and determine the fertile
window.

This study is the first to compare the wrist skin temperature and
BBT in detecting ovulation. As skin tissues are not close to
major blood vessels but exposed to the environment and heat
transfer from the core to surface tissue is not instantaneous, the
skin temperature is generally lower than BBT but not by a fixed
amount [17]. Previous studies have explored how continuously
measured temperatures at various body sites change across
different menstrual phases. The study by Maijala et al [10]
showed that both finger skin temperature measured nocturnally
and oral temperature measured upon waking up differed between
the luteal and follicular phases. The average between-phase
temperature change was 0.07°C higher for the finger skin
temperature, and this difference was statistically significant
[10]. The intestinal core temperature showed changes in the
circadian rhythm over the menstrual cycle, with a higher daily
mean temperature during the luteal phase than during the
follicular phase, and the daily minimum temperature was at its
lowest value before the LH peak [14]. Regidor et al [11] reported
an accuracy of 88.8% in predicting a window of 3 days before
ovulation, the day of ovulation, and 3 days after ovulation with
a device that continuously measured the vaginal temperature
throughout the menstrual cycle. Details about the device or the
methods used to evaluate the temperature curves were not
provided in their paper. Findings from our previous research
confirmed that wrist skin temperature could detect menstrual
phase–related temperature changes, and these changes were
robust to common confounding factors known to affect BBT
such as sexual activity, food intake, and alcohol consumption
[9,12].

One particularly encouraging finding of this study is the higher
sensitivity of the continuous wrist skin temperature than oral
BBT, which indicates that continuous rather than point
measurement may be more useful for pregnancy planning.
Moreover, the nightly data of wrist skin temperature were
handled in a more sophisticated mathematical way, allowing it
to be more sensitive in detecting temperature shift in a menstrual
cycle. Its lower specificity may reflect a similar trade-off
between the sensitivity and specificity of any diagnostic test.
One compelling argument is that specificity is more relevant
for avoiding an unplanned pregnancy, as the test should have

both a high true negative rate and a high negative predictive
value. Although we can conclude that wrist skin temperature is
more sensitive than BBT for maximizing the chances of
pregnancy, neither temperature should be used as a standalone
method to avoid an unplanned pregnancy given their low
negative predictive values.

The difference in diagnostic accuracy between the two
temperatures can be explained by the different thermal changes
revealed by the two temperature curves. In particular, compared
with BBT, the wrist skin temperature exhibited a greater
magnitude of increase during the postovulatory phase. This
allows the wrist skin temperature to be more sensitive in
detecting the temperature shift. In addition, the wrist skin
temperature increased in a steeper and more continuous manner.
This explains why it detected more temperature shifts than BBT.
Few studies have compared the two temperature curves [4,13].
Krauchi et al [4] reported a similar pattern of temperature
changes in a menstrual cycle between BBT and skin
temperature. In contrast, Wark et al [13] reported poor
agreement between BBT and the mean upper arm skin
temperature measured at 10-, 30-, 60-, 90-, and 120-minute
intervals before waking.

The different modes of measurement and the different circadian
rhythms of wrist skin and oral temperature, which are more
pronounced during sleep [18-20], might explain the
disagreement between the two temperatures. The oral
temperature decreases continuously during sleep, with the lowest
value occurring at approximately 5 AM, and then rises sharply
after waking up [21]. Point measurements such as BBT are
susceptible to variations in waking times and compliance
because a single measurement is located on the sliding scale of
the circadian rhythm. During the preovulatory period, the
amplitude of the circadian rhythm reaches the highest value
[14], which might further limit the ability of BBT to identify a
temperature shift. In contrast, the circadian rhythm of wrist skin
temperature features a sharp increase before lights off, a plateau
at a higher temperature during sleep, and then a sharp drop
immediately after rising [18,20]. Sleep propensity is
accompanied by an increased skin blood flow and less
cold-induced vasoconstriction, particularly in the distal skin
areas that are most strongly involved in the regulation of heat
loss because of their richness in arteriovenous anastomoses,
thus increasing the skin temperature [22,23]. Once awake,
cold-induced vasoconstriction is restored, thereby decreasing
the skin temperature. In this study, participants wore a wearable
device that continuously measured the wrist skin temperature
during sleep. As the first 90 and the last 30 minutes of recorded
data were excluded, the nocturnal steady state when the
temperature was maintained at a high level was captured. As a
result, the effect of the circadian rhythm was, to a certain extent,
removed and the temperature changes reflected mostly the
menstrual rhythm. Consequently, this measurement is more
sensitive for detecting temperature shifts during menstrual
cycles.

Limitations
Our study has several limitations. First, factors that could
potentially influence temperature were not evaluated. These
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factors include sexual activity, exercise, food intake, alcohol
consumption, sleep duration and quality, and wake-up time [6].
An examination of the potential influence of these factors on
the curve patterns and their agreement would have been
particularly interesting. Second, because of the relatively small
number of participants, we were unable to conduct subgroup
analyses on the influence of BMI or cycle length on the
difference in diagnostic accuracy between the two temperatures.
Third, 27.4% (73/266) of the collected cycles were excluded
from the final analysis because of missing measurements. The
percentage of cycles with ≥30% missing wrist skin temperature
was comparable with that reported in a previous study [12]. It
remains unclear whether compliance would improve under
real-world conditions where users are actively track their
menstrual cycles. Furthermore, the participants in our study
were recruited by nonrandom sampling and consisted of mostly
young White women. Novel digital technology might be

particularly appealing to these participants. Whether our results
are generalizable to other races and real-world conditions
requires further study.

Conclusions
For women interested in maximizing the chances of pregnancy,
the wrist skin temperature continuously measured during sleep
is more sensitive than BBT to detect ovulation. The difference
in the diagnostic accuracy of these two methods was likely
attributed to the greater temperature increase in the
postovulatory phase and a greater decrease during the menstrual
phase for the wrist skin temperature. However, when used as a
standalone method, neither of the temperatures could reliably
avoid unplanned pregnancy, given the low negative predictive
values. Our results underpin the importance of validation studies,
especially against a standard reference test, while developing
wearable devices that measure physiological parameters for
women or clinicians to track menstrual cycles.
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Abstract

Background: The Clock Drawing Test (CDT) has been widely used in clinic for cognitive assessment. Recently, a digital Clock
Drawing Text (dCDT) that is able to capture the entire sequence of clock drawing behaviors was introduced. While a variety of
domain-specific features can be derived from the dCDT, it has not yet been evaluated in a large community-based population
whether the features derived from the dCDT correlate with cognitive function.

Objective: We aimed to investigate the association between dCDT features and cognitive performance across multiple domains.

Methods: Participants from the Framingham Heart Study, a large community-based cohort with longitudinal cognitive surveillance,
who did not have dementia were included. Participants were administered both the dCDT and a standard protocol of
neuropsychological tests that measured a wide range of cognitive functions. A total of 105 features were derived from the dCDT,
and their associations with 18 neuropsychological tests were assessed with linear regression models adjusted for age and sex.
Associations between a composite score from dCDT features were also assessed for associations with each neuropsychological
test and cognitive status (clinically diagnosed mild cognitive impairment compared to normal cognition).

Results: The study included 2062 participants (age: mean 62, SD 13 years, 51.6% women), among whom 36 were diagnosed
with mild cognitive impairment. Each neuropsychological test was associated with an average of 50 dCDT features. The composite
scores derived from dCDT features were significantly associated with both neuropsychological tests and mild cognitive impairment.

Conclusions: The dCDT can potentially be used as a tool for cognitive assessment in large community-based populations.

(J Med Internet Res 2021;23(6):e27407)   doi:10.2196/27407
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Introduction

The Clock Drawing Test (CDT) is a widely used
neuropsychological test to screen cognitive impairment and
dementia because of its ease of administration and clinical
assessment capability [1,2]. The test is typically administered
by specifying a time, for example, ten past eleven, and asking
patients or participants to draw a clock showing that time (the
command condition), followed by asking patients or participants
to copy a predrawn clock image (the copy condition). Both test
conditions require multiple cognitive domains. The command
test condition requires intact attention, auditory comprehension,
semantic memory, executive function, and visuoconstructional
abilities, whereas the copy test condition relies primarily upon
visuospatial, attention, and executive function skills [3-6]. Keen
observation of the process by which drawings are produced is
key to the evaluation of the type and severity of cognitive
impairment [7,8]. Multiple manual scoring systems have been
created to objectively quantify test performance. However, none
of these scoring systems can capture the full breadth of cognitive
skills used in completing the test [3].

Recently, a digital version of the CDT (dCDT) that uses a digital
ballpoint pen and smart paper was developed as an alternative
to the standard clock drawing scoring systems [9,10]. The digital
pen can record its position with a timestamp and has excellent
precision in capturing all graphomotor, spatial, and temporal
information [11-13]; however, the characterization of these
features and their correlations with standard neuropsychological
tests has yet to be examined in a large community-based setting.

The objective of this investigation was to examine the
association between dCDT features and cognitive functions in
the Framingham Heart Study (FHS) cohort. We also investigated
the association between dCDT features and cognitive status
(clinically diagnosed mild cognitive impairment compared to
those with normal cognition).

Methods

Study Sample
The FHS is a community-based prospective cohort study that
was established in 1948. Three generations of participants have

been enrolled. Details about the FHS cohort have been
previously published [14-16]. This study included participants
who completed at least one dCDT and neuropsychological
assessment. Participants with prevalent dementia (n=23) or who
had not been reviewed by the expert panel (n=138) were
excluded. The Boston University Medical Campus Institutional
Review Board approved the study procedures and protocols.
Written informed consent was obtained from all participants.

The dCDT
Since October 2011, FHS participants who have come for their
regular neuropsychological test visit were simultaneously
administered the dCDT using a digital pen. The test was jointly
developed by the Massachusetts Institute of Technology and
the Lahey Hospital and Medical Center with the collaboration
of the Clock Sketch Consortium [9-11,17]. Participants used
the digital pen (Anoto Inc), to draw a clock on smart paper with
a faint dot pattern (Figure 1). The digital pen functions as a
regular ballpoint pen does but also measures the pen’s position
80 times per second at a spatial resolution of 0.002 inches with
a built-in camera [10,11]. Drawings are automatically classified
into different categories, such as numbers, hands, and lines. For
quality control, an external rater can replay and deconstruct
each drawing to ensure appropriate classification. It typically
takes 1 to 2 minutes to classify clocks drawn by healthy or
mildly impaired individuals. Any classification errors can be
corrected by the rater using a user-friendly drag-and-drop
interface. Additional time may be required for classification of
more complex clock images, however, most tasks are completed
within 5 minutes.

More than 100 dCDT features have been derived to measure
the entire drawing process, including capturing all strokes and
their corresponding latencies. These features reflect a range of
cognitive functions related to drawing efficiency, simple motor
operations, information processing speed, and spatial reasoning
(Multimedia Appendix 1, Table S1). The rank-based inverse
normal transformation was later applied to all dCDT features
to reduce the distribution skewness.
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Figure 1. Digital Clock Drawing Test digital pen, smart paper, and docking setup.

Neuropsychological Assessment
A neuropsychological test protocol, measuring multiple
cognitive domains of verbal memory, visual memory, attention
and concentration, executive function, abstract reasoning,
language, and visuoperceptual organization, was administered
to all FHS participants [18]: Wechsler Memory Scale [19]
Logical Memory—Immediate Recall, Delayed Recall, and
Recognition; Visual Reproduction—Immediate Recall, Delayed
Recall, and Recognition; Paired Associate Learning—Immediate
Recall, Delayed Recall, and Recognition; the Wechsler Adult
Intelligence Scale [20] Digit Span—Forward, Backward, and
Similarities; Boston Naming Test—30-item version [21]; Trail
Making Test A and B [22]; Hooper Visual Organization Test
[23]; Verbal Fluency and Verbal Fluency—Animal [24,25]. All
tests were administered by trained raters.

Ascertainment of Mild Cognitive Impairment
In addition to regular research center visits, FHS participants
underwent neuropsychological assessments every 4 to 5 years
[26,27]. For participants with possible cognitive impairment,
regular neuropsychological tests were conducted every 1 to 2
years and neurological exams were performed on a subset of
participants. When potential cognitive impairment decline was
present, a clinical review was conducted by a panel with at least
one neurologist and one neuropsychologist. Mild cognitive
impairment diagnosis was determined by the review panel,
which required that the patient exhibit evidence of a decline in
cognitive performance in one or more cognitive domains, have
no records indicating functional decline, and did not meet
criteria for dementia. Although the Clinical Dementia Rating
scale [28] was not formally applied, the panel used the Clinical
Dementia Rating scoring scale (0-3) to quantify the severity of
impairment; for mild cognitive impairment, a rating of 0.5 was
given.

Statistical Analyses
Linear regression models were used to assess the association
between each dCDT feature and neuropsychological tests. The
models were adjusted for age and sex. Bonferroni correction
was used to adjust for multiple testing, and significant
associations were claimed if P<.05/nt, where nt was the number
of tests performed; therefore, tests were significant if

P<4.8x10–4, with α=.05 and 105 tests. A composite score was
also created for each neuropsychological test based on dCDT
features that were significantly associated with the test. The
score for sample i is defined as

where m is the number of dCDT features significantly associated
with the neuropsychological test, βj is the estimate of effect size
for feature j, and Vij is the normalized dCDT feature j for sample
i. The score represented a weighted combination of all dCDT
features for the neuropsychological test. The associations
between the composite score and each neuropsychological test
were also tested with linear regression models adjusted for age
and sex.

The association between neuropsychological tests and dCDT
composite scores with mild cognitive impairment was assessed
by logistic regression models adjusted for age, sex, and
education. Age was treated as a continuous variable, whereas
sex was treated as a dichotomous variable. Education was treated
as a categorical variable (eg, no high school degree, high school
degree, some college, and college graduate). The difference
between groups was assessed with the Wilcoxon rank-sum test
for continuous variables or the chi-square test for dichotomous
and categorical variables. Bonferroni correction was used to
adjust for multiple tests, and associations were significant if P<

2.8×10–3, given that 18 neuropsychological tests were used. All
statistical analyses were performed using R software (version
4.0.3, The R Project).
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Results

As shown in Table 1, our study sample included 2,062
participants (age: mean 62, SD 13 years; 51.6% women; and

43.4% received college-level education or higher). Among them,
36 participants had been diagnosed with mild cognitive
impairment. As expected, participants with mild cognitive
impairment were generally older and had worse cognitive
performance than those in the normal cognition group.

Table 1. Clinical characterization.

P valueNormal cognition
(n=2026)

Mild cognitive impairment
(n=36)

All (N=2062)Variable

<.00162 (13)79 (7)62 (13)Age (years), mean (SD)

.50Gender, n (%)

1044 (51.5)21 (58.3)1065 (51.6)Women

982 (48.5)15 (41.7)997 (48.4)Men

>.99Education, n (%)

225 (11.1)4 (11.1)229 (11.1)No high school

379 (18.7)7 (19.4)386 (18.7)High school

542 (26.8)9 (25.0)551 (26.7)Some college

880 (43.4)16 (44.4)896 (43.4)College and higher

Neuropsychological test score, mean (SD)

<.00113 (3)10 (3)12 (3)Logical Memory—Immediate Recall

<.00112 (4)8 (3)12 (4)Logical Memory—Delayed Recall

.00210 (1)9 (2)10 (1)Logical Memory—Recognition

<.0018 (3)5 (2)8 (3)Visual Reproduction—Immediate Recall

<.0018 (3)3 (2)8 (3)Visual Reproduction—Delayed Recall

<.0013 (1)2 (1)3 (1)Visual Reproduction—Recognition

<.00115 (3)11 (3)15 (4)Paired Associate Learning—Immediate Recall

<.0019 (1)7 (2)9 (1)Paired Associate Learning—Delayed Recall

<.00110 (2)9 (2)10 (2)Paired Associate Learning—Recognition

<.0017 (1)6 (1)7 (1)Digit Span—Forward

<.0015 (1)4 (1)5 (1)Digit Span—Backward

<.00117 (3)14 (4)17 (3)Similarities

<.00126 (7)23 (6)26 (7)Boston Naming Test—30-item version

<.00132 (17)47 (13)32 (17)Trail Making Test A (seconds)

<.00186 (70)213 (131)88 (73)Trail Making Test B (seconds)

<.00126 (3)22 (3)25 (3)Hooper Visual Organization Test

<.00141 (12)31 (13)41 (12)Verbal Fluency

<.00119 (6)13 (5)19 (6)Verbal Fluency—Animal

A total of 105 distinct dCDT features were derived from each
dCDT drawing. Associations between each individual dCDT
feature and 18 neuropsychological tests assessing different
cognitive functions are shown in Table S1 (Multimedia
Appendix 1). In addition, dCDT features that were significantly
associated different cognitive domains were summarized in
Table S2 (Multimedia Appendix 1). On average, each

neuropsychological test was associated with 50 dCDT features
after adjusting for multiple testing.

The weighted composite scores built from significant dCDT
features for each neuropsychological test were all significantly
associated with their corresponding neuropsychological tests
(Table 2).
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Table 2. Association between digital Clock Drawing Test (dCDT) composite scores and neuropsychological tests.

Bonferroni-corrected

P valuea
Standard errorEffect sizeParticipants, nSignificant dCDT

features, n
Neuropsychological test

7.4×10-240.00610.0625204848Logical Memory—Immediate Recall

8.1×10-220.00590.0571204754Logical Memory—Delayed Recall

4.2×10-150.00860.0681203728Logical Memory—Recognition

3.0×10-450.00410.0592204962Visual Reproduction—Immediate Recall

8.0×10-440.00420.0596204861Visual Reproduction—Delayed Recall

5.3×10-350.00440.0548204369Visual Reproduction—Recognition

5.8×10-200.01040.0966199132Paired Associate Learning—Immediate Recall

5.2×10-210.00640.0612202650Paired Associate Learning—Delayed Recall

5.8×10-80.02870.1561206213Paired Associate Learning—Recognition

8.4×10-170.00920.0773205332Digit Span—Forward

8.0×10-180.00900.0780203235Digit Span—Backward

6.5×10-870.00190.0404204381Trail Making Test A

1.0×10-560.00260.0428199986Trail Making Test B

4.1×10-270.00720.0783203446Similarities

2.5×10-440.00410.0583200766Hooper Visual Organization Test

2.7×10-220.00630.0615206247Boston Naming Test—30-item version

4.0×10-270.00480.0523200766Verbal Fluency

1.2×10-200.00680.0637206231Verbal Fluency—Animal

aAll P values remained significant after Bonferroni correction (P<2.8×10–3).

Eight neuropsychological tests were significantly associated

with mild cognitive impairment (P<2.8×10–3), including Visual
Reproduction—Delayed Recall ,  Visual
Reproduction—Immediate Recall, Visual
Reproduction—Recognition, Paired Associate

Learning—Immediate Recall, Paired Associate
Learning—Delayed Recall, Digit Span—Backward, Trail
Making Test B, and Logical Memory—Delayed Recall (Table
3). All dCDT composite scores were significantly associated

with mild cognitive impairment (P<2.8x10–3).
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Table 3. Association between neuropsychological tests and digital Clock Drawing Test (dCDT) composite scores and mild cognitive impairment.

dCDT composite scoresNeuropsychological testsTest type

P valueStandard errorCoefficient
estimate

P valueaStandard errorCoefficient
estimate

2.0×10–50.0138–0.05906.2×10–30.0459–0.1256Logical Memory—Immediate Recall

2.6×10–50.0124–0.05231.4×10–30.0437–0.1401Logical Memory—Delayed Recall

2.3×10–50.0504–0.21312.1×10–20.1067–0.2469Logical Memory—Recognition

1.8×10–50.0116–0.04981.9×10–50.0712–0.3044Visual Reproduction—Immediate Recall

2.2×10–50.0110–0.04652.6×10–60.0757–0.3558Visual Reproduction—Delayed Recall

4.5×10–50.0333–0.13571.3×10–30.1519–0.4896Visual Reproduction—Recognition

9.2×10–70.0236–0.11573.5×10–40.0542–0.1939Paired Associate Learning—Immediate Recall

6.4×10–60.0349–0.15754.5×10–40.1100–0.3861Paired Associate Learning—Delayed Recall

6.0×10–50.1334–0.53492.0×10–10.0675–0.0860Paired Associate Learning—Recognition

1.6×10–50.0560–0.24175.9×10–20.1549–0.2922Digit Span—Forward

6.1×10–60.0551–0.24936.9×10–40.1858–0.6303Digit Span—Backward

1.0×10–30.00100.00336.6×10–10.00500.0022Trail Making Test A

3.3×10–40.00030.00101.1×10–30.00120.0039Trail Making Test B

1.4×10–50.0154–0.06687.9×10–30.0421–0.1118Similarities

1.2×10–50.0102–0.04491.8×10–20.0435–0.1030Hooper Visual Organization Test

1.8×10–50.0070–0.03002.7×10–10.0212–0.0236Boston Naming Test—30-item version

6.3×10–50.0029–0.01151.4×10–20.0161–0.0396Verbal Fluency

3.1×10–50.0088–0.03661.0×10–20.0283–0.0727Verbal Fluency—Animal

Discussion

Neuropsychological tests have been widely used in the
assessment of cognitive performance. All 18 neuropsychological
tests, for the assessment of multiple cognitive domains, were
significantly associated with an average of 50 dCDT features
(range 13 to 86 features), and dCDT composite scores were
significantly associated with mild cognitive impairment
compared to normal cognition.

The CDT examines a wide range of cognitive abilities [5]. The
command condition requires that an individual first understand
the verbal command, recall all clock related attributes from
semantic memory, understand the visuospatial relationships
between clock features, and execute the command using
necessary mental planning and visuoconstructional abilities.
For the copy condition, successful performance requires that
an individual recognize the visuospatial attributes in the model
to be copied and then marshal the necessary executive abilities
to execute output in an organized fashion. However, the standard
pencil-and-paper CDT for dementia assessment is usually
subjective and time intensive. Given only a limited number of
features can be scored, the standard CDT has relatively inferior
sensitivity and variable specificity for mild or questionable
dementia [2]. On the other hand, the dCDT provides

comprehensive and objective assessment of multiple cognitive
domains with far greater time efficiency [29,30]. It was reported
that the total completion time of dCDT was positively correlated
with cognitive functions, whereas the post–clock face latency
and pre–first-hand latency were negatively associated with the
working memory and processing speed [31]. Our study extended
this work by including more than 100 dCDT features and
assessing their association with 18 different neuropsychological
tests. The composite scores built from dCDT features were
significantly associated (all P<.001) with multiple
neuropsychological tests, such as Trail Making Test A, Trail
Making Test B, Hooper Visual Organization Test, and Visual
Reproduction subtests. Our results suggested that dCDT
composite scores represent better surrogates for their
corresponding neuropsychological tests than individual dCDT
features. The results also underscore the psychometric
characteristics of the dCDT for measuring multiple cognitive
domains, such as attention, executive function, visuoperceptual
organization, and visual memory, findings which are consistent
with those of prior studies [1,5].

A complete neuropsychological test protocol must be
administered by a trained rater and interpreted by a
neuropsychological expert, which takes at least 45 minutes;
therefore, financial and medical resource requirements limit the
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application of a complete neuropsychological test protocol in
general clinics. In contrast, the dCDT is much more convenient,
and the test generally takes less than 2 minutes. It is also worth
noting that some patients with mild cognitive impairment may
show normal performance in some of cognitive domains of
neuropsychological test, demonstrating reduced sensitivity of
these neuropsychological tests in detecting mild cognitive
impairment for some patient groups [32]. As dCDT composite
scores were derived from a combination of multiple features
associated with neuropsychological tests, they have the potential
to identify more subtle cognitive impairment than individual
neuropsychological tests. In an earlier study, Dion et al [31]
analyzed 202 older adults without dementia and found that
participants with mild cognitive impairment tended to take more
time to complete the entire test—more “Think than Ink” (ie,
percentage of time thinking vs percentage of time
drawing)—and drew smaller clock face areas than those drawn
by participants with normal cognition. In another study
consisting of 138 patients with mild cognitive impairment and
amnesia, 106 patients with mild Alzheimer disease, and 137
normal cognition participants; a tablet-based dCDT provided a
slightly higher diagnostic accuracy for patients with mild
cognitive impairment and amnesia than the CERAD
(Consortium to Establish a Registry for Alzheimer's Disease)
total score (81.5% vs 77.5%) [33]. The dCDT features have
also been used to differentiate between other neurological
diseases, such as memory impairment disorders, vascular
cognitive disorders, and Parkinson disease [17].

Several study limitations merit consideration. First, this was a
cross-sectional study, which cannot reveal temporal relationship
between dCDT performance and mild cognitive impairment. It
would be interesting to perform longitudinal analysis to
investigate early cognitive markers of dCDT features that predict
future cognitive decline. Second, only a moderate number of
patients with mild cognitive impairment were included. The
number of patients with dementia was even smaller, and
therefore, patients with dementia were excluded. Third,

neuropsychological tests were used to diagnose mild cognitive
impairment, which possibly caused some circularity and
overestimated diagnostic performance of neuropsychological
tests. On the other hand, neither dCDT features nor derived
composite scores were used for the mild cognitive impairment
diagnosis, which reduced the bias of potential overestimation.
Fourth, due to the increasing exposure to digitalized clock
displays, a recent study found that some participants drew digital
clocks instead of analog clocks required by the test [34]. It is
thus important to continue to explore novel cognitive assessment
strategies to better capture new features from different
neuropsychological tests to avoid potential bias caused by this
new technology trend. Finally, yet importantly, FHS participants
were mostly of European ancestry and English speakers,
therefore, the applicability of these findings to populations of
other race and ethnicity is unknown. Notwithstanding these
limitations, our study had several strengths. We studied the
association between dCDT and a standard epidemiologic
neuropsychological test protocol with community-based FHS
study data. FHS data have been collected consistently with
rigorous quality control and clinical diagnosis by consensus
review. Notably, unlike tablet-based apps, the digital pen used
in our study offers an almost identical user experience as that
of a traditional ballpoint pen; no extra training is needed, which
is particularly important for older adult participants who might
be unfamiliar with new digital technologies. The performance
was thus less likely distorted [10,11].

Associations between dCDT features and standard
neuropsychological test data, as well as composite scores from
dCDT features as an alternative to neuropsychological tests for
the classification of mild cognitive impairment, from more than
2000 participants from a large community-based cohort suggest
the potential of dCDT as a cost-effective and easy-to-administer
tool for general practitioners, with potential for use in
low-resource countries or regions where clinical dementia
expertise is limited.
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Abstract

Background: Patients with multidrug-resistant tuberculosis (MDR-TB) face challenges adhering to medications, given that
treatment is prolonged and has a high rate of adverse effects. The Medication Event Reminder Monitor (MERM) is a digital
pillbox that provides pill-taking reminders and facilitates the remote monitoring of medication adherence.

Objective: This study aims to assess the MERM’s acceptability to patients and health care providers (HCPs) during pilot
implementation in India’s public sector MDR-TB program.

Methods: From October 2017 to September 2018, we conducted qualitative interviews with patients who were undergoing
MDR-TB therapy and were being monitored with the MERM and HCPs in the government program in Chennai and Mumbai.
Interview transcripts were independently coded by 2 researchers and analyzed to identify the emergent themes. We organized
findings by using the Unified Theory of Acceptance and Use of Technology (UTAUT), which outlines 4 constructs that predict
technology acceptance—performance expectancy, effort expectancy, social influence, and facilitating conditions.

Results: We interviewed 65 patients with MDR-TB and 10 HCPs. In patient interviews, greater acceptance of the MERM was
related to perceptions that the audible and visual reminders improved medication adherence and that remote monitoring reduced
the frequency of clinic visits (performance expectancy), that the device’s organization and labeling of medications made it easier
to take them correctly (effort expectancy), that the device facilitated positive family involvement in the patient’s care (social
influences), and that remote monitoring made patients feel more cared for by the health system (facilitating conditions). Lower
patient acceptance was related to problems with the durability of the MERM’s cardboard construction and difficulties with
portability and storage because of its large size (effort expectancy), concerns regarding stigma and the disclosure of patients’
MDR-TB diagnoses (social influences), and the incorrect understanding of the MERM because of suboptimal counseling
(facilitating conditions). In their interviews, HCPs reported that MERM implementation resulted in fewer in-person interactions
with patients and thus allowed HCPs to dedicate more time to other tasks, which improved job satisfaction.
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Conclusions: Several features of the MERM support its acceptability among patients with MDR-TB and HCPs, and some
barriers to patient use could be addressed by improving the design of the device. However, some barriers, such as disease-related
stigma, are more difficult to modify and may limit use of the MERM among some patients with MDR-TB. Further research is
needed to assess the accuracy of MERM for measuring adherence, its effectiveness for improving treatment outcomes, and
patients’ sustained use of the device in larger scale implementation.

(J Med Internet Res 2021;23(6):e23294)   doi:10.2196/23294
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tuberculosis; drug-resistant; medication adherence; mHealth; digital adherence technologies; India

Introduction

Background
Multidrug-resistant tuberculosis (MDR-TB) is a major global
challenge to tuberculosis (TB) control. In 2018, approximately
484,000 people worldwide were estimated to have developed
MDR-TB, including approximately 130,000 people in India [1].
Despite considerable advances in therapy in the last decade,
treatment outcomes remain poor for individuals with MDR-TB,
with treatment success rates of 56% worldwide and 48% in
India for the 2017 patient cohort [1]. Although some of the
variability in treatment outcomes may be attributable to the
composition of the patient’s drug regimen [2], suboptimal
adherence to medications may be another critical problem
contributing to poor MDR-TB treatment outcomes.

Successful adherence for diseases with a prolonged treatment
course, such as MDR-TB, requires a high level of dosing
implementation (ie, taking a medication dose on a given day)
and persistence (ie, taking medications for the entire duration
of therapy [3]). Factors contributing to nonadherence are
complex and include therapy-related (eg, toxicities [4]),
psychosocial (eg, alcohol use [5], depression [6], and stigma
[7]), structural (eg, distance from clinics and medication costs
[8,9]), and health system–related challenges (eg, poor user
experience with the health system). Patients with MDR-TB face
particularly high levels of drug toxicity [4] and psychosocial
barriers, including depression, substance use disorders, stigma,
and discrimination [10]. These challenges may lead to poor
outcomes and increased transmission of drug-resistant strains.

As such, there is an urgent need for new strategies to improve
medication adherence in patients with MDR-TB. Many TB
programs have historically used directly observed therapy (DOT)
to monitor adherence; however, recent studies have questioned
the efficacy of this strategy for improving clinical outcomes
[11-13] and raised concerns that DOT adversely affects patient
autonomy [14,15]. Limited autonomy with DOT may be greater
for patients receiving MDR-TB treatment, given the prolonged
course of therapy required. In addition, recent recommendations
favoring the use of regimens containing only oral medications
may decrease the required frequency of clinic visits for patients
with MDR-TB if they are allowed to take therapy without
in-person observation [16].

In recent years, driven by the global expansion of cellular
networks, there has been a growing use of digital adherence
technologies (DATs) as alternative approaches for monitoring
adherence to TB medications [3]. These technologies, which

include cellphones, digital pillboxes, and ingestion sensors,
have the potential to improve clinical outcomes via multiple
pathways [3]. Although there are numerous DATs aimed at
addressing nonadherence in patients with drug-susceptible TB
[3], few have attempted to address the more complex medication
regimens taken by patients with MDR-TB [17].

The Medication Event Reminder Monitor (MERM) is a digital
pillbox that has been designed to monitor MDR-TB treatment
in resource-constrained settings by using relatively affordable
evriMED technology produced by Wisepill Technologies. This
system is designed to be used with multiple blister-packaged
medications in MDR-TB regimens, incorporates visual and
audible reminders for daily dosing and refills, compiles dosing
histories by capturing data on pillbox opening as a proxy for
dose ingestion, and transmits these data to a server so that health
care providers (HCPs) can remotely visualize patients’ dosing
histories. By providing near real-time adherence data, the
MERM may facilitate the identification of high-risk patients
and prompt early intervention by HCPs to reduce nonadherence.
When compared with facility-based DOT, in which patients
travel to clinics to be observed taking medications, monitoring
by using the MERM may reduce the required frequency of
patient visits to TB clinics.

Pilot studies of digital pillboxes conducted in Uganda and China
with patients with drug-susceptible TB and in South Africa with
patients with MDR-TB have shown these devices to have
relatively high acceptability [17-19]. A cluster randomized trial
conducted in China with patients with drug-susceptible TB
found digital pillboxes to be effective in reducing the percentage
of patient months with high nonadherence [20]. However,
subsequent studies on the large-scale implementation of these
digital pillboxes in China have revealed challenges in their
uptake. For example, after accounting for patients who were
not eligible to use these pillboxes, refused to use them, withdrew
from using them early in treatment, or were shifted to monitoring
with DOT, only approximately 49% and 39% of patients with
TB used digital pillboxes in a sustained manner in a single
province [21] and 30 counties [22], respectively, in China. In
addition, a study of the MERM conducted in Vietnam with
patients with drug-susceptible TB found that only approximately
half of the patients used the device as intended, with many
separating the time when the pillbox was opened from the time
that doses were ingested, because of concerns about the device’s
portability [23]. These existing studies evaluating the use of
digital pillboxes reveal variability in patient acceptance in
different contexts and highlight a relative paucity of data on the
use of these devices for patients with MDR-TB.
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Objectives
In this study, based on qualitative interviews with patients and
HCPs, we evaluated the MERM’s ability to monitor adherence
to MDR-TB therapy during pilot rollout in the government’s
National TB Elimination Program (NTEP) in 2 Indian cities.
Although this novel strategy has potential advantages, previous
research has not been conducted in India to evaluate whether
patients will accept and use the MERM, to identify potential
modifiable and nonmodifiable barriers to its acceptability, and
to understand how its implementation might impact HCP work
efficiency and quality of care. Understanding the acceptability
of MERM during pilot implementation is also important because
recent studies of other DATs in India suggest that suboptimal
acceptability and use by patients could reduce the accuracy of
these technologies for measuring adherence [24], which might
in turn greatly reduce the value of real-time adherence data for
guiding interventions. We analyze our findings using the Unified
Theory of Acceptance and Use of Technology (UTAUT), a
framework that synthesizes constructs that predict engagement
with novel technologies [25,26].

Methods

Ethical Approvals
This protocol received approval from the Indian Council of
Medical Research-National Institute for Research in TB
Institutional Ethics Committee (FWA00005104) on March 7,
2017. The study was approved by the Brigham and Women’s
Hospital Institutional Review Board (FWA00000484) on
January 31, 2017, and the Tufts Health Sciences Institutional
Review Board (FWA00004517) on June 6, 2018. Written
informed consent was obtained from all the participants.

Study Setting
This study was conducted in 2 Indian cities with a high TB
burden in the general population [27,28]: Chennai (estimated
population of 7.1 million in metropolitan area), in the southern
Indian state of Tamil Nadu, and Mumbai (estimated population
of 18.4 million in the metropolitan area), in the western Indian
state of Maharashtra. Mumbai in particular has one of the
world’s most severe urban epidemics of drug-resistant TB
[29-31]. All patients in Chennai spoke Tamil, and all patients
in Mumbai spoke Hindi or Marathi. Consistent with the broader
population of patients with TB who seek government care in
India, more than half of whom earn less than US $2 a day of
income [32], patients with MDR-TB in these 2 cities come from
socioeconomically disadvantaged backgrounds.

MERM Implementation
Medications are dispensed in blister packs, and each drug is
placed in a different partitioned compartment within the MERM,
which facilitates storage and organization of the multiple
medications that comprise MDR-TB regimens (Figure 1). In
India’s pilot implementation, the container and internal partitions
were made of cardboard. The device was provided to patients
at different time points in the continuation phase of therapy
when injectable agents had generally been discontinued and
patients were only taking oral medications. At the time of our
study, most patients with MDR-TB in India’s NTEP were placed
on a standardized drug regimen for a treatment course lasting
24 to 27 months, with the continuation phase consisting of
levofloxacin, ethionamide, cycloserine, and ethambutol taken
once daily [33]. Patients who were provided the MERM
subsequently used it for the remaining duration of treatment.

The MERM was programmed to provide audible and visual
reminders to take medications at a specific time each day, per
patient and HCP preference. The visual reminder consisted of
a blinking green light corresponding to a label encouraging the
patient to take a dose; separate yellow and red lights blink to
alert patients about the need to refill medications and replace
the MERM’s battery, respectively. The audio reminder consisted
of a ringing sound that occurred at the same time as the visual
dose-taking reminder.

The device contained a removable battery-powered module.
Triggered by a magnetic sensor, this module captures and stores
data each time the container is opened as a proxy for medication
ingestion. These data on patient engagement with the MERM
were transmitted every 72 hours using cellular networks and
recorded on a computer server. HCPs could log into an app on
a mobile device or a website, where each patient’s adherence
history was presented as a color-coded calendar in which green
suggested that the MERM was opened on a given day
(suggesting dose ingestion), whereas red suggested that the
device was not opened (suggesting that the dose was not
ingested).

These dosing histories were meant to help HCPs have
individualized discussions with patients regarding their
adherence. In addition, a series of probable missed doses would
result in automated SMS text messaging notifications prompting
HCPs to intervene with these patients, who might be at a higher
risk for unfavorable outcomes.
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Figure 1. The Medication Event and Reminder Monitor in a cardboard version used for the initial rollout among patients with multidrug-resistant
tuberculosis in India. The device includes partitions for organizing medications, medication labels inside the box lid, and a digital module that provides
reminders and captures adherence data. This cardboard version was provided by Wisepill Technologies.

Recruitment of Study Participants and Collection of
Qualitative Data
Interviews were conducted by 3 field researchers in Mumbai
(1 man and 2 women) and 3 field researchers in Chennai (2 men
and 1 woman), all of whom had a master’s degree in social work
or another social science field who underwent a 2-day training
in qualitative interviews at the National Institute for Research
in TB in Chennai. Study participants included patients with
MDR-TB and HCPs. We use the term MDR-TB to describe
patients with confirmed resistance to isoniazid and rifampin as
well as individuals who were diagnosed as having
rifampin-resistant TB using Xpert MTB/RIF (Cepheid, Inc)
because patients with rifampin-resistant TB in India are treated
as having likely MDR-TB. Data collection was conducted a
few months after the MERM was introduced in Mumbai and
Chennai for monitoring patients with MDR-TB from October
2017 to September 2018. Before the rollout of the MERM,
HCPs were extensively trained on the appropriate use of the
MERM. HCPs dispensed medication refills in the MERM for
patients with MDR-TB in the continuation phase of therapy
after any injectable agents (eg, kanamycin) were discontinued.

Field researchers met patients at MDR-TB clinics, where
patients were screened for inclusion in the study. At these
clinics, HCPs were recruited for the study, including health
visitors (individuals with at least a high school level of education
who monitor therapy), senior treatment supervisors (individuals
with at least a high school level of education who supervise
health visitors), medical officers (doctors with an MBBS or
higher degree), and district TB officers (doctors who supervise
TB care across a district).

For patients, an unannounced home visit was made at least 3
weeks after enrollment into the study to conduct the qualitative
in-depth interviews regarding the MERM, which lasted about
45 minutes. A pill count was also conducted to better understand
the patients’ adherence to medications. We ensured a minimum
of 3 weeks lapsed between when a patient was consented to the
study and when the unannounced home visit was conducted.
This time gap minimized the impact of temporary changes in
medication adherence that may result from the patient knowing
that he or she will be visited as part of the study (ie, the
Hawthorne effect). For HCPs, interviews lasted about 30-45
minutes and were conducted in a private space in the TB clinic.

To ensure uniformity in data collection, separate patient and
HCP interview guides, each consisting of open-ended and
semistructured questions with follow-up probes, were used to
conduct the interviews. Examples of questions from the patient
interview guide are provided in Multimedia Appendix 1. The
interview questions had the goal of assessing key constructs in
the UTAUT framework. Interviews were conducted in Tamil,
Hindi, or Marathi and audio recorded. They were later
transcribed and translated to produce deidentified English
language transcripts. To ensure translation accuracy, one-fourth
of the English transcripts were evaluated against the original
audio recordings for correctness and completeness.

Analytical Framework: UTAUT
The UTAUT integrates constructs from previous literature on
technology acceptance into a single framework [25,26]. Of these
constructs, 3—performance expectancy, effort expectancy, and
social influences—help to predict the intention of individuals
to use a technology, which is necessary, but not sufficient, to
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result in actual use. Performance expectancy refers to the
perceived usefulness of technology for users. For example, for
patients with MDR-TB, this may refer to the extent to which
the MERM is perceived to improve their medical care, whereas
for HCPs, it may refer to the extent to which it is perceived to
improve the quality or efficiency of their work. Effort
expectancy refers to the ease of using the technology. For
patients, this may refer to the effort required to correctly
understand the different functions of the digital pillbox (eg,
storage function and reminders), whereas for HCPs, this may
refer to the effort required to use and understand the web-based
adherence dashboard and SMS text messaging reminders that
notify HCPs about nonadherent patients. Social influences refer
to how other individuals may influence a person’s acceptance
and use of technology. For patients, this may include family
members or community residents, whereas for HCPs, this may
include coworkers. Of these 3 constructs, performance
expectancy has the strongest influence on the intention to use
a technology [25].

Facilitating conditions, the fourth construct in the UTAUT, is
thought to directly affect the actual use of a new technology.
Facilitating conditions comprise the underlying infrastructure
to enable the use of a technology. For patients with MDR-TB,
we interpreted this broadly to include factors in the TB program,
such as the quality of counseling regarding the MERM provided
to patients and any outreach to patients by HCPs that might
have been prompted by adherence data from the MERM. For
HCPs, we interpret this to include the quality of training they
received before the rollout of the MERM and any higher-level
support they received during the rollout process.

Analysis of Qualitative Data
Transcribed interviews were coded using a thematic approach
and analyzed using Dedoose software (version 8.0.35;
SocioCultural Research Consultants, LLC). The study team first
identified possible codes (ie, themes) related to the central
research question from the data collected by using the qualitative
interview guides as a foundation and the UTAUT as an
organizing framework. The transcripts were then independently
coded by 2 researchers for relevant themes using descriptive
content analysis. In parallel, the researchers tracked new codes
that were added to the coding scheme to describe unexpected
themes that emerged. The two researchers frequently met to
reconcile inconsistencies in the application of codes and to
ensure that emergent codes were added to the coding scheme.

Because all coding differences were reconciled by consensus,
we did not assess the interrater reliability between the coders.

We analyzed the data to identify emergent themes that could
influence the acceptability and use of MERM. Emergent themes
were organized within the 4 UTAUT constructs, and illustrative
quotations were selected for each theme. In reporting our
findings, we follow the principles of qualitative research by
avoiding the quantification of codes (or themes) from our data
[34]. In our findings, we report not only common themes (ie,
those that emerged most frequently) but also salient themes (ie,
themes reported by a minority that are still important).

We also specifically did not classify each patient based on
whether they reported a high or low acceptance or use of the
MERM. In contrast, we focus on reporting specific features of
the MERM that were associated with higher or lower acceptance
of the device because individual patients might find some
components to be acceptable while simultaneously finding other
components to be unacceptable. For example, a patient might
appreciate the MERM’s organization of medications but, at the
same time, have concerns about the audible reminder because
of fear that it could lead to the disclosure of her or his MDR-TB
diagnosis. In addition, there is often individual variation in
whether patients accept a particular technology [35]. As such,
we avoid making a blanket declaration that the device is either
acceptable or unacceptable to the larger patient population with
MDR-TB in India.

Results

Characteristics of Study Participants
We interviewed 65 patients with MDR-TB, for whom the
median age was 33 years (range 18-75 years).

Home visits were conducted for a median of 5 weeks (range
3-8 weeks) after the patients started using the MERM. Most
patients were men, had some primary or secondary school
education, and lived in the Chennai metropolitan area (Table
1).

We interviewed 10 HCPs, with a median age of 35 years (range
29-54 years). They had a median of 5.5 years of work experience
in the NTEP (range 2-15 years). Most HCPs were men, had an
undergraduate education, and had jobs as health visitors (Table
2).
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Table 1. Descriptive statistics for patients with multidrug-resistant tuberculosis being monitored with the Medication Event Reminder Monitor.

Values, n (%)Characteristic

Location

40 (62)Chennai

25 (38)Mumbai

Gender

42 (65)Male

23 (35)Female

Educational attainment

13 (20)No formal education or low literacy

44 (68)Some primary or secondary education

8 (12)Some college education, including degree or diploma holders

Occupation

16 (25)Unemployed

7 (11)Student

7 (11)Homemaker

6 (9)Formal government or private sector job

29 (45)Self-employed

Table 2. Descriptive statistics for health care providers who were interviewed to understand their acceptance of the Medication Event Reminder Monitor.

Values, n (%)Characteristic

Location

5 (50)Chennai

5 (50)Mumbai

Gender

6 (60)Male

4 (40)Female

Educational attainment

8 (80)Undergraduate college education only

2 (20)Postgraduate education

Designated position

5 (50)TBa health visitor

2 (20)Senior treatment supervisor

1 (10)Treatment coordinator

1 (10)Deputy director of TB programs

1 (10)District TB officer

aTB: tuberculosis.

Findings From Patients With MDR-TB
Interview findings revealed facilitators of and barriers to patient
acceptance of MERM (Figure 2).
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Figure 2. Key findings regarding determinants of high and low acceptance and use of the Medication Event Reminder Monitor by patients with MDR-TB
and health care providers based on the Unified Theory of Acceptance and Use of Technology (UTAUT) framework. *Findings are from health care
provider interviews; all other findings are from patient interviews. HCP: health care provider; MERM: Medication Event Reminder Monitor; MDR-TB:
multidrug-resistant tuberculosis.

Facilitators of Patient Acceptance and Use of the MERM
Several factors were associated with a higher acceptance of
MERM (Textbox 1).

With regard to performance expectancy (perceived usefulness),
many patients felt that the reminders prevented them from
forgetting to take their medications and helped them take it at
the same time every day, with most preferring audible (Textbox
1; quote 1) and a few preferring visual (quote 2) reminders. One
patient described the following benefits of audible reminders:

I finish my breakfast before 10 O’ clock and wait for
the alarm to ring. The alarm is useful because even
when I forget it reminds me to take the tablets.
[Patient, male, 49 years]

Some patients also appreciated the yellow light, which served
as a reminder to return to the clinic for medication refills.

Before being given their medications in the MERM, patients
with MDR-TB usually visited clinics more frequently (eg, daily
or weekly) for closer monitoring by HCPs. Some patients
appreciated that remote monitoring of adherence resulted in
reduced time and money spent on clinic visits (quote 3), as
described by the following patient:

I previously had to visit the hospital three or four
times in a month, but now I am going there once a
month, so it is very good that you have provided this
box. It is like a blessing for me. [Patient, male, 39
years]

Several patients also appreciated the manner in which the
MERM stores, organizes, and provides helpful internal labeling
of medications. Patients previously stored medication blisters
in plastic bags or a cardboard box provided by the TB program
that did not have internal partitions to organize medications

(quotes 4 and 5). These findings speak both to favorable
perceived usefulness (ie, performance expectancy) of the MERM
for organizing medications and favorable ease of use (ie, effort
expectancy) because most patients found it easy to follow and
understand the MERM’s internal labels that guide pill taking,
as noted by the following patient:

There are different compartments for each tablet, so
they don’t get mixed with each other....It is helpful. I
like the arrows with the dots that explain how many
of each medication I need to take. [Patient, male, 38
years]

With regard to social influences, several patients reported that
the audible reminder function promoted increased involvement
of family members in their TB care (quotes 6-8), although
occasionally such involvement was because of annoyance from
the audible reminder (quote 7) or perceptions that the MERM
facilitated government surveillance (quote 8). In some cases,
however, this family involvement was prompted by the positive
perception that the MERM represents an extension of the care
provided by HCPs:

As soon as the alarm rings, my son immediately runs
to me and says “Your doctor is calling you. Go and
take your medicine and then do your work.” [Patient,
male, 49 years]

Counseling of patients by HCPs in the appropriate use of the
MERM is an important facilitating condition. The quality of
counseling was assessed indirectly based on whether patients
had appropriate or inappropriate knowledge of the functions of
the MERM. There was variability in patient understanding of
the MERM; however, most patients expressed a correct
understanding of its medication labeling (quote 9) and other
basic functions. For example, the following patient correctly
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interpreted the different lights on the MERM, reflecting
appropriate counseling:

If red color [light] blinks there is no charge; if the
green color blinks, it signals that the tablets have to
be taken at 10 O’clock; and if the yellow color blinks,
it means that the tablets are going to run out. [Patient,
male, 22 years]

Some patients reported that HCPs deployed the MERM in a
manner that strengthened the patient-HCP relationship (quote
10). These findings highlight aspects of the MERM’s perceived

usefulness (performance expectancy), as well as favorable
facilitating conditions in the health system’s implementation of
this technology. For example, patients appreciated that HCPs
seemed to use the adherence data generated by the MERM in
a positive manner, which resulted in patients feeling caredfor
remotely:

If I don’t open the [pill]box, somebody from the health
center calls me to find out whether I have taken the
tablets or not. They care for me. [Patient, male, 61
years]

Textbox 1. Representative quotations on factors facilitating the acceptance of the Medication Event Reminder Monitor by patients based on constructs
in the Unified Theory of Acceptance and Use of Technology (UTAUT).

Performance expectancy

• Reminders promote medication adherence

• Quote 1: “The sound of the alarm forces me to take the medicine on time.” (Patient, female, aged 42 years)

• Quote 2: “Even when the alarm is not audible, the light is useful, especially when I am not near the box.” (Patient, male, aged 25 years old)

• Remote monitoring reduces clinic visits

• Quote 3: “I can do work at home properly now and do not have to worry about going to the health center.” (Patient, female, aged 27 years)

Effort expectancy

• Ease of pill taking because of better medication storage, organization, and labeling

• Quote 4: “Previously, I kept the tablets in a plastic cover, but now they are safer in the box. I used to be so confused, as there were so many
medicines to take. Now it is easier.” (Patient, female, aged 21 years)

• Quote 5: “The pills were previously given in an ordinary cardboard tablet box, which does not have an alarm, but this box has an alarm to
remind me.” (Patient, male, aged 61 years old)

Social influences

• Promotes family involvement in patient’s care

• Quote 6: “When the alarm rings and I am outside my house, they send a person to inform me to take my pills.” [Patient, male, aged 49 years]

• Quote 7: “My mother complains when I delay taking the medicines. She would say, ‘The box has been making noise constantly’ and makes
sure I take the medicines so the noise will stop.” (Patient, male, aged 44 years)

• Quote 8: “There is a camera in the box, so if you don’t take the pills, people in Delhi will come to know. So take your pills.” (Mother of a
25-year-old male patient)

Facilitating conditions

• Correct understanding of the Medication Event Reminder Monitor, reflecting appropriate counseling

• Quote 9: “I take the tablets according to the dots shaded in each column above the compartment.” (Patient, female, aged 28 years)

• Medication Event Reminder Monitor strengthens patient-health care provider relationship

• Quote 10: “At the time of discharge...[a] health worker explained the MERM box and told me about the need to take my medicines regularly
and that the box would help remind me. Those words motivated and encouraged me. My anxiety was reduced, and I was filled with happiness.”
(Patient, male, aged 53 years)

Barriers to Patient Acceptance and Use of the MERM
Patients also experienced barriers to the acceptance and use of
MERM (Textbox 2).

A few patients admitted a lack of understanding regarding the
purpose of the MERM, which suggests limitations in

performance expectancy (perceived usefulness) for this minority
of individuals:

I did not know that when I don’t take pills, it will be
shown [to HCPs] by a computer. [Patient, female,
aged 45 years]

More commonly, patients described limitations in effort
expectancy (ease of use). For example, one patient described
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how the MERM’s lack of portability led him to remove
medication blisters from the device, which would result in the
MERM recording adherence inaccurately:

I take my pills out of the box when I leave for work
and put them in my pocket. I cannot carry such a big
box to work that makes so much noise when I open
it. I take the medicines [at work] when I am free. I do
not benefit from the alarm or the light [audible and
visual reminders] because I leave the box at home.
[Patient, male, aged 21 years]

Other patients similarly described how the device’s large size
served as a barrier to taking it to work (Textbox 2; quote 11) or
storing it inside the house (quote 12). In addition, some of these
concerns were related to stigma and privacy. Patients were
concerned that the device’s size and the loud sound of the
audible reminder would draw attention and potentially raise
questions about the patient’s underlying medication condition
(quote 13). Some patients found the audible reminder to be a
major annoyance (quote 14). For example, one patient propped
the box open to prevent the alarm from going off:

The alarm is too loud. So to avoid it [from going off],
I put a paper in between the box and the lid and take
the medicine. [Patient, female, aged 18 years]

This action breaks the magnetic seal on the lid of the MERM
and interferes with the recording of daily dose taking, thereby
resulting in an inaccurate adherence record.

Patients also found that the body of the MERM, which is made
of commercial-grade cardboard, poorly withstood the humidity
and monsoon weather conditions in India. Medication labels
peeled from the box (quote 15), and the box’s shape became
distorted:

My box bulged after it had rained continuously, and
the inside of the house became damp, so it would be
better if the box was made out of plastic. [Patient
male, aged 48 years]

A few patients found the MERM medication labels to be
challenging; however, some of these difficulties may have
reflected poor organization of medications in the box by HCPs,
such that medications were not in the partitions corresponding
to the appropriate labels:

This box is useful as there are instructions about its
use, but sometimes the arrows [labeling each
medication] don’t match with the [correct] medicines.
I get confused. [Patient, male, aged 40 years]

Patients reported various other technical problems that limited
the ease of using the MERM, including weak cellular signal in
the patient’s home resulting in the nonreporting of doses taken
(quote 16), failure of the device’s battery (quote 17), and
malfunction of the reminder lights (quote 18).

With regard to social influences, several patients reported
concerns regarding violations of the privacy and confidentiality
of their MDR-TB diagnoses, which reflects the stigma
surrounding this disease. As described earlier, patients were
particularly concerned about stigma when traveling with the
MERM (quote 13), but many patients were equally concerned
about stigma when taking the device with them to clinic visits
(quote 19), when friends or relatives visited the home (quote
20), or when family members heard the audible reminder, even
if the device was hidden (quote 21). One patient was even
concerned that the audible reminder was loud enough to draw
the attention of her neighbors:

When the alarm rings, my neighbors can hear it. I am
scared that they will come to know about my disease.
[Patient, female, aged 21 years]

With regard to facilitating conditions, some patients conveyed
an incorrect understanding of the functions of the MERM (quote
22). For example, when asked about the visual reminders, the
following patient conveyed an incorrect understanding:

I have to close the box when the yellow light blinks
and I understand that if the red light blinks the tablets
are going to be over. [Patient, female, aged 75 years]
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Textbox 2. Representative quotations on barriers to acceptance and use of the Medication Event Reminder Monitor by patients based on constructs in
the Unified Theory of Acceptance and Use of Technology (UTAUT).

Effort expectancy

• Size, portability, and storage problems

• Quote 11: “Sometimes I have to go for work for 2 or 3 days, and during that time I can’t carry this big box to the workplace. A smaller box
with an alarm would be useful when I go for work.” (Patient, male, aged 41)

• Quote 12: “I keep my box in a hen cage [outside of the house], because my children used to play with it. I don’t have a place in my home
to keep the box where my children won’t reach it.” (Patient, male, aged 33 years)

• Quote 13: “How can I carry this big box when I have to attend a marriage function in my village? I am sure my relatives will ask me questions
when I take the medicines out of the box and when they hear the alarm sound. I usually take the medicines out of the box when I travel and
leave the box at home.” (Patient, female, aged 45 years old)

• Audible reminder is too loud

• Quote 14: “The sound is so loud, even the neighbors can hear it....Maybe it [the audible reminder] is useful for elders but not for youngsters
like me because I feel irritated when it alerts me.” (Patient, female, aged 18 years)

• Limited durability of the box and labels

• Quote 15: “The label in the box is not properly fixed and it has started peeling off.” (Patient, female, aged 18 years)

• Other technical problems with the Medication Event Reminder Monitor

• Quote 16: “Sometimes due to [cellular] signal problems, although I was opening the box, these doses were not reported. I received calls
from the health center [in which HCPs told me] to keep the box [at locations in the house] where the network might be better.” (Patient,
male, aged 38 years)

• Quote 17: “The alarm did not ring once and when I took it to the centre, they told that the box has run out of charge and needs to be replaced
or recharged.” (Patient, male, aged 44 years)

• Quote 18: “I am confused because all the three lights were glowing every day.” (Patient, female, aged 37 years)

Social influences

• Problems related to privacy and stigma

• Quote 19: “When I carry the box when leaving the health center, people know that I have TB. This is embarrassing, so I try to hide it, but
it is too big.” (Patient, male, aged 39 years)

• Quote 20: “Suppose that my relatives visit my home. The box’s alarm could ring in front of everybody....They may come to know that I
have this disease. I would be so embarrassed in front of them. So, I don’t like this box.” (Patient, female, aged 18 years)

• Quote 21: “I keep the MERM inside the cupboard in my bedroom. I go inside my bedroom and take the medicine [privately]. If the alarm
goes off and there is somebody at home, they sometimes ask me where that sound came from.” (Patient, male, aged 49 years)

Facilitating conditions

• Incorrect understanding of the Medication Event Reminder Monitor, reflecting suboptimal counseling

• Quote 22: “The green color light helps me as a reminder but the red color means danger, which indicates that I have to go for the refill.”
(Patient, female, aged 18 years old; description reflects incorrect understanding of the meaning of each light)

Findings From HCPs
The interview findings revealed both facilitators of and barriers
to HCP acceptance of the MERM (Figure 2).

Facilitators of HCP Acceptance and Use of the MERM
For HCPs, perceptions of positive performance expectancy (ie,
perceived usefulness) were the strongest facilitators of their
acceptance and use of the MERM. In particular, most HCPs felt
that remote monitoring of adherence was beneficial for both
patients and HCPs. During the pilot implementation of the
MERM, patients with MDR-TB were generally dispensed 1
month of medications. Clinic visits to pick up medications,

which were previously required on a weekly or biweekly basis,
were reduced substantially under the assumption that remote
monitoring minimized the need for more frequent in-person
monitoring. Most HCPs felt that patients benefited from this
reduction in required clinic visits, as described in the following
quotation:

Patients now do not have to travel long distances,
spending their money to collect their drugs every
week, or sometimes twice a week. Most of our MDR
TB patients come from distant villages, and
transportation is very difficult. We feel comfortable
giving them a month’s supply in the box [MERM] as
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it is easier for them to take and the light and alarm
[reminders] help them to take their drugs on time.
[Senior treatment supervisor]

Reduced frequency of patient visits decreased the workload for
many HCPs, resulting in decreased stress:

Previously, we had to supervise therapy on a daily
basis [ie, DOT]. But now the patients come [to the
clinic] only once a month, so our work pressure has
reduced. [Senior treatment supervisor]

Some HCPs reported that the decreased workload allowed them
to focus more on each patient interaction, as well as other tasks,
which increased job satisfaction:

I have more time now to check whether patients have
taken their tablets or not. I am also able to
concentrate on other tasks as well, which gives me
more satisfaction in my work. [Health visitors]

With regard to social influences, some HCPs perceived that
providing medications in the MERM, compared with the
cardboard box previously used to dispense medications, was
potentially less stigmatizing for patients because some cardboard
boxes contained messages regarding TB:

The good thing about the MERM is that it does not
carry any messages on TB [on the outside of the box],
so there is no stigma attached to it. Patients can carry
it freely. [Medical officer]

Barriers to HCP Acceptance and Use of the MERM
HCPs also reported barriers to the acceptance of the MERM for
both patients and HCPs. With regard to performance expectancy,
HCPs found intermittent (every 72 h) updating of patients’
adherence records to be the most significant limitation to the
MERM’s perceived usefulness, as described by the following
HCP:

It takes 72 hours for the [MERM] dashboard to show
that the patient has taken medications. This makes it
difficult for us to monitor the patient’s drug intake
on a daily basis. We cannot take action as promptly
and lose time. [Pharmacist]

With regard to effort expectancy (ease of use), many HCPs felt
that the size of the MERM made transporting the device to clinic
visits prohibitive:

It is good [for patients] to have a device like the
MERM, but...it is difficult to carry, as they need to
go by bus and train. We need to provide them with a
big bag for [the device]. [Health visitors]

The MERM’s size also resulted in challenges for HCPs
themselves:

Even for us [HCPs] at the health centers, it is difficult
to find space to store these MERM boxes. [Senior
treatment supervisor]

Consistent with findings from the patient interviews, HCPs
described a lack of cellular signal in patients’homes as a barrier
to MERM use for rural patients in particular. This barrier
contributed to limitations in HCPs’ ability to obtain adherence
data from and communicate with patients:

Some of the patients are not willing to use the box
[MERM], as people living in the villages are not
always getting [adequate cellular] signal, so the
device is not working. [Senior treatment supervisor]

During the pilot implementation of the MERM, HCPs found
that some facilitating conditions on the part of the health system
were suboptimal. For example, some HCPs felt that the
single-day training provided would be insufficient for new
personnel:

One day of training will be difficult if we have newly
recruited staff, because they have to understand the
[MDR TB] program, and then undergo training [in
use of the MERM]. [Senior treatment supervisor]

Some barriers to implementation arose from more fundamental
challenges in the MDR-TB program. For example, MDR-TB
medications were supposed to be dispensed in the MERM on
a monthly basis; however, some medications were sometimes
understocked. This problem was easier to manage when patients
were refilling medications on a weekly or more frequent basis
because fewer medications had to be dispensed at any given
visit. MERM implementation therefore worsened challenges
related to the understocking of drugs:

Sometimes MDR-TB drugs are not available, and so
we are not able to give all the medicines
required....How do we leave that compartment [in
the MERM for a specific medication] empty, and what
can we tell the patient? [Pharmacist]

Finally, some personnel felt that when problems were identified
with the implementation of the MERM, they did not have
channels to communicate these challenges:

When we started using the MERM, we were excited
about the device. When patients came back for their
medication refills, they raised concerns with regard
to technical problems—the alarm, light, texture and
size of the box, for example. I was not sure who to
notify. Maybe we could have had those who made the
device discuss our feedback so it could be improved?
[Senior treatment officer]

Discussion

Principal Findings
This study describes the evaluation of a low-cost digital pillbox
aimed at promoting medication adherence among patients with
MDR-TB during pilot implementation in India’s NTEP. We
find that acceptability of the MERM is variable; some features
of the technology facilitate acceptability, whereas other features
and contextual factors serve as barriers to engagement by some
patients. Although previous studies have evaluated the use of
similar digital pillboxes as part of TB care [3,18-20,22,23], to
our knowledge, only one previous study conducted in South
Africa [17] has evaluated the use of these technologies for
patients with MDR-TB, who face unique challenges, including
the complexity of their medication regimens, prolonged duration
of therapy, increased risk of drug toxicities, and greater
disease-related stigma. In addition, our study is unique in that
it assessed the perspectives of both patients and HCPs.
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Implications of Findings From Patients With MDR-TB
Multiple factors increase patient acceptance and the use of
MERM. For most patients, audible and visual signals served as
helpful reminders to take medications. Forgetfulness is a
common barrier to adherence [36]. Although often thought of
as a cognitive problem, forgetfulness may also reflect other life
challenges faced by patients, such as depression or spending
long hours at work. In a qualitative study in India assessing the
acceptance of 99DOTS, a cellphone-based DAT used to monitor
patients with drug-susceptible TB, most patients reported that
SMS text messages were not useful reminders to take
medications because these messages were lost amid a high
volume of spam SMS text messages [35]. In contrast, an
advantage of the MERM was that the reminders drew patients
to the site where medications were stored. This increased the
likelihood that patients with MDR-TB immediately took their
doses, which may promote habit formation in pill taking
behavior [37,38]. In addition, the MERM’s reminders sometimes
transformed household social dynamics by drawing family
members into patients’ TB care, a finding also reported in
studies of other DATs [35].

Patients appreciated aspects of the MERM’s design—in
particular, the secure storage provided by the box, the labels to
help patients take an appropriate number of tablets of each
medication, and the organization of different medications
facilitated by internal partitions. These features were valued in
light of the complexity of MDR-TB treatment regimens, which
include at least 4 or 5 different medications, as well as the fact
that MDR-TB medications had previously been dispensed in a
cardboard box without internal partitions to separate medications
or labels to guide pill taking.

In some patients, MERM enhanced their relationship with the
health system. Most patients appreciated saving time and money
by not having to visit the clinic as often because the frequency
of routine clinic visits for patients with MDR-TB was reduced
during the MERM pilot implementation. Although this resulted
in decreased face-to-face interactions with HCPs, some patients
actually described feeling more cared for. This feeling was
derived from the perception that HCPs were remotely watching
over their clinical progress, as well as from positive responses
to actual phone or in-person outreach by HCPs, guided by
patients’ adherence data. Previous studies evaluating the use of
DATs to support HIV and TB treatment adherence in Uganda,
India, and South Africa similarly found that remote monitoring
enhanced some patients’ perceptions of the care provided by
the health system [17,35]. This may be one of the behavioral
pathways by which DATs may motivate patients to adhere to
treatment.

Patients also reported barriers to the acceptance and use of
MERM. Some of these barriers may be modified by altering
the MERM’s design or implementation (Textbox 3). For
example, the loud volume of the audible reminder—a common
complaint from patients also reported in a previous study of the
MERM from China [18]—could potentially be modified or the
audible reminder disabled completely, ideally based on patients’
personal preferences. As another example, during pilot
implementation, the MERM was made of commercial-grade
cardboard, which did not wear well in India’s humid weather
conditions. Redesigning the MERM using plastic would be
feasible and minimize weather-related damage, although it
would likely increase the cost of the device. Other technical
problems, such as battery failure or inappropriate blinking of
the reminder lights, could likely be addressed with product
improvements in future iterations of the MERM.
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Textbox 3. Recommendations for improving the Medication Event Reminder Monitor device and its implementation, based on findings from patients
with multidrug-resistant tuberculosis and health care provider interviews.

Design of the device

• Data transmission from the device on a daily basis may facilitate better near real-time monitoring

• Redesign using plastic (rather than cardboard) may reduce wear because of weather conditions

• Strengthening internal partitions may help avoid accidental mixing of different medications

• Device reuse should be limited, given considerable wear and tear even after single patient use

Reminder functions

• Allowing patients to reduce the volume of the audible reminder or to deactivate audible or visual reminders may address concerns about privacy
and stigma

• Malfunction of visual reminders (eg, all lights blinking at once) should be fixed

Counseling and monitoring of patients

• Health care providers should be trained to provide standardized counseling to ensure patient understanding of key Medication Event Reminder
Monitor functions

• Health care providers should use pill counts and ask adherence questions to patients at clinic and home visits to cross-check the Medication Event
Reminder Monitor’s adherence data

Screening out patients for whom the Medication Event Reminder Monitor may not be appropriate

• Systematic screening should be performed upfront to identify patients for whom the Medication Event Reminder Monitor may not be appropriate,
including those with concerns about stigma, a fear of disclosure of diagnosis, difficulties with portability, and lack of cellular signal in the home

Training of health care providers

• Mechanisms should be created for the training of newly hired National Tuberculosis Elimination Program personnel and provision of periodic
refresher training in the Medication Event Reminder Monitor for existing personnel

• Mechanisms should be created for National Tuberculosis Elimination Program personnel to provide ongoing feedback to facilitate device
improvements

Although some barriers may be addressable, others may present
more fundamental challenges that could limit the use of the
MERM among some patients. For example, the MERM’s large
size was a barrier for patients who were traveling or who
preferred to take their medications at work. However, the
MERM’s size is necessary to hold a 1-month supply of
MDR-TB medications, and patients benefit from having their
medications dispensed in an organized manner with appropriate
labeling. Furthermore, because of its prohibitive size, patients
who need to take doses when traveling or at work tend to remove
doses from the device rather than carry it with them. The lack
of cellular signals in the home is another nonmodifiable barrier
that limits the benefits of remote monitoring because adherence
data cannot be transmitted from the device on a regular basis.

Disease-related stigma, from family and community members,
is a common challenge faced by patients with MDR-TB [10].
Owing to stigma, patients often do not disclose their diagnosis
to family members, friends, and coworkers; as a result, patients
fear situations that could result in disclosure of their diagnosis
to others. The MERM’s large size, as well as its audible and
visual reminders, raised patient concerns regarding the risk of
disclosure of diagnosis. Indeed, as ascertained from their
interviews, patients who faced barriers related to their social
context, including stigma, a fear of disclosure, or frequent
work-related travel, seemed to be the most likely to not use the
MERM.

All of these problems—removal of doses from the device
because of its lack of portability, the nonreporting of box
openings because of lack of cellular signal, and the nonuse of
the device because of disease-related stigma—could result in
underreporting of medication doses, resulting in inaccuracies
in patients’ adherence records. Recent studies found that these
same barriers contribute to relatively high rates of patient
nonengagement with 99DOTS in India [35], especially in the
continuation phase of therapy, which contributed to the
technology’s suboptimal accuracy for measuring adherence to
TB medications [24]. A qualitative study of drug-susceptible
TB patients monitored with the MERM in Vietnam found that
only approximately half of the patients used the device as
intended largely because of the difficulties with the device’s
portability, with the result that the MERM data often did not
reflect actual adherence [23]. A high rate of device nonuse was
also found in a study that used the Wisepill device (a similar
digital pillbox) to monitor adherence to HIV preexposure
prophylaxis in young men who have sex with men in the United
States [39].

These barriers to use suggest that if implementation of the
MERM is expanded among patients with MDR-TB in India,
there could be limits to the device’s reach, or overall coverage,
in this patient population. Wide-scale implementation of a
similar digital pillbox among patients with drug-susceptible TB
in China has revealed meaningful limitations in the reach of the
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device [21,22]. For example, in one study of the implementation
of a digital pillbox in 30 counties in China, even after excluding
41% of the patient cohort who were either not eligible to use
the device or who did not receive the device for unclear reasons,
only approximately two-thirds of the remaining 1314 patients
who received the pillbox had sustained use for the remainder
of the treatment [22]. The other one-third of patients who
received the digital pillbox either stopped using the device or
met the criteria to be shifted back to monitoring with DOT
because of a high proportion of missed doses. These missed
doses could have represented either true nonadherence to
medications or inappropriate use of the device.

In light of such findings from other contexts, it would be
reasonable to assume that some proportion of patients with
MDR-TB in India might not use the MERM in wide-scale
implementation. On the basis of our findings, the NTEP could
consider screening patients with MDR-TB upfront to identify
individuals who might be unlikely to use the device, for
example, because of patient concerns about stigma and
portability or lack of cellular signal in the home (Textbox 3).
In addition, HCPs should use other strategies to verify
medication adherence, including pill counts and asking
adherence-related questions to patients at every in-person clinic
and home visit, which will help HCPs to cross-check the
adherence data being received from the MERM.

Implications of Findings From HCPs
In the HCP interviews, NTEP personnel affirmed some of the
patient-oriented benefits of the MERM, in particular, the time
and money saved by patients from the reduced frequency of
clinic visits; however, HCPs’ perceptions that the MERM was
associated with fewer patient concerns about stigma were not
shared by some patients. HCPs also reported that implementation
of the MERM reduced their workload because of the reduced
frequency of clinic visits by patients and the ability to monitor
adherence from the clinic rather than by home visits. As a result,
HCPs dedicated greater time to other tasks and reported
improved job satisfaction, similar to the findings of a previous
study of the MERM conducted in China [18]. HCPs did find
some aspects of the pilot implementation to be suboptimal;
however, most of these concerns were potentially addressable.
In particular, they reported a need for more training in the use
of the MERM, especially in light of the high turnover of staff,
and the need for a platform to communicate any implementation
challenges they faced (Textbox 3).

Directions for Future Research
This initial evaluation has identified several features that may
facilitate high acceptability of the MERM for many patients
with MDR-TB, especially if modifications are made to improve
the device. Future research should focus on understanding how
often patients face critical barriers to acceptability (eg,
disease-related stigma), the extent to which these barriers lead
to device nonuse and whether screening for these barriers can
be used to better target the MERM to patients most likely to
use it. In addition, further research is needed to understand the
accuracy of the MERM for measuring adherence to MDR-TB
medications, its effectiveness for improving treatment outcomes,

and its reach, that is, coverage or uptake by patients, in
large-scale implementation [3].

Even for patients who agree to use the MERM, the adherence
record could be inaccurate because of underreporting (eg, if
patients take medications out of the device, resulting in device
nonuse) or overreporting (eg, if patients open and close the
device without actually taking medications). Indeed, a recent
study of 99DOTS, in which its adherence record was compared
with urine isoniazid test results from patients with TB collected
during unannounced home visits, found that both under- and
overreporting of adherence contributed to the technology’s
suboptimal accuracy [24]. A similar research approach,
involving unannounced home visits with measurement of urine
biomarkers for MDR-TB medications, could be used to evaluate
the accuracy of MERM, although pill counts should also be
conducted to provide insights into whether patients have
differential adherence to different medications in the MDR-TB
regimen.

Existing studies of the use of DATs to promote adherence to
TB medications have found both positive [20,40] and negative
or equivocal [41-43] impacts on adherence and TB treatment
outcomes. As such, studies of effectiveness, especially
high-quality randomized trials, are needed to assess whether
MERM use translates into improvements in treatment outcomes
and recurrence-free survival for patients with MDR-TB. Even
when DATs have been shown to be effective, as with digital
pillboxes in China [20], subsequent large-scale implementation
studies have shown suboptimal reach or coverage of patients
[21,22]. As such, studies of the MERM’s coverage of patients
with MDR-TB in large-scale implementation will be critical to
ensure that it achieves population-level impact. Finally, in light
of the diverse psychosocial barriers to adherence faced by
patients with MDR-TB [10], the benefits of monitoring with
the MERM in this population will depend on the development
of interventions to address problems, such as medication
toxicities, depression, stigma, and substance use disorder, which
are often the underlying causes of nonadherence [44].

Study Limitations
Our study was limited to assessing patient and HCP perceptions,
rather than more objective findings, such as the accuracy of the
MERM or impact on clinical outcomes. As such, we may have
overestimated the acceptability and benefits of this technology
because of socially desirable responses, which is a common
bias in qualitative research. In addition, patients attributed the
reduced frequency of their clinic visits to the MERM, as a longer
supply of medications was dispensed in the device. The reduced
frequency of clinic visits may have therefore biased patients in
favor of higher acceptance of the device; however, provision
of a longer supply of medications could have just as easily been
implemented without the MERM.

Our deductive approach to analysis allowed us to organize and
report our findings using the UTAUT, which is a robust and
evidence-based framework for understanding technology
acceptance; however, a limitation of this approach is that we
could have overlooked findings that did not fit into this
predetermined framework.
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Another limitation of our study is that we assessed patients’
perceptions of the MERM within a few weeks of their use of
the device. In light of the prolonged duration of MDR-TB
treatment, it is possible that patients’ acceptance and use of the
device could change over time. In addition, our study was
limited to 2 cities and may not be representative of barriers to
the use of the MERM in rural parts of India. Future studies
could consider including diverse geographic settings and
conducting multiple interviews to understand the acceptability
of the MERM throughout the treatment course.

Conclusions
In this study of the pilot implementation of a low-cost digital
pillbox to promote adherence to MDR-TB medications, we
identified several features that facilitate high acceptability of
the device among patients. These included helpful organization

and labeling of medications, feeling more cared for by the health
system because of remote monitoring, and appreciation of the
audible and visual reminders, which often drew family members
into patients’ care.

At the same time, we identified barriers that could limit the
acceptance and use of the MERM by some patients. Although
some of these barriers could be addressed relatively easily with
modification of the device, other barriers—such as difficulties
with the device’s portability, lack of cellular signal in the home,
and a fear of disclosure of diagnosis because of disease-related
stigma—are more difficult to modify and may limit the reach
or population coverage of this technology. Future research is
needed to assess the accuracy of the MERM for measuring
adherence, its effectiveness for improving treatment outcomes,
and patients’ sustained use of the device in larger scale
implementation in India’s MDR-TB treatment program.
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Abstract

Background: Medical crowdfunding utilizes the internet to raise medical funds. Medical crowdfunding has developed rapidly
worldwide; however, most medical crowdfunding projects fail to raise the targeted funds. Therefore, a very important research
problem that has not received sufficient attention from the existing literature is identifying which factors affect the success of
medical crowdfunding projects.

Objective: The aim of this study was to examine the effect of textual features of medical crowdfunding projects on their success
rate using 4903 real projects from the Tencent Charity platform, a well-known medical crowdfunding platform in China. In
particular, according to Aristotle’s theory of persuasion, we divided the project text of medical crowdfunding into the project
title and project details, which were analyzed from two perspectives (existence and extent) to explore their respective impacts.

Methods: We established a research framework to meet our research goals. The process was divided into five main parts. We
first collected data from Tencent Charity using Python programs and cleaned the datasets. Second, we selected variables and built
the research model based on previous studies and the theory of persuasion. Next, the selected variables were extracted from the
project text. We then performed econometric analysis using multiple regression analysis. Finally, we evaluated the results of
econometric analysis to extract knowledge.

Results: In the project title, the presence of the patient’s disease (P=.04) and occupation (P=.01) had a positive impact on the
success rate of fundraising, whereas the presence of age (P<.001), gender (P=.001), and negative emotions (P=.04) had a negative
impact. In the project details, the presence of the patient’s occupation (P=.01), monetary evidence (P=.02), and negative emotions
(P=.04) played a positive role in the fundraising success rate, whereas the presence of age (P<.001) and positive emotions (P<.001)
played a negative role. Moreover, in the project details, high-frequency monetary evidence (P=.02) and negative words (P=.02),
as well as a short narrative length (P=.01) were conducive to succeeding in medical crowdfunding. Younger patients were more
likely to obtain a higher success rate in medical crowdfunding. For patients whose occupations were national civil servant,
professional skill worker, clerk, business and service worker, solider, child, student, and public-spirited person, the success rate
of fundraising decreased sequentially.

Conclusions: This study collected 4903 valid data from Tencent Charity, and identified which factors in the project text play
an important role in the success rate of medical crowdfunding from the perspective of existence and extent. We found that in
addition to the project details, the features of the project title also have an important impact on the success rate of fundraising.
These findings provide important theoretical and managerial implications for medical crowdfunding.

(J Med Internet Res 2021;23(6):e22395)   doi:10.2196/22395
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Introduction

Background
With an aging population, the widespread prevalence of chronic
diseases, a growing number of serious illnesses, and advances
in medical technology, global health spending is rising rapidly.
From 2018 to 2022, global health spending is expected to
increase at an annual rate of 5.4%, representing a significant
increase from 2.9% in 2013-2017 [1]. However, access to good
health care such as through medical insurance and government
subsidies is not available to all. Currently, half of the world’s
population still lacks access to essential health services [2].
Additionally, even with partial health care, many medical
conditions still incur high out-of-pocket medical costs, leading
to significant financial stress on individuals and their families.
In 2018, approximately 100 million people worldwide fell into
extreme poverty because of out-of-pocket medical expenses
[2].

In recent years, medical expenses in China have also increased
rapidly. According to statistics from the National Health
Commission, China’s medical expenses exceeded US $97.4
billion in 2019 [3]. Although China has established a relatively
complete medical security system, many patients still have to
pay large medical expenses themselves. China has established
a multilevel medical security system with a basic medical
insurance system as the main body, commercial insurance as a
supplement, and social charity relief as a base. China has a basic
medical insurance system, which receives subsidies for poor
patients so they can be covered by insurance. As of January
2020, China’s basic medical insurance system covers more than
1.35 billion people, a coverage rate of approximately 97%,
according to the National Healthcare Security Administration
[4]. There are few people who currently purchase commercial
insurance. As of October 2019, the number of people with major
illness insurance policies in China did not exceed 100 million
[5]. However, the current medical insurance system still has the
following three problems. First, medical insurance
reimbursement is restrictive, with reimbursements only provided
for the hospital’s medical expenses, excluding nutrition and
other expenses. Moreover, the expenses above this standard can
be reimbursed only when the medical expenses reach the
reimbursement standard. The reimbursement ratio ranges from
30% to 90%, and the maximum reimbursement limit is
approximately US $40,000 [6]. Second, some drugs are not
covered by reimbursement. For example, Neulasta/Peglasta is
an imported drug that is effective in the treatment of cancer, but
it is not on the reimbursement list. Finally, there are still more
than 40 million Chinese people without medical insurance.
Consequently, the existence of the above-mentioned problems
has caused out-of-pocket medical expenses to remain high for
many patients. There are still many families who suffer from
poverty due to illness. As an example, Sohu News revealed that
an 8-year-old girl in Tianjin, China was diagnosed with
malignant neuroblastoma. Because of this illness, the family
has spent more than US $60,000 and has accrued approximately

US $30,000 of debt as a result. To cure this disease, follow-up
treatment costs will reach nearly US $60,000 [7].

A unique and increasingly popular type of crowdfunding
application, namely medical crowdfunding, is being used by
many patients and their families to pay for medical bills. Medical
crowdfunding has developed rapidly worldwide. GoFundMe,
a US crowdfunding platform, raises US $650 million from
approximately 250,000 medical crowdfunding campaigns each
year [8]. A medical crowdfunding platform in China,
Shuidichou, successfully provided fundraising services for more
than 800,000 patients in economic distress as of the end of
September 2018, raised more than US $1.4 billion, and aided
over 340 million patients [9]. Other medical crowdfunding
platforms have also grown rapidly in China. It is expected that
medical crowdfunding worldwide will experience an annual
growth rate of 25% [10]. However, the success rate is low for
medical crowdfunding projects, as most of these campaigns fail
to raise the target funds [11,12]. Berliner and Kenworthy [13]
found that only 10% of the 200 raisers of medical funds
randomly selected on the GoFundMe platform achieved their
fundraising goals. Howard [14] pointed out that only a small
proportion of medical fundraising campaigns are fully funded.
The statistical data of 143,917 medical crowdfunding projects
on Qschou.com show that only 7% of the projects successfully
raised the target amount [15]. Therefore, a very important
research goal is to identify the factors that affect the success
rate of medical crowdfunding projects.

With the rapid development of medical crowdfunding, many
studies have begun to examine this topic. Most researchers in
this field have focused on the development of medical
crowdfunding; the relationship with personal bankruptcy; and
the fraud, privacy, and ethics issues that may be caused by
medical crowdfunding [10,16-19]. However, little research has
focused on the factors that impact the success of a medical
crowdfunding project.

Medical crowdfunding is a new form of online crowdfunding.
The role of the text on a fundraising page is important because
project creators try to convince potential supporters with a
compelling story [20]. Numerous studies have analyzed the
effect of textual features on the success of online crowdfunding;
however, determining whether these features also affect the
success rate of medical crowdfunding projects is an extremely
important and unsolved problem. Additionally, Aristotle’s theory
of persuasion has been widely used in the online crowdfunding
literature [20-22]. For example, Majumdar and Bose [20] studied
the impact of narrative text on the possibility of pizza donation
according to this theory. However, there is no literature related
to the influence of textual features on the success of medical
crowdfunding based on this theory at present. Therefore, we
proposed research question 1: According to previous research
and Aristotle’s theory of persuasion, do textual features have
an important impact on the success of medical crowdfunding?

In medical crowdfunding, the project information generally
consists of two parts: the project title and the project details, as
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shown in Figure 1. The project title is used to provide a brief
overview of the crowdfunding project information using concise
phrasing, and the project details are used to provide more
complete information about the patient. Some studies have
already investigated the impact of textual features on medical
crowdfunding success; however, they focused on the impact of
the text features of the project details and ignored the text
features of the project title [23,24]. Medical crowdfunding
projects are usually spread via social media in the form of links;
therefore, potential donors often see the project title first.
Accordingly, the textual features of the project title may affect
the behavior of potential donors. If potential donors want to
know more after reading the project title, they will further read

the content of the project details. At this time, the text features
of the project details may affect readers’ donation behavior.
Therefore, it is possible that the text features of both the project
title and project details will affect donors’ decision-making
behavior, which in turn will affect the success of medical
crowdfunding projects. Therefore, we proposed the following
two research questions to explore the characteristics of the
project title and project details that affect the success rate of
medical crowdfunding projects:

• Research question 2: In the project title, what features can
influence the success of medical crowdfunding?

• Research question 3: In the project details, what features
can influence the success of medical crowdfunding?

Figure 1. Screenshot of a medical crowdfunding project.

Literature Review

Medical Crowdfunding
Medical crowdfunding is a form of donation-based online
crowdfunding. Online crowdfunding involves enterprises or
individuals obtaining, through the internet, financial support
from a large group of participants who provide small amounts
of money [25]. There are many types of crowdfunding such as
reward-based crowdfunding, equity-based crowdfunding,
debt-based crowdfunding, and donation-based crowdfunding
[26]. Reward-based crowdfunding involves individuals
contributing comparatively small amounts of money to projects
in return for some kind of reward. Rewards can range from a

simple token such as a thank-you postcard to a production
version of the crowdfunded product [27]. Equity-based
crowdfunding is a mechanism that enables broad groups of
investors to fund startup companies and small businesses in
return for equity [28]. Debt-based crowdfunding is based on
the relationship between a debtor and lender, and possesses a
certain yield rate [29]. Donation-based crowdfunding, also called
charitable crowdfunding, requires donors to devote themselves
to the public good with no expectation of obtaining material
rewards [30].

Medical crowdfunding aims to help those who are unable to
pay their medical bills by enabling them to receive donations
from others, and its text narrative usually involves many
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personal characteristics of the requester. In recent years, medical
crowdfunding has attracted extensive attention within the
academic community. Specifically, Snyder et al [18] analyzed
80 medical crowdfunding activities as examples of how
Canadians prove to others that they should finance the medical
expenses of requesters, and these reasons were evaluated
according to relevant theories of ethics. Renwick and Mossialos
[31] examined possible economic risks and benefits in the
development of medical crowdfunding. Gonzales et al [16]
demonstrated that medical crowdfunders often balance two
aspects of a fundraising campaign: assistance from others and
perceived privacy risks. Zenone and Snyder [19] summarized
four possible types of fraud in medical crowdfunding:
faking/exaggerating illnesses, impersonation, and misapplication
of funds. Moore [17] studied an ethical issue involving the role
of donors in medical crowdfunding. The research of Burtch and
Chan [10] indicated that the number of individual bankruptcy
filings in the United States is experiencing a trend of gradual
decrease as a result of the rapid advancement of medical
crowdfunding. Bassani et al [32] discussed the formation process
and development direction of medical crowdfunding platforms,
explored the relationship between medical crowdfunding and
the national health system, and found that substitution effects
function when the coverage rate of public health is low. After
analyzing news reports on medical crowdfunding in the United
States and Canada, Murdoch et al [33] discovered that there is
little reportage of the negative descriptions of crowdfunding
campaigns (4.76%), and found that the patients’conditions were
mostly cancer (49.11%) and rare diseases (36.01%).

In summary, previous studies have not directly elucidated the
influencing factors of medical crowdfunding results but have
rather probed the development of medical crowdfunding, and
its impact on social and economic activities.

Influence of Textual Features on the Success of Online
Crowdfunding
Crowdfunding projects are usually associated with a description
of how the funds will be used [20]. In recent years, many studies
have analyzed the impact of textual features on the success of
online crowdfunding. Greenberg et al [34] found that some
project information characteristics such as the project goal,
project category, magnitude of the reward, project duration,
whether the project is connected to social networks, and the
number of words in the narrative can predict the success or
failure of a reward-based crowdfunding campaign. Lukkarinen
et al [28] discovered that the investment decisions of participants
in equity-based crowdfunding are associated with the
comprehensibility of the campaign and other easily grasped
informational features to a great extent, with the traditional
investment decision criteria used by venture capitalists or
business angels having less importance. Lin [35] suggested that
the language characteristics of the campaign requirements
description, including readability, positivity, and deception cues,
can predict the performance of the loan project.

Unlike other types of online crowdfunding, donation-based
crowdfunding does not require financial returns, and the
narrative usually contains little information about the economic
benefits. Some scholars have explored the influence of textual

features on the success of donation-based crowdfunding. Kshetri
[36] pointed out that the identity of the fundraiser displayed in
a donation-based crowdfunding campaign has a significant
influence on donors’ behavior. Xu [37] examined the impact of
three manifestations (video, pictures, and text) on the success
rate of donation-based crowdfunding. Majumdar and Bose [20]
analyzed 5671 real data items and found that donors’ behavior
is influenced by many variables, including money-related words,
the extent of use of negative emotions, and evidence relating
to women and the authenticity of the information they provided.
Additionally, Zubrickas [38] and Cason and Zubrickas [39]
discussed how the inclusion of a refunding mechanism in the
information can affect donors’decision-making behavior. Sasaki
[40] explained the effect of the amount of other people’s
donations on subsequent behavior, and the empirical results
showed that subsequent donors are more likely to increase their
donations when the amount of the previous five donations
increases. Cheng et al [41] proposed an optimal threshold in
the number of donations provided by donation-based
crowdfunding campaigns that promotes more donation activities.

Medical crowdfunding is a new form of donation-based
crowdfunding. However, it is unknown whether the text
characteristics of these projects affect their success rate. Only
a few researchers have aimed to study this problem to date.
Durand et al [23] indicated that medical crowdfunding for
transplant surgery was more successful when the campaigns
had longer descriptions, higher goal amounts, more positive
emotions, and third-person narratives. Majumdar and Bose [20]
discovered that reasonable and credible requests during a
campaign can improve the chance of receiving donations. Xu
and Wang [24] considered that certain messaging aspects such
as constructing an image of being vulnerable and worthy of
help, utilizing a tragic narrative with elements of Chinese
traditional culture, and contrasting patients’ experiences before
and after the illness can arouse the sympathy of potential donors
and prompt them to donate to patients. However, these studies
analyzed the impact of only a small number of textual features
on medical crowdfunding from a specific theoretical perspective.
Whether the large number of textual features found in the online
crowdfunding literature has an impact on the success rate of
medical crowdfunding remains an unresolved research question.
Moreover, these previous studies focused only on the influence
of the textual features of the project details and ignored the role
of the textual features of the project title. However, the project
title also embodies a wealth of information that may play a
prominent role in the success rate of medical crowdfunding
projects.

Theory of Persuasion and Online Crowdfunding
As an important channel for people to understand the needs of
a medical crowdfunding project, the main expectation of text
narration is to persuade readers to donate to the requester. The
type of persuasive strategy that can be used to improve the
persuasiveness of the text is particularly significant. Aristotle
supposed that rhetoric signifies “the faculty of observing in any
given case the available means of persuasion” and proposed the
theory of persuasion. This theory mainly includes three
important methods of persuasion: Ethos, Logos, and Pathos
[42]. Ethos means that speakers should show some authentic
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and reliable content to gain psychological recognition and the
trust of the audience. Logos means that speakers should use
logical statements to convince others. Pathos means that
speakers should display their emotional factors and arouse the
emotions of the audience [42,43].

Aristotle’s theory of persuasion has also been applied to the
field of online crowdfunding. Tirdatov [21] examined the 13
most-funded crowdfunding texts from Kickstarter, and found
that all of them contained the three types of rhetorical styles
mentioned in the theory of persuasion (ie, Ethos, Pathos, and
Logos). Majumdar and Bose [20] studied the content factors of
rationality, emotion, and credibility in text narratives, and found
that the presence of rational and credible content in charity
messages is positively related to the probability of receiving
pizza donations, but this was not the case for the emotional
content. Wang and Wu [22] explored the impact of photographic
narratives on online medical crowdfunding campaigns. They
found that Pathos (emotional-related) and Ethos
(credible-related) photos have positive persuasion effects on
medical crowdfunding performance, whereas Logos
(rational-related) photos have a negative persuasion effect.
However, the existing literature has not yet used the theory of
persuasion to study the influence of persuasive strategies of
textual features on the results of medical crowdfunding.

Complementing this line of existing research, this study
empirically examined the effect of the textual features of medical
crowdfunding projects on their success rate, taking 4903 real
projects collected from the Tencent Charity platform in China
as the research sample. Based on the theory of persuasion, we
divided the appeals in the text into three categories (rational,
emotional, and credibility appeals), explored them from the two
dimensions of project title and project details, and analyzed
them from two perspectives of existence and extent.

Methods

Study Design
To meet the research objectives, a research framework was
developed. The process was divided into five main sections:
(1) collecting and cleaning the dataset, (2) selecting the variables
and building the research model, (3) extracting the variables,
(4) performing econometric analysis, and (5) evaluating the
results of the econometric analysis to extract knowledge.

Collecting and Cleaning the Dataset
There are two types of medical crowdfunding in China: public
fundraisers and individual appeals. The “Charity Law”
promulgated in 2016 stipulates that for public fundraisers,
patients or their families must post fundraising information on
the crowdfunding platform prescribed by the Civil Affairs
Department of the State Council with the help of philanthropic
organizations. These projects are publicly available on the
crowdfunding platform where information is easily obtained.
Individual appeals are published and disseminated exclusively
on social media such as microblogs and cannot be publicly
displayed on crowdfunding platforms. Compared to individual

appeals, the information on crowdfunding platforms is more
complete and has higher credibility, and the platforms have
certain specifications for fundraisers so that the process is more
normalized. Hence, the datasets in this study were obtained
mainly from public fundraisers.

Our data sample was obtained from the Tencent Charity
platform, which is one of the largest donation-based
crowdfunding platforms in China and provides easy access to
information. Tencent Charity was initiated by the Tencent
Company in 2007. As of January 2019, its cumulative
fundraising amount had exceeded US $700 million. We collected
data using a crawler program, which we developed based on
the Python language. The program first uses a Python third-party
library (“requests”) to obtain webpage data containing
crowdfunding projects. It then uses regular expressions to parse
and extract the required information, and finally saves the data
in an Excel table. The pseudocode of the crawler program is
provided in Multimedia Appendix 1.

We collected all disease crowdfunding projects displayed on
Tencent Charity in January 2019. An initial total of 5400
projects were obtained. We deleted projects that were raising
funds for certain groups through manual filtering, because the
focus of this study was personal medical crowdfunding. The
main process was as follows. First, two graduate students
marked projects for which the donation objects were not
individuals by reading crowdfunding text from the dataset.
Second, a third student compared the results of the previous
two students. If there was substantial divergence, the three
students discussed it until they reached agreement. In the end,
a final dataset containing information on 4903 medical
crowdfunding projects containing both nontextual features
(funding goal, fundraising amount, and donors) and textual
features (project title and project details) was obtained. In the
dataset, the average values of funding goal, fundraising amount,
and number of donors were 149,673, 34,569, and 1467,
respectively. We used the fundraising amount divided by the
funding goal to calculate the project’s fundraising success rate.
Overall, the success rate of medical crowdfunding projects was
found to be relatively low, with an average success rate of 0.31.

Selecting Variables and Building the Research Model
We first selected variables according to the previous literature
on online crowdfunding, which showed that certain textual
features play an important role in the success rate of online
crowdfunding projects, as shown in Table 1. The main textual
features that have been found to have a significant impact
include disease description, patient age, patient gender, regional
economic development level, patient occupation, emotional and
economic descriptions, vivid language, inclusive language,
money-related language, title length, project information quality,
description elaborateness, video, images, number of updates,
prior experience, and duration. These features constituted the
candidate feature set of the crowdfunding texts. We then
determined the variables related to medical crowdfunding based
on this feature set, including textual and nontextual features
(Table 1).
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Table 1. Textual features affecting the success rate of online crowdfunding projects.

Research variablesOnline crowdfunding typeReference

Illness narrative and the patients’ identity such as disease severity and
financial plight, tragic narrative strategies, etc

Donation-based crowdfundingXu and Wang [24]

Disease characteristics, medical research characteristics, organizational
characteristics, comments, length, platform, etc

Donation-based crowdfundingAleksina et al [44]

Perceived financial resources, perceived information resources, political
interest, negative perception toward political situation, online community
engagement, etc

Donation-based crowdfundingKusumarani and Zo [45]

Funders’ trust, project information quality, fundraiser’s ability, project
type and funding level, gender, age, education, income, prior experiences,
website familiarity, etc

Reward-based crowdfundingLiang et al [46]

Goal, geography, photo, video, website, updates, comments, Facebook
friends, shares, etc

Reward-based crowdfundingPetitjean [47]

Disease category, narrative perspective, gender, patient age group, loca-
tion, goal amount, cumulative sentiment, sentiment range, description
length

Donation-based crowdfundingDurand et al [23]

Title length, reciprocity phrases, gratitude, popularity, comments received,
account age, past participation, authentic, text length, presence of image,
presence of monetary evidence, presence of negative emotions, presence
of female references, extent of monetary evidence, extent of negative
emotions, extent of female references

Donation-based crowdfundingMajumdar et al [20]

Identity disclosure, prior experience, number of comments, number of
updates, description elaborateness, campaign duration, funding goal,
country, category

Reward-based crowdfundingKim et al [48]

Log funding, requested funding, adopted group, identity, positive narra-
tive tone, etc

Reward-based crowdfundingAllison et al [49]

Goal, duration, introduction word count, video count, “like” count,
number of reviews

Reward-based crowdfundingBi et al [50]

Number of investors, amount raised, team rating, markets rating, concept
rating, etc

Equity-based crowdfundingLukkarinen et al [28]

Money-related language, vivid language, positive emotion, inclusive
language, campaign duration, video, images, length of the campaign text,
campaign goal, etc

Reward-based crowdfundingGorbatai et al [51]

Age, gender, disease, location, occupation, money-related words, negative
emotions, positive emotions, authenticity, diagnosis, charities, length of
the project title and project details, funding goal, donors

Donation-based crowdfundingThis study

We further built the research model based on Aristotle’s theory
of persuasion, which includes three important methods of
persuasion: Ethos, Logos, and Pathos [42]. Some previous
studies have applied the theory of persuasion to the study of
human behavior [20,22,43]. Majumdar and Bose [20]
categorized content factors of online crowding into rational,
emotional, and credibility based on this theory. Similarly, in
this study, we divided the persuasion strategy of medical
crowdfunding text into three categories: rational, emotional,
and credibility appeals, corresponding to Logos, Pathos, and
Ethos, respectively. Age, gender, disease, location, occupation,
and money-related words all describe actual information about

the patient, highlighting the characteristics of the donation
objects, and therefore constitute rational appeals. Negative
emotions and positive emotions express the feelings of the
seeker and focus on appealing to the sympathy of potential
donors, and therefore belong to emotional appeals. Authenticity,
diagnosis, and charities are used to prove that the crowdfunding
project is true and reliable, and are therefore classified as
credibility appeals. Moreover, consistent with previous research
[50], the nontextual features of funding goal and donors are
regarded as control variables. The research model is
schematically depicted in Figure 2.
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Figure 2. Research model.

Extracting Variables
In medical crowdfunding, some textual features appear in the
project title, while others appear in the project details, and some
may be reflected in both. Figure 3 shows a medical
crowdfunding project from Tencent Charity with the textual
features marked. We classified these variables into project title
and project details. Moreover, a textual feature has two
dimensions: whether the feature exists and the extent of the

feature if it does exist. Majumdar and Bose [20] found that the
presence of textual features (money-related terms and female
references) and the extent of textual features (money-related
terms, negative emotions, and female references) impact the
success of donation-based crowdfunding. Therefore, we adopted
a similar method to quantify all textual features in the dataset
as existence variables or extent variables. Table 2 lists all of the
variables considered with their descriptions.
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Figure 3. Textual features of a medical crowdfunding project.
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Table 2. Description of the variables.

Description and measureVariables

Ratio of raised amount to target amountSuccess rate

The total amount to be raised by a fundraiser in a project (10,000)Funding goal

Number of people contributing to a projectDonors

Dummy variable; 1 if there is an age in the title, otherwise 0TPAge

Dummy variable; 1 if there is a gender in the title, otherwise 0TPGender

Dummy variable; 1 if there is a disease description in the title, otherwise 0TPDisease

Dummy variable; 1 if there is an occupation in the title, otherwise 0TPOccupation

Dummy variable; 1 if there is a location in the title, otherwise 0TPLocation

Dummy variable; 1 if there is a funding target in the title, otherwise 0TPMoney

Dummy variable; 1 if there are negative words in the title, otherwise 0TPNWords

Dummy variable; 1 if there are positive words in the title, otherwise 0TPPWords

Dummy variable; 1 if there is an age in the details, otherwise 0DPAge

Dummy variable; 1 if there is a gender in the details, otherwise 0DPGender

Dummy variable; 1 if there is a disease description in the details, otherwise 0DPDisease

Dummy variable; 1 if there is an occupation in the details, otherwise 0DPOccupation

Dummy variable; 1 if there is a location in the details, otherwise 0DPLocation

Dummy variable; 1 if there is a financial description in the details, otherwise 0DPMoney

Dummy variable; 1 if there are negative words in the details, otherwise 0DPNWords

Dummy variable; 1 if there are positive words in the details, otherwise 0DPPWords

Number of words in the project titleTLength

Patient’s age in the project titleTAge

Patient’s gender in the project titleTGender

Patient’s disease in the project title; 1 for mild disease and 0 for severe diseaseTDisease

Patient’s location in the project title; sorted according to per capita GDP in 2018 of each city in descending
order, and assign 1, 2, 3..., as shown in Multimedia Appendix 2

TLocation

Patient’s occupation in the project title; classify patient’s occupation into nine categories and assign
them values from 1 to 9, as shown in Multimedia Appendix 3

TOccupation

Number of mentions of money-related words in the project titleTNMWords

Number of negative emotion words in the project titleTNNWords

Number of positive emotion words in the project titleTNPWords

Number of words in the project detailsDLength

Patient’s age in the project detailsDAge

Patient’s gender in the project detailsDGender

Patient’s disease in the project details; 1 for mild disease and 0 for severe diseaseDDisease

Patient’s location in the project details; sorted according to per capita GDP in 2018 of each city in de-
scending order, and assign 1, 2, 3..., as shown in Multimedia Appendix 2

DLocation

Patient’s occupation in the project details; classify patient’s occupation into nine categories and assign
them values from 1 to 9, as shown in Multimedia Appendix 3

DOccupation

Number of mentions of money-related words in the project detailsDNMWords

Number of negative emotion words in the project detailsDNNWords

Number of positive emotion words in the project detailsDNPWords

1 indicates that the project has been verified by the platform; otherwise, 0Authenticity

1 indicates that the project includes a hospital diagnosis certificate; otherwise, 0Diagnosis
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Description and measureVariables

1 indicates that charities are involved in the project; otherwise, 0Charities

Automatic extraction and manual filtering were used to extract
the textual features and corresponding variables. The patient’s
age, gender, disease, occupation, and location, as well as
money-related items were manually extracted because it was
difficult to automatically process these variables, as the writing
style of the text was personal and had no fixed or standardized
format. For each feature, we determined the value of its
existence variable and extent variable in the project title and
project details. For example, for patient gender, we determined
the values of four variables: TPGender, DPGender, TGender,
and DGender. The manual extraction process took
approximately 2 months to complete and was divided into two
main stages. First, two graduate students independently extracted
each feature by reading each individual text from the dataset.
Second, a third student compared the results of the previous
two students. If there was substantial divergence, the three
students discussed it until they reached agreement. However,
owing to the requirements of the Tencent Charity platform, all
projects meet the credibility appeals. All of the crowdfunding
projects we collected were certified by the platform, with
hospital diagnostic reports and charities participation. Therefore,
authenticity, diagnosis, and charities were set to a value of 1.

Other variables, including TLength, DLength, TPNWords,
TPPWords, TNNWords, TNPWords, DPNWords, DPPWords,
DNNWords, and DNPWords, were automatically extracted using
Python and the HowNet lexicon, which is the Chinese version
of WordNet and has been widely used for text mining and
sentiment analysis [52-54]. First, we calculated the number of
words in the project title and project details to obtain the values
of the variables TLength and DLength. Next, we used a Chinese
word segmentation component called Jieba in Python to segment
the project title and project details, and then compared the words
in the project title with the positive emotional vocabulary in the
HowNet dictionary. If the match was successful, the value of
the variable TPPWords was recorded as 1 and the value of the
variable TNPWords was increased by 1. The values of other
variables were calculated in the same manner.

Building the Econometric Model
To better appreciate the effects of the textual features of the
project title and project details, we used multiple regression
analysis to construct five econometric models. Model 1 was the
control-only model. Model 2 considered the presence variables
of the project title and the control variables. Model 3 added the
presence variables of the project details on the basis of Model
2. Model 4 considered the extent variables of the project title
and the control variables. Model 5 added the extent variables
of the project details on the basis of Model 4. Since the values
of authenticity, diagnosis, and charities were all constant,

indicating that there was no difference in the credibility appeals
among the crowdfunding projects, these three variables were
removed when building the econometric models.

• Model 1:

Success rate = α0 + α1Funding goal + α2Donors + ε

• Model 2:

Success rate = α0 + α1Funding goal + α2Donors +
α3TPAge + α4TPGender + α5TPDisease +
α6TPOccuption + α7TPLocation + α8TPMoney +
α9TPWords + α10TPPWords + ε

• Model 3:

Success rate = α0 + α1Funding goal + α2Donors +
α3TPAge + α4TPGender + α5TPDisease +
α6TPOccuption + α7TPLocation + α8TPMoney +
α9TPWords + α10TPPWords + α11DPAge +
α12DPGender + α13DPDisease + α14DPOccupation
+ α15DPLocation + α16DPMoney + α17DPNWords
+ α18DPPWords + ε

• Model 4:

Success rate = α0 + α1Funding goal + α2Donors +
α3TLength + α4TAge + α5TGender + α6TDisease +
α7TOccupation + α8TLocation + α9TNMWords +
α10TNNWords + α11TNPWords + ε

• Model 5:

Success rate = α0 + α1Funding goal + α2Donors +
α3TLength + α4TAge + α5TGender + α6TDisease +
α7TOccupation + α8TLocation + α9TNMWords +
α10TNNWords + α11TNPWords + α12DLength +
α13DAge + α14DGender + α15DDisease +
α16DOccupation + α17DLocation + α18DNMWords
+ α19DNNWords + α20DNPWords + ε

Results

Descriptive Statistics
Table 3 provides the descriptive statistics of the variables.
DPGender, DPDisease, Authenticity, Diagnosis, and Charities
were constant, and were therefore removed from subsequent
analyses. The correlations between the variables are provided
in Multimedia Appendix 4 and Multimedia Appendix 5. Given
the overall lack of a strong correlation between the variables,
we proceeded to the regression analysis.
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Table 3. Descriptive statistics of variables.

VarianceMeanMedianMinimumMaximumVariables

0.140.310.120.001.47Success rate

241.1114.9710.001.00350.00Funding goal

17,465,022.111466.59311.005.0077,760.00Donors

0.120.140.000.001.00TPAge

0.230.340.000.001.00TPGender

0.240.400.000.001.00TPDescription

0.010.010.000.001.00TPLocation

0.090.100.000.001.00TPOccupation

0.0050.0050.000.001.00TPMoney

0.030.030.000.001.00TPNWords

0.150.190.000.001.00TPPWords

0.120.851.000.001.00DPAge

0.001.001.001.001.00TPGender

0.001.001.001.001.00TPDisease

0.130.841.000.001.00DPLocation

0.070.931.000.001.00DPOccupation

0.020.981.000.001.00DPMoney

0.070.931.000.001.00DPNWords

0.0020.9981.000.001.00DPPWords

0.758.469.004.0012.00TLength

97.287.074.000.0096.00TAge

0.240.420.000.001.00TGender

0.020.020.000.001.00TDisease

118.5717.2320.001.0033.00TLocation

3.396.227.001.009.00TOccupation

0.0050.0050.000.001.00TNMWords

0.030.030.000.002.00TNNWords

0.170.200.000.002.00TNPWords

218,283.221370.201355.00121.003785.00DLength

196.3813.158.000.0096.00DAge

0.240.601.000.001.00DGender

0.030.030.000.001.00DDisease

74.8518.2918.001.0043.00DLocation

2.116.737.001.009.00DOccupation

6.583.873.000.0022.00DNMWords

12.114.354.000.0030.00DNNWords

59.4816.9616.000.0068.00DNPWords

0.001.001.001.001.00Authenticity

0.001.001.001.001.00Diagnosis

0.001.001.001.001.00Charities
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Regression Results
We first estimated the effect of control variables on the success
rate of project fundraising with Model 1. As shown in Table 4,
the funding goal and number of donors were significantly related
to the success rate. Specifically, the funding goal had a negative
impact on the success rate of fundraising, and the coefficient
of donors (19.00, P<.001) significantly and positively affected
the success rate.

Based on these control variables, we then increased the number
of existence variables in the project title with Model 2. As shown
in Table 4, the effects of the funding goal and number of donors
were significant in this model, coinciding with the findings for
Model 1. Moreover, in rational appeals, the presence of a
patient’s disease and occupation had a positive impact on the
success rate of crowdfunding, whereas the presence of a
patient’s age and gender had a negative impact. The presence
of location and monetary evidence exhibited no significant
effect. In emotional appeals, the coefficient of TPNWords
(–3.83, P=.04) indicated that the presence of negative emotions
in the project title played a negative role in the fundraising

success rate. The presence of positive emotions was
insignificant, which shows that the persuasive strategy of
positive emotions had no effect.

Additionally, we added the factors of project details to Model
2 to build Model 3, so as to estimate the role of project details.
As indicated in Table 4, the control variables still exhibited
significant effects, consistent with Models 1 and 2. The
significant variables in the project title were also the same as
those found for Model 2. In rational appeals of the project
details, the coefficients of DPOccupation and DPMoney were
3.07 (P=.01) and 5.01 (P=.02), respectively, reflecting that the
presence of the patient’s occupation and money-related words
had a positive relationship on the fundraising success rate. The
presence of the patient’s age had a negative relationship and
the presence of the patient’s location had no significant effect,
which indicates that this information cannot persuade a donor.
In emotional appeals, the presence of negative emotions was
found to play a positive role in the success rate of fundraising,
while the presence of positive emotions played a negative role,
implying that the presence of negative emotions, rather than
positive emotions, is more persuasive to donors.

Table 4. Regression results of existence variables.

Model 3 (adjusted R2=0.643)Model 2 (adjusted R2=0.639)Model 1 (adjusted R2=0.637)Variables

VIFP valueβVIFP valueβVIFaP valueβ

Control

1.179<.001–20.531.114<.001–20.511.076<.001–20.59Funding goal

1.097<.00118.901.083<.00119.011.076<.00119.00Donors

Title

1.051<.001–2.961.035<.001–3.27———bTPAge

1.043.001–2.291.029.001–2.29———TPGender

1.037.031.411.032.041.34———TPDisease

1.009.05–5.451.006.08–4.90———TPLocation

1.025.022.511.021.012.67———TPOccupation

1.011.68–1.851.006.88–0.68———TPMoney

1.008.04–3.761.008.04–3.83———TPNWords

1.017.21–1.021.015.21–1.02———TPPWords

Details

1.039<.001–4.36——————DPAge

1.031.17–1.20——————DPLocation

1.041.013.07——————DPOccupation

1.004.025.01——————DPMoney

1.042.042.55——————DPNWords

1.013<.001–34.65——————DPPWords

aVIF: variance inflation factor.
b—: not included in model.

Furthermore, we estimated the extent variables of the project
title and project details to explore how the extent of a feature,
if it exists, affects the fundraising results. Table 5 demonstrates
the regression results for the extent variables of the project title

and the control variables in Model 4. The funding goal exhibited
a significant negative impact and the number of donors exhibited
a significant positive effect, consistent with the results of the
other models. None of the extent variables in the project title
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was statistically significant, indicating that the extent of the
features in the project title causes no discernible effect on
fundraising success rate.

Moreover, we examined the impact of the extent variables in
the project details in Model 5. As shown in Table 5, the control
variables also significantly affected the fundraising results. In
addition, the length of the description in the project details
exhibited a significant negative effect on fundraising success.
DNMWords and DNNWords emerged as positive predictors of

project success, which demonstrates that the more money-related
and negative emotion words there are in the project details, the
higher the success rate. The coefficient of DAge (–2.11, P<.001)
suggests that younger patients are more likely to fundraise
successfully in medical crowdfunding. The coefficient of
DOccupation was also negative, showing that for patients whose
occupations are national civil servant, professional skill worker,
clerk, business and service worker, solider, child, student, and
public-spirited person, the success rate of fundraising will
decrease sequentially.

Table 5. Regression results of extent variables.

Model 5 (adjusted R2=0.613)Model 4 (adjusted R2=0.625)Variables

VIFP valueβVIFaP valueβ

Control

1.796<.001–17.761.352<.001–19.51Funding goal

1.297<.00118.461.185<.00119.88Donors

Titleb

1.106.68–4.731.049.25–12.29TLength

1.553.481.011.242.31–1.22TAge

1.243.23–3.371.056.29–1.72TGender

2.056.5414.091.009.538.41TDisease

1.010.05–8.011.005.07–7.48TLocation

1.080.11.621.051.36.33TOccupation

1.064.49–8.571.039.47–9.00TNNWords

1.030.692.681.025.821.49TNPWords

Details

3.015.01–11.73———cDLength

1.010<.001–2.11———DAge

1.192.67.84———DGender

2.097.98–.43———DDisease

1.115.74–.26———DLocation

1.254.004–3.36———DOccupation

1.152.025.78———DNMWords

1.585.025.21———DNNWords

2.568.08–6.52———DNPWords

aVIF: variance inflation factor.
bTNMWords was missing the correlation coefficient, and was therefore removed.
c—: not included in model.

Robustness Test
We used two methods to test the robustness of these empirical
results: increasing sample data from other platforms and
eliminating specific samples.

First, we increased the sample data to verify whether the results
will be affected by platform differences. We collected 382
crowdfunding projects from the “Fun in Funding” platform [55],
which is also a well-known medical crowdfunding platform in

China. We use the new sample dataset to reexamine Model 3,
and the results are presented in Table 6; the regression results
using the original sample data (Table 4) are also shown for
comparison. In the project title, except for the presence of the
patient’s disease that became insignificant, the conclusions of
the remaining variables were consistent. In the project details,
the presence of the location changed from insignificant in the
original model to significant with the added data, and there was
no difference in the results for the other variables.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e22395 | p.637https://www.jmir.org/2021/6/e22395
(page number not for citation purposes)

Zhang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Second, specific samples were eliminated to test whether they
had a major driving effect on the results. There was a relatively
large number of samples with a small success rate in the original
dataset. Therefore, we removed the sample data below the
average success rate (0.31) and used the remaining sample data
to perform multiple regression analysis on Model 3. Table 6
shows that in the project title, the presence of the patient’s age
and gender exhibited significant effects, coinciding with the
previous conclusions. The presence of disease and location was
significant at a 90% CI, which can also be statistically explained.

The presence of occupation and negative emotions changed
from significant to insignificant, whereas the presence of
positive emotions transformed from insignificant to significant.
By contrast, in the project details, the presence of money-related
words became insignificant, and there was no change in the
results for the other variables.

In summary, after using the two methods to complete the
robustness test, we found that the results were mainly consistent
with those obtained previously, indicating that our findings are
relatively robust.

Table 6. Regression results of robustness tests.a

Model 3 (adjusted R2=0.254)Model 2 (adjusted R2=0.590)Model 1 (adjusted R2=0.643)Variables

VIFP valueβVIFP valueβVIFbP valueβ

Control

2.599<.001–17.251.167<.001–19.741.179<.001–20.53Funding goal

2.555<.00111.411.097<.00117.621.097<.00118.90Donors

Title

1.053.02–3.761.051.02–2.111.051<.001–2.96TPAge

1.057.04–2.541.038.003–2.041.043.001–2.29TPGender

1.054.072.161.034.18.901.037.031.41TPDisease

1.021.03–10.461.008.07–5.221.009.05–5.45TPLocation

1.031.331.681.023.032.341.025.022.51TPOccupation

1.026.692.931.011.83–1.011.011.68–1.85TPMoney

1.024.72–1.241.011.005–4.841.008.04–3.76TPNWords

1.038.007–4.061.018.34–.781.017.21–1.02TPPWords

Details

1.081.003–4.551.033<.001–4.891.039<.001–4.36DPAge

1.041.800.361.029.02–2.061.031.17–1.20DPLocation

1.082.034.481.034.013.181.041.013.07DPOccupation

1.013.652.431.003.0056.111.004.025.01DPMoney

1.058.0016.511.037.032.651.042.042.55DPNWords

1.025.05–14.921.012<.001–36.571.013<.001–34.65DPPWords

aP<.10 at 90% CI is considered to be significant.
bVIF: variance inflation factor.

Discussion

Principal Findings
According to 4903 medical crowdfunding projects obtained
from the Tencent Charity platform in China and using the theory
of persuasion as the theoretical basis, this study applied multiple
regression analysis to examine the impact of the existence
variables and extent variables in the project title and project
details on the success rate of medical crowdfunding. Owing to
the requirements of the platform, all projects met the three
aspects (authenticity, diagnosis, and charities) of credibility
appeals; hence, we discuss the research results from two
categories of appeals: rational and emotional appeals.

First, in rational appeals of the project title, the regression results
of the existence variables showed that the presence of the
patient’s disease and occupation had a positive impact on the
success rate of the medical crowdfunding project. Providing a
narrative of the patient’s disease and occupation allows potential
donors to quickly understand who is raising money for what
disease in a specific crowdfunding project. The presence of the
patient’s age and gender had a negative impact on the success
rate, indicating that the seeker may not need to describe these
attributes of the fundraiser. In emotional appeals of the project
title, the presence of negative words had a negative impact on
the success rate, which shows that people do not wish to see
the requesters’ negative emotions in the title description.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e22395 | p.638https://www.jmir.org/2021/6/e22395
(page number not for citation purposes)

Zhang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


With respect to rational appeals of the project details, analysis
of the existence variables suggested that the presence of a
patient’s occupation and money-related words is positively
correlated with the fundraising success rate. The patient’s
occupation can arouse readers’ pity, and money-related words
can accurately describe the economic plight of the requesters.
Majumdar and Bose [20] also suggested that the presence of
monetary evidence can promote the success of crowdfunding.
The presence of the patient’s age was negatively correlated with
the success rate, which indicates that the patient’s age does not
need to be described in the project details. In emotional appeals
of the project details, the presence of negative emotions
exhibited a positive impact on the fundraising success rate.
However, Majumdar and Bose [20] suggested that the presence
of negative emotions had no significant effect because almost
all requests describe the suffering of the seeker. We consider
this difference to be related to differences in the primary
concerns of people in different countries. Chinese donors intend
to understand the distress that patients are suffering, which can
only be expressed accurately with negative phrases. We found
that the presence of positive emotions exhibited a negative effect
on success rate, whereas Durand et al [23] proposed that positive
emotions contributed to the success of organ transplantation
crowdfunding projects. The reason for this difference may be
that the physically disabled but optimistic image in
crowdfunding for organ transplantation is more persuasive,
which is not the case with crowdfunding for medical diseases.

Furthermore, we estimated the extent variables of the project’s
textual features. The results reflect that in the project details,
the patient’s age, occupation, and text length had a negative
impact on the fundraising success rate, whereas the numbers of
money-related words and negative emotions words had a
positive impact. We further analyzed the causes of these results
in detail. First, we suggest that the number of money-related
words has a significant positive impact on the success rate of
fundraising, which coincides with the findings of Majumdar
and Bose [20] and Xu and Wang [24]. Second, we found that
the number of negative phrases has a positive impact on the
success rate, whereas Majumdar and Bose [20] came to the
opposite conclusion. They believed that the excessive use of
negative appeals may seem manipulative to the potential donor.
The reason for this difference may be related to the different
cultures of multiple countries, as Chinese donors may be more
likely to be moved by descriptions of patients’ suffering that
use more negative phrases. Xu and Wang [24] suggested that
using a tragic narrative strategy can arouse the sympathy of
Chinese potential donors. Third, we found that the length of the
detailed narrative negatively affects the success rate, which is
also inconsistent with the results of Majumdar and Bose [20].
The reason for this conflict may be that a long description can
make people impatient and cause them to lose interest in
donating. Iyengar and McGuire [56] suggested that humans are
“cognitive misers,” meaning that they will predigest limited
information and make a rapid decision according to the principle
of least possible effort. Fourth, Liang et al [46] proposed that
age has no significant impact on reward-based crowdfunding,
whereas our results show that young patients are more likely to
succeed in medical crowdfunding because they more easily
arouse people’s sympathy. Similar to this conclusion, Ren et al

[57] found that people are generally more generous with
fundraising projects targeting children than adults. Finally, our
study suggests that in the project details narrative of medical
crowdfunding, for patients whose occupations are national civil
servant, professional skill worker, clerk, business and service
worker, solider, child, student, and public-spirited person, the
success rate of fundraising will decrease sequentially.

Our results have clear implications with respect to the impact
of the funding goal and donors as control variables. These two
variables had evident significant effects on the fundraising
success rate. Specifically, the funding goal was negatively
correlated with the success rate, which is in accordance with
the conclusions of Gorbatai and Nelson [51] and Kim et al [48],
whereas the number of donors had a positive impact on the
success rate, coinciding with the results of Aleksina et al [44],
which revealed that sharing or forwarding information about
crowdfunding activities on social networks can result in more
financial support and an increased fundraising success rate.

Theoretical Implications
This study makes the following four theoretical contributions.
First, this paper enriches and expands research in the realm of
medical crowdfunding. The success rate of medical
crowdfunding worldwide is generally low at present, yet few
previous studies have directly explored the impact of textual
features on the success rate of medical crowdfunding projects.
This study used real projects to study the roles of textual features
of the project title and project details, and the findings can
provide a reference for researchers in medical crowdfunding.

Second, this study supplements and improves the online
crowdfunding literature. Existing studies have mainly discussed
the effect of the project details features but ignored the project
title. By examining the project title features, we found that the
presence of a patient’s disease and occupation has a significant
positive impact on the success rate of fundraising, whereas the
presence of age, gender, and negative words has a negative
impact. Thus, the role of the project title cannot be overlooked.

Third, the results of this study also contribute to the literature
on persuasion theory. Although there have been many studies
on human behavior based on the theory of persuasion, this study
is the first to use this theory to explore the effects of textual
persuasion strategies in the field of medical crowdfunding.
Specifically, there is very little research on the persuasive
strategy of the project title in online crowdfunding, although
we discovered that this also has a contribution to fundraising
results. For rational appeals, the presence of the patient’s age,
gender, disease, and occupation in the project title exhibited
significant effects on the success rate of fundraising, whereas
the presence of monetary evidence exhibited no important effect.
For emotional appeals, the presence of negative emotions in the
project title played a negative role on the success rate, whereas
the presence of positive emotions had an insignificant effect.
Moreover, the persuasion strategy of the project details in
medical crowdfunding also differs from that in other types of
crowdfunding. Liang et al [46] proposed that age has no
significant impact on reward-based crowdfunding, whereas our
results showed that young patients are more likely to
successfully raise funds. There is no literature proposing that
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occupation has an important impact, although our results
indicated that the presence of the patient’s occupation makes
the project more persuasive. Consistent with the findings of
Majumdar and Bose [20], we suggest that the presence of
monetary evidence can better persuade people to donate, and
this persuasion effect increases with a greater frequency of that
presence. For emotional appeals, the persuasion strategy of
medical crowdfunding also diverges from that of other
crowdfunding types. Majumdar and Bose [20] indicated that
the presence of negative emotions had no significant effect on
obtaining pizza donations. Durand et al [23] discovered that
positive emotions contribute to the success of organ
transplantation crowdfunding projects. However, our results
indicate that the presence of negative emotions and positive
emotions significantly affect the success rate of crowdfunding,
but that the former affects the rate positively while the latter
affects it negatively.

Fourth, this paper is beneficial for the online donation literature.
In recent years, many studies have explained the donation
behaviors of online users through external factors such as the
celebrity effect and individual factors [30,58,59]. Behl and Dutta
[60] also found that gamification has a positive impact on donor
behavior on crowdfunding platforms for disaster relief
operations. This study delineates how textual features in medical
crowdfunding affect users’ online donation behaviors, showing
that the presence of a patient’s disease and occupation in the
project title has a positive relationship with the fundraising
success rate, whereas the presence of age, gender, and negative
words has a negative relationship. Moreover, the presence of
the patient’s occupation, monetary evidence, and negative
emotions in the project details plays a positive role in the success
rate, whereas the presence of the patient’s age and positive
emotions plays a negative role. Therefore, these features of the
crowdfunding text may also affect the donation behaviors of
online users. The conclusions can therefore provide assistance
for research in the field of online donations.

Practical Implications
On the basis of our findings and previous research, we propose
three implications for fundraisers from two categories (rational
and emotional appeals) of the theory of persuasion and the three
perspectives of the project title, project details, and nontextual
features. First, for rational appeals of the project title, the results
show that the presence of the patient’s disease and occupation
is positively related to the success rate of the medical
crowdfunding project; thus, fundraisers should be advised to
clearly describe the patient’s illness and occupation in the project
title. We also found that the presence of patient’s age and gender
is negatively related to the success rate, implying that age and
gender are unnecessary in the narrative of the project title. For
emotional appeals of the project title, the presence of negative
words has a negative impact on the success rate, which suggests
that the requester does not need to include negative emotions
in the description of the project title.

Second, for rational appeals of the project details, the results
indicate that the presence of a patient’s occupation and
money-related words has a positive impact on the fundraising
success rate, which suggests that the description can include

information about the patient’s occupation and finances. Projects
that use more money-related words are more likely to succeed,
and the success rate will gradually decrease when the patient’s
occupation is national civil servant, professional skill worker,
clerk, business and service worker, solider, child, student, and
public-spirited person. In addition, the presence of the patient’s
age has a negative impact on the success rate, implying that the
patient’s age can be omitted from the description of the project
details. However, if the patient is young, this information should
be stated in the project details. For emotional appeals of the
project details, the presence of negative words has a positive
impact on the fundraising success rate, while the presence of
positive words has the opposite effect, indicating that using as
many negative phrases as possible is conducive to promoting
fundraising success. The last suggestion is that the description
in the details should be concise and powerful, and should not
be too long.

Third, our investigation of the control variables showed that the
fundraising success rate increases with increases in the number
of donors but decreases with increases in the funding goal. This
finding implies that requesters need to set appropriate goals
when raising funds, and should widely disseminate and share
their projects on social networks to seek more donations instead
of forwarding the projects only to relatives and friends.

Finally, our study also has important implications for
crowdfunding platform managers. Specifically, they can use a
method similar to that presented herein to explore factors that
are of concern to users in other types of crowdfunding text
narratives. The managers of medical crowdfunding platforms
may take our conclusions as a reference and provide proposals
for fundraisers who have no idea how to create the crowdfunding
text. Additionally, we recommend that some tags be intercalated
in crowdfunding projects to highlight critical information that
will be beneficial to the user experience of both fundraisers and
donors.

Limitations and Future Research
Although this study makes several contributions, there are still
some limitations that need to be recognized. First, our work
considered the effects of textual features on the success of
medical crowdfunding and did not examine noncontent features
other than the funding goal and donors, such as the number of
updates. Second, the process of feature extraction was somewhat
cumbersome and time-consuming, and should be improved in
the future. For example, future research can consider using
machine learning and artificial intelligence to improve the
efficiency of feature extraction. Third, this study collected only
data related to the crowdfunding projects and excluded donor
information. Future research can include donor information data
and further analyze the impact of textual features on different
donors. Fourth, this study only used fundraising projects from
a Chinese crowdfunding platform, and therefore it is unclear
whether the conclusions will be applicable to crowdfunding
platforms from other countries. Thus, future research should be
extended to collect data from multiple crowdfunding platforms
in different countries for exploring the differences between
crowdfunding in China and other countries from a cultural
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perspective. Finally, this study did not compare the effect of
credibility appeals because of the limitation of the dataset.

Conclusion
This study focused on the effect of the textual features of
medical crowdfunding projects on their success rate, taking
4903 real projects collected from the Tencent Charity platform
in China as the research sample. We developed our research
model according to previous studies and Aristotle’s theory of
persuasion. We further divided the textual features of the project
title and project details into three categories of rational,

emotional, and credibility appeals, which were analyzed from
two perspectives of existence and extent. We show how some
of the persuasive appeals and nontextual cues have a significant
impact on fundraising success rates. The results show that in
addition to the project details, the features of the project title
also have an important impact on the success rate of fundraising.
These findings provide important theoretical and managerial
implications for medical crowdfunding. Additionally, our
research will be beneficial to all donation-based charity
platforms and requesters with medical fundraising needs.
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Abstract

Background: Perioperative quantitative monitoring of neuromuscular function in patients receiving neuromuscular blockers
has become internationally recognized as an absolute and core necessity in modern anesthesia care. Because of their kinetic
nature, artifactual recordings of acceleromyography-based neuromuscular monitoring devices are not unusual. These generate a
great deal of cynicism among anesthesiologists, constituting an obstacle toward their widespread adoption. Through outlier
analysis techniques, monitoring devices can learn to detect and flag signal abnormalities. Outlier analysis (or anomaly detection)
refers to the problem of finding patterns in data that do not conform to expected behavior.

Objective: This study was motivated by the development of a smartphone app intended for neuromuscular monitoring based
on combined accelerometric and angular hand movement data. During the paired comparison stage of this app against existing
acceleromyography monitoring devices, it was noted that the results from both devices did not always concur. This study aims
to engineer a set of features that enable the detection of outliers in the form of erroneous train-of-four (TOF) measurements from
an acceleromyographic-based device. These features are tested for their potential in the detection of erroneous TOF measurements
by developing an outlier detection algorithm.

Methods: A data set encompassing 533 high-sensitivity TOF measurements from 35 patients was created based on a multicentric
open label trial of a purpose-built accelero- and gyroscopic-based neuromuscular monitoring app. A basic set of features was
extracted based on raw data while a second set of features was purpose engineered based on TOF pattern characteristics. Two
cost-sensitive logistic regression (CSLR) models were deployed to evaluate the performance of these features. The final output
of the developed models was a binary classification, indicating if a TOF measurement was an outlier or not.

Results: A total of 7 basic features were extracted based on raw data, while another 8 features were engineered based on TOF
pattern characteristics. The model training and testing were based on separate data sets: one with 319 measurements (18 outliers)
and a second with 214 measurements (12 outliers). The F1 score (95% CI) was 0.86 (0.48-0.97) for the CSLR model with
engineered features, significantly larger than the CSLR model with the basic features (0.29 [0.17-0.53]; P<.001).

Conclusions: The set of engineered features and their corresponding incorporation in an outlier detection algorithm have the
potential to increase overall neuromuscular monitoring data consistency. Integrating outlier flagging algorithms within
neuromuscular monitors could potentially reduce overall acceleromyography-based reliability issues.

Trial Registration: ClinicalTrials.gov NCT03605225; https://clinicaltrials.gov/ct2/show/NCT03605225

(J Med Internet Res 2021;23(6):e25913)   doi:10.2196/25913
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Introduction

Postoperative residual curarization remains a frequent and often
concealed event within modern anesthesia care [1]. It translates
clinically into complications such as aspiration of gastric
contents [2,3] and an impaired ventilatory response to hypoxia
[4]. This is ultimately linked to an increase of morbidity and
mortality due to postoperative pulmonary complications [5].
As such, perioperative quantitative monitoring of neuromuscular
function in patients receiving neuromuscular blockers has
become internationally recognized as an absolute and core
necessity in modern anesthesia care [6,7]. Besides a reduction
of the incidence of severe respiratory complications [8-10],
quantitative monitoring also potentially leads to considerable
financial health care savings, with complications stemming
from suboptimal neuromuscular monitoring being estimated to
be as high as US $25.000 per patient per event [7].

Although a seemingly straightforward procedure, neuromuscular
monitoring presents users with nuances that are frequently
overlooked or that are prone to misinterpretation [11]. This has
been exemplified by research [12,13] showing that baseline
(control) train-of-four ratios (TOFRs; T4/T1) at the adductor
pollicis frequently assume supra-physiological values (TOFR
> 1) when measured using acceleromyography (AMG).
Similarly, Kopman et al [13] have scrutinized some algorithmic
simplifications used by common AMG monitors (T4/T2 ratio
as a substitute for T4/T1) and how their validity is dependent
on the degree of recovery from nondepolarizing neuromuscular
block. Such interpretative considerations, associated frequent
artifactual confounders, and known overestimation tendencies
when compared with electromyography (EMG) or
mechanomyography [14] contribute to the perpetuation of
anesthesiologist’s cynicism toward objective neuromuscular
monitoring methods, further hindering their widespread adoption
[15].

The herein presented research has been motivated by the
development of a smartphone app intended for neuromuscular
monitoring based on combined accelerometric and angular hand
movement data [16]. During the paired comparison stage of this
app against existing AMG monitoring devices, it was noted that
the results from both devices did not always concur. For
instance, it was observed that the collected raw movement data
regularly displayed nonstandard TOF patterns, whereas the
AMG neuromuscular monitoring device did not appear to detect
these outliers and displayed a seemingly (oversimplified) TOFR
plotting. As with any instrument that aims to measure a certain
signal [17], the measurement of TOFR is similarly prone to the
appearance of outliers, which can be erroneously interpreted as
correct measurements.

From a data analysis standpoint, outlier analysis techniques can
be adopted to increase data reliability. Outlier analysis (or
anomaly detection) refers to the problem of finding patterns in
data that do not conform to expected behavior [18]. This study

aims to conduct an offline exploratory analysis on raw AMG
neuromuscular monitoring data and to engineer features (or
variables) to be able to flag erroneous TOF measurements. These
features will be subsequently evaluated for their usability in
outlier analysis.

Methods

Overview
This manuscript follows the “Guidelines for Developing and
Reporting Machine Learning Predictive Models in Biomedical
Research: A Multidisciplinary View” [19]. The key steps of the
feature engineering and the development of the outlier analysis
algorithm are summarized below.

Data Recruitment and Preprocessing
All data for this study have been collected during a prospective
open-label bicentric clinical trial (Clinical Trial Identifier
NCT03605225) that took place in Ziekenhuisnetwerk Antwerpen
Middelheim (Antwerp, Belgium) and Universitair Ziekenhuis
Brussel (Brussels, Belgium). Registration occurred prior to the
start of the trial. Data collection started in February 2018 and
terminated in April 2019. The trial was conducted in accordance
with the established protocol after approval by the Medical
Ethical Committees of both hospitals (ZNA Middelheim
reference number 5055; UZBrussel reference 2018/031, BUN
009201835039). It followed current good clinical practice
guidelines and applicable law(s), as well as adhered to the
applicable CONSORT guidelines.

The data used for the algorithm development were collected
using a purpose-built smartphone app specifically aimed to
monitor hand movements evoked by extraneural supramaximal
stimulation of the ipsilateral nervus ulnaris by means of a
peripheral nerve stimulator. Collected data included triaxial

(3D) raw acceleration values (m/s2) as well as raw 3D angular

velocity values (rad s–1).

Earlier trials involving beta versions of this app have been
published and they reported bidirectional 95% limits of
agreement of 0.12 (TOFR, absolute units) when compared with
a standard AMG neuromuscular CE/FDA-labeled monitor [16].
This study included 35 patients, with a total of 533 TOF
measurements. The offline evaluation of the observations was
performed by 2 authors of this paper (MV and HC), who
performed the evaluation independently from one another. The
classification of outliers was afterward compared and
corresponded to a 98% agreement on the labeling of TOF
patterns. In total, 30 of the 533 observations were identified as
outliers. These anomalies were detected in the TOF
measurements of 18 patients.

Feature Engineering
The acceleration and angulation signals were collected through
the open-source Cordova Plugin Device-motion library [20],
and measure the movement of the muscle contractions in the 3
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orthogonal directions of movement (X, Y, and Z). Similar to
studies in mechanomyography [21], root-mean square analysis
was performed on these signals to indicate the range of muscle
displacement represented by its acceleration (expressed with

units of m/s2; Figure 1). The features for the model were then

directly derived from the continuous monitoring signal. A first
basic set of features (Table 1) were derived: the combined
acceleration value of multiple points on the vicinity of the peak
of the different TOF twitches (T1, T2, T3, T4) and the absolute
TOFR value.

Figure 1. Normal and anomalous train-of-four (TOF) patterns; upper figures display normal TOF observations while bottom figures represent anomalies.
Normality recordings are illustrated by the upper 2 patterns, where 4 clear peaks can be detected and that follow one another in a fixed time interval.
The lower 2 patterns represent 2 simulated anomalies, where the 4 peaks cannot be clearly recognized from the TOF pattern; or where a wide gap in
terms of time interval exists between peaks.

Table 1. Description of the basic features of data set. A train-of-four recording is defined as the integral combination of all acceleration/angulation
points of T1, T2, T3, and T4.

n (count)DescriptionFeature name

533First twitch of train-of-four responseT1

533Second twitch of train-of-four responseT2

533Third twitch of train-of-four responseT3

533Fourth twitch of train-of-four responseT4

533Absolute ratio derived by dividing T1 with T4TOFRa

533Standard deviation of an AMG measurementAMGb_StdDev

533Arithmetic mean of an AMG measurementAMG_Mean

aTOFR: train-of-four ratio.
bAMG: acceleromyography.

Additionally, the arithmetic mean and standard deviation of the
AMG values related to one measurement were computed in
order to gain a better insight into the differences in variation
between different AMG measurements. In order to avoid
confusion with other descriptive statistics, these were labeled
as “AMG_StdDev” and “AMG_Mean.” An additional set of

features were engineered to assess specific TOF pattern
characteristics (Table 2). Several of these were derived from
the distance between the different TOF twitches (denominated
with the prefix “delta”; Figure 2), whereas other features were
based on the ratio of a specific TOF twitch compared with the
mean of the respective TOF measurement (denominated with
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the prefix “ratio”). With a nonanomalous pattern, one would
logically expect such a ratio to be exceedingly higher than the
arithmetic mean of the TOF measurement. In total, 15 features
were extracted and engineered to serve as input for the outlier
detection models. We emphasize that the authors have
deliberately designed the aforementioned features to detect an

anomaly based on the signal characteristics of a specific
measurement instance. Because of the limited size of the data
set, there is no feature that takes into account any historical
information of the TOF recording, administered drugs, or other
patient-related parameters.

Table 2. Description of engineered features of data set.

n (count)DescriptionFeature name

533Elapsed time (ms) between second and first twitchdeltaT2_T1

533Elapsed time (ms) between third and second twitchdeltaT3_T2

533Elapsed time (ms) between fourth and third twitchdeltaT4_T3

533Elapsed time (ms) between fourth and first twitchdeltaT4_T1

533Ratio between first twitch and arithmetic meanratioT1

533Ratio between second twitch and arithmetic meanratioT2

533Ratio between third twitch and arithmetic meanratioT3

533Ratio between fourth twitch and arithmetic meanratioT4

Figure 2. Basic and engineered feature illustration (x axis: time, y axis: combined angulation and acceleration). Each color represents an individual
train-of-four (TOF) twitch. Each individual twitch (T1, T2, T3, and T4) is composed of multiple acceleration/angulation points during the corresponding
contraction, and not solely by the highest value. The TOF recording is obtained by the summation of each individual twitch.

Model Development and Overfitting
Model development encompassed both the basic feature set and
the engineered feature set. Because the study’s data set is
composed out of labeled data with 2 distinct classes (normal
observations and outliers), supervised learning can be applied
in the form of a classification model. Because outliers are rare
instances in the data, there is a class imbalance where the
distribution between the normal observations and outliers is
significantly skewed. To overcome the issue of class imbalance,

a cost-sensitive learning technique was adopted, where the
objective function of the classification algorithm is modified in
order to weight the classification errors in a differential way for
the normal and the less frequent class. This refers concretely to
cost-sensitive logistic regression (CSLR), where a class
weighting configuration is used to influence the amount of
logistic regression coefficients that are updated during training.
The weighting penalizes the model less for errors made on
instances from the normal class, while maintaining a larger
penalty for errors made on instances from the rare class. The

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25913 | p.648https://www.jmir.org/2021/6/e25913/
(page number not for citation purposes)

Verdonck et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


result is a version of logistic regression that performs better on
imbalanced classification tasks [17]. To avoid overfitting, a part
of the available data set was held out as a test set during the
data preprocessing phase (Figure 3). Moreover, in order to select

the different hyperparameters related to our chosen models, a
cross-validation strategy was adopted, more specifically in the
form of stratified k-fold validation together with the
hyperparameter optimization technique called grid search.

Figure 3. Overview of data set partitioning and model training.

Model Evaluation
To evaluate the effectiveness of the engineered features (Table
2), their performance was compared with that of the basic
features (Table 1) and tested for significance. Therefore, 2
CSLRs were trained: one on the basic feature set and another
on the engineered ones. All model performances were assessed
on the same test set, which was composed of 40% of the total
data and separated from the training set. The precision, recall,
and the F1 score were chosen as performance evaluation metrics
as these are best suited to evaluate data sets with class
imbalance. Additionally, receiver operating characteristics
(ROCs) and area under the curve (AUC) graphs were computed
to characterize the performance of the models.

Statistical Analysis
Statistical analysis was performed with the open-source python
library Scikit-learn [22]. Wilcoxon signed-rank test was adopted
to compare the performance of the CSLR models, with P<.05
considered significant.

Results

Descriptive Statistics, Model Training, and
Cross-Validation
The descriptive statistics of both feature sets are quantified in
Table 3. The Python code related to hyperparameter
optimization, training, and testing is presented in Multimedia
Appendix 1. In contrast to the basic features, the engineered

variables display a larger variation, as can be derived from their
standard deviation. In fact, mainly the “delta” variables appear
to be skewed. Figure 4 displays a scatter plot and a distribution
plot of the basic features T1 and TOFR, and the engineered
features ratioT1 and deltaT4_T1. While the outliers in the scatter
plot of the basic features are more dispersed throughout the
normal data, the outliers within the scatter plot of the engineered
plots can more clearly be identified compared with the normal
observations.

Concerning model training, the training data set (n=319)
consisted out of 18 outliers, while the test data set (n=214)
included 12 outliers. Both train and test data instances were
chosen in a completely randomized manner by means of the
train_test_split function of the scikit-learn library [22]. The
division of data during cross-validation was performed solely
on the segmented measurements (n=533). The split between
train and test data has also been performed in a stratified way
so as to guarantee the same class–imbalanced distribution of
the entire data set. As for the stratified k-fold learning, 5 folds
were chosen to split the training set, taking into consideration
the size of the training set. In combination with cross validation,
a grid search approach was employed to find the best
hyperparameters for the L2 regularization coefficient and the
appropriate class weights configuration for the imbalanced class
distributions of our data set. All model training, cross-validation,
and model evaluation were performed with the open-source
library scikit-learn and the high-level programming language
Python (version 3.8.2) [23].
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Table 3. Descriptive statistics of basic features and engineered features.

SkewnessKurtosisMaximumMinimum75%50%25%Mean (SD)Features

0.770.175.962.621.670.970.061.89 (1.13)T1

0.780.096.032.581.630.80.021.82 (1.2)T2

1.040.776.782.381.360.580.041.65 (1.25)T3

1.050.626.32.341.260.560.051.6 (1.25)T4

0.520.482.621.10.820.530.050.84 (0.4)TOFRa

1.312.542.010.610.360.180.050.44 (0.32)AMGb_StdDev

2.065.911.50.350.20.110.040.27 (0.23)AMG_Mean

0.974.786020129113.99 (6.55)deltaT2_T1

2.4720.168020139214.44 (7.23)deltaT3_T2

11.27164.5633220149216.3 (18.95)deltaT4_T3

4.6146.29349604828644.73 (25.36)deltaT4_T1

0.941.3923.2110.417.955.960.228.55 (3.73)ratioT1

0.731.2720.199.097.235.720.047.57 (2.83)ratioT2

0.921.4618.468.176.164.470.096.52 (2.76)ratioT3

0.741.0318.478.156.054.30.196.36 (2.9)ratioT4

aTOFR: train-of-four ratio.
bAMG: acceleromyography.

Figure 4. Panel A displays a scatter plot of train-of-four ratio (TOFR) and T1. Panel B displays a scatter plot of the features deltaT4_T1 and ratioT1.
Scatter plot displays 1 as outlier, and 0 as a normal observation. TOFR in absolute units. DeltaT4_T1 in milliseconds. T1 in root-mean square angulation
and acceleration.

Model Performance
Figure 5 presents the learning curves during model training and
validation, for both the F1 score and ROC–AUC performance
metrics. By plotting the model training and validation
performances as functions of the training set size, high variance

(ie, overfitting) or bias (ie, underfitting) can be assessed. While
overall there seems to be a good bias–variance trade-off for
both models, the CSLR based on the engineered features data
set tends to overfit more than the model based on the basic
features.
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Figure 5. Learning curves of the cost-sensitive logistic regression models of the basic feature (above) set and the engineering feature set (below).
Training and validation metrics are the F1-score and the ROC-AUC score (y-axis). X-axis represents the number of training instances.

In Table 4, the F1 score, the ROC–AUC, precision, and recall
for the CSLRs of the basic features and the engineered features
are presented. Performance metrics are given for the training
and test data sets. The CSLR model with the engineered features
on the test data has an improved performance compared with
the metrics of the training data set, indicating that the model
has not been overfit. For the CSLR model of the basic features,
we observe the opposite. The F1 score (95% CI) was 0.86

(0.48-0.97) for the CSLR model with the engineered features,
which was significantly larger than the CSLR model with the
basic features (0.29 [0.17-0.53]; P<.001). ROC curves and AUC
curve results are visualized in Figure 6. The CSLR model with
the engineered features has the highest AUC (95% CI) with a
score of 0.91 (0.72-0.97), significantly larger than the CSLR
model with the basic features (0.86 [0.63-0.93]; P<.001).

Table 4. Performance metrics of the training data set and the test data set.

Recall, mean

(95% CI)

Precision, mean

(95% CI)
ROCa–AUCb, mean

(95% CI)

F1 score, mean

(95% CI)

Data sets

Training data set (n=319)

0.55 (0.33-0.71)0.43 (0.18-0.68)0.78 (0.63-0.82)0.47 (0.24-0.63)Basic features

0.50 (0.40-0.75)1.00 (0.68-1.00)0.80 (0.70-0.87)0.65 (0.49-0.84)Engineered features

Test data set (n=214)

0.33 (0.29-0.98)0.25 (0.10-0.52)0.86 (0.63-0.93)0.29 (0.17-0.53)Basic features

0.75 (0.44-0.94)1.00 (0.49-1.00)0.91 (0.72-0.97)0.86 (0.48-0.97)Engineered features

aROC: receiver operating characteristic.
bAUC: area under the curve.
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Figure 6. Receiver-operating characteristic curves displaying the ability of the algorithms to classify a train-of-four measurement as an outlier. AUC:
area under the curve.

Discussion

Principal Findings
The herein obtained results demonstrate that engineered TOF
features outperform basic and common clinically employed
neuromuscular monitoring endpoints for automated outlier
identification of intraoperative TOF measurements. In the test
data set, the CSLR of the engineered variables correctly
identified 9 out of 12 measurements as outliers, compared with
the CSLR of the basic features, which only correctly flagged
one-third of the outliers. Moreover, the basic feature CSLR
displayed a high degree of false positives, where 12 TOF
measurements were incorrectly labeled as outliers, as opposed
to 0 false positives on the CSLR model with the engineered
features. While the authors recognize that the current models
are sedimented on a limited data set and that further
development is necessary in order to arrive at a clinically
deployable outlier detection algorithm, the performance of the
engineered feature algorithm is promising for a possible clinical
application. Various research efforts [8,15,24] have highlighted

that quantitative neuromuscular monitoring is still suboptimally
and reluctantly adopted by practicing anesthesiologists, among
others, due to a low perceived usefulness and reliability of
monitoring devices. Even when effectively available on request,
perceived unreliability due to artifactual recordings has been
shown to be a prevalent barrier and a technical hindrance toward
consistent monitoring adoption [15]. Nevertheless, the
measurement error (artifact) incidence rates of standard
neuromuscular monitors are unknown, and for that matter, so
is an encompassing formal description and corresponding
physiological correlations.

Given the wide scope of anesthesia monitoring, the daily clinical
relevance and eventual successful adoption of such an outlier
analysis are certainly subject to debate. Nevertheless, the
development of the CSLR models within this study is anchored
on clinically grounded reported monitoring issues
[7,8,15,25-29]. Figure 7 illustrates examples of flagged abnormal
extraneural stimulation-induced moments. Although all have
quantifiable and within-normality TOFR values, outliers are
evident on closer inspection.
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Figure 7. (A) Short 4-peak burst—rebound phenomenon TOF-like pattern after a single movement, short intertwitch distance; (B) T3 less than T2 and
T4; (C) Almost equidistant oscillations; (D) Crescendo pattern; (E) Decrescendo but gross oscillations and variable interpeak distance. Some of the
detected patterns have implications. y axis: muscle acceleration (m/s2), x axis: time (centiseconds). TOF: train-of-four.

The anchoring of such outlier analysis to the clinical context of
neuromuscular blockade monitoring is yet to be done practically
and prospectively. Although the authors anticipate the present
offline analysis will improve both neuromuscular monitoring
adoption and clinical errors when embedded into anesthesia
monitors, this can only be speculated upon at the present stage
of development. It should additionally be reiterated that the
bottleneck issue of undereducation is not tackled by the present
developments. In fact, phenomena such as the failure of T1%
to reach its baseline levels of around 100% during EMG-based
neuromuscular monitoring are frequently observed in clinical
practice and similarly trigger distrust among anesthesiologists
[15]. The importance of human factors on the effective
implementation of recommendation software has been
highlighted by a recent randomized pilot trial, where a rather
widely deployable predictive algorithm—the Hypotension
Prediction Index (Edwards Lifesciences Corporation)—has been
shown to fail to engage anesthesiologists [30].

As reinforced in the latest perioperative neuromuscular
management consensus statement, educational efforts constitute
an important part of modern anesthetic neuromuscular
monitoring [7]. On the authors’ opinion, automated decision
support software alone is expected to aid, but not solve or
abolish, with the problem of suboptimal worldwide adoption
of neuromuscular monitoring.

Considering the frequent and known artifactual biasing of kinetic
data even with CE/FDA-labeled AMG/kinemyography/EMG
neuromuscular monitoring devices [25-29], the added value of
outlier analysis becomes especially relevant for reliability
purposes. For instance, Liang et al [29] performed an ipsilateral
comparison of AMG and EMG monitoring devices, concluding
that AMG is less precise than EMG and overestimates the EMG
TOFR by at least 0.15 units. A similar study performed by
Kopman et al [28] found that AMG TOF values tend to
overestimate the extent of EMG recovery, with a bias estimate
of 0.125. However, both authors could not provide a cause to

why these bias estimates between AMG and EMG devices were
measured, stating that their lack of agreement cannot be
explained by the imprecision of either device. Although outliers
are not expected to explain such systematically reported
intermethod precision differences when no technical issues are
at hand, these do have the potential to compensate for small
kinetic nuances such as overshoots, provided enough training
data are available. In that sense, commonly applied AMG
correction techniques such as normalization against baseline
measurements could potentially be obviated. Nevertheless,
based on the herein presented results, such potential is purely
speculative.

Study Limitations
• It can be argued that the data set that was collected and

applied to develop the algorithm within this study is of a
somewhat limited sample size. In order to address this
limitation and avoid overfitting, we chose a cost-sensitive
learning technique for logistic regression, adopted a
cross-validation strategy together with the grid search
optimization technique, and implemented regularization
training, commonly used in machine learning.

• While the presented CSLR model with our engineered
features is capable of detecting outliers in the process of
AMG neuromuscular monitoring, there is no correlation
with a possible cause. Hence, except for a measurement
repetition, it remains unclear how clinicians would act upon
the warning given by the algorithm.

• The data of this study were collected through an
AMG-based smartphone app specifically aimed to monitor
the TOF movement pattern and to calculate the
corresponding TOFR. This app is undergoing further
refinement to facilitate neuromuscular monitoring and to
provide clinical intraoperative decision support. While the
quality of the recorded measurements of the device has
been previously assessed within a clinical trial [16], it is
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still possible that certain outliers are due to the nature of
handheld devices themselves.

• We present a set of engineered features that have the
potential for real-time detection of outliers within
neuromuscular monitoring. Further analysis could reveal
features that carry additional information for this purpose.
Additionally, this study did not analyze (online) real-time
streams of data to detect outliers.

• The algorithm developed depends on AMG neuromuscular
monitoring devices. While these devices are still the most
adopted quantitative neuromuscular devices in the domain
of anesthesia [6], the developed algorithm does not tackle
EMG-based devices [31].

• This study is not an intermethod validation study, but a
precision increasing exercise that still warrants prospective

intermethod comparison. This refers to its paired
comparison with both AMG and EMG devices.

Conclusion
This study demonstrates that a set of engineered features has
the ability to detect outliers from an AMG neuromuscular device
based on intraoperative measurements. The development of the
model based on these features displayed promising results
toward the creation of an outlier detection technique for
neuromuscular monitoring. With further research and additional
training, an outlier detection algorithm can potentially be
implemented within an AMG neuromuscular monitoring device
to scan TOF measurements for outliers automatically while not
relying on active input from medical providers.
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CSLR: cost-sensitive logistic regression
EMG: electromyography
ROC: receiver operator characteristics
TOF: train-of-four
TOFR: train-of-four ratio
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Abstract

Background: Obsessive-compulsive disorder (OCD) is characterized by recurrent intrusive thoughts, urges, or images (obsessions)
and repetitive physical or mental behaviors (compulsions). Previous factor analytic and clustering studies suggest the presence
of three or four subtypes of OCD symptoms. However, these studies have relied on predefined symptom checklists, which are
limited in breadth and may be biased toward researchers’ previous conceptualizations of OCD.

Objective: In this study, we examine a large data set of freely reported obsession symptoms obtained from an OCD mobile app
as an alternative to uncovering potential OCD subtypes. From this, we examine data-driven clusters of obsessions based on their
latent semantic relationships in the English language using word embeddings.

Methods: We extracted free-text entry words describing obsessions in a large sample of users of a mobile app, NOCD. Semantic
vector space modeling was applied using the Global Vectors for Word Representation algorithm. A domain-specific extension,
Mittens, was also applied to enhance the corpus with OCD-specific words. The resulting representations provided linear substructures
of the word vector in a 100-dimensional space. We applied principal component analysis to the 100-dimensional vector
representation of the most frequent words, followed by k-means clustering to obtain clusters of related words.

Results: We obtained 7001 unique words representing obsessions from 25,369 individuals. Heuristics for determining the
optimal number of clusters pointed to a three-cluster solution for grouping subtypes of OCD. The first had themes relating to
relationship and just-right; the second had themes relating to doubt and checking; and the third had themes relating to contamination,
somatic, physical harm, and sexual harm. All three clusters showed close semantic relationships with each other in the central
area of convergence, with themes relating to harm. An equal-sized split-sample analysis across individuals and a split-sample
analysis over time both showed overall stable cluster solutions. Words in the third cluster were the most frequently occurring
words, followed by words in the first cluster.

Conclusions: The clustering of naturally acquired obsessional words resulted in three major groupings of semantic themes,
which partially overlapped with predefined checklists from previous studies. Furthermore, the closeness of the overall embedded
relationships across clusters and their central convergence on harm suggests that, at least at the level of self-reported obsessional
thoughts, most obsessions have close semantic relationships. Harm to self or others may be an underlying organizing theme across
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many obsessions. Notably, relationship-themed words, not previously included in factor-analytic studies, clustered with just-right
words. These novel insights have potential implications for understanding how an apparent multitude of obsessional symptoms
are connected by underlying themes. This observation could aid exposure-based treatment approaches and could be used as a
conceptual framework for future research.

(J Med Internet Res 2021;23(6):e25482)   doi:10.2196/25482

KEYWORDS

OCD; natural language processing; clinical subtypes; semantic; word embedding; clustering

Introduction

Background
Obsessive-compulsive disorder (OCD) is characterized by
recurrent and persistent thoughts, urges, or images that are
experienced as intrusive and inappropriate (obsessions) and that
cause marked anxiety or distress and/or repetitive behaviors
(compulsions) [1]. OCD has a lifetime prevalence of
approximately 2%-2.3% worldwide [2,3] and is associated with
functional impairment, poor quality of life, and increased use
of health care services [4].

OCD symptoms can manifest in a variety of seemingly disparate
ways [1]. Obsessions can be, for example, fears of contamination
from one’s immediate environment, ego-dystonic thoughts that
one might harm someone else in a violent or sexual manner
despite not having a desire or intent to do so, believing that one
has done something blasphemous, excessive doubts or concerns
about one’s partner in a relationship, or having a
difficult-to-describe need to feel that an object is placed just
right in their environment. In response to these obsessions,
patients might engage in different types of compulsive behaviors
that could include, for example, handwashing, checking,
praying, arranging items, mental self-reassurance, or avoiding
situations that trigger obsessive thoughts.

This range of different symptoms has contributed to the notion
that OCD may be a heterogeneous condition characterized by
different subtypes [5,6]. If so, subtypes might have important
implications for understanding the potentially different
underlying neurobiology and may have clinical implications,
such as different effective treatment approaches for different
subtypes.

To date, multiple factor-analytic studies have been conducted
on OCD to understand the aggregations of symptoms and
establish different potential subtypes [7,8]. Most of these studies
have focused on symptoms elicited from clinical interviews
rather than underlying pathophysiological mechanisms or
processes as the basis for subtyping [7]. Symptom
category–based factor-analytic studies have demonstrated
evidence for four dimensions or subgroups of obsessions:
contamination, harming, symmetry or order, and hoarding
(hoarding has since been reconceptualized in the Diagnostic
and Statistical Manual-5 as a separate disorder) [9,10] or
contamination or somatic, aggressive, sexual, or religious,
symmetry or order, and hoarding [11,12]. Two studies found
evidence for five latent structures: contamination, harming,
symmetry or order, hoarding, and religious or sexual [13] or
sexual or somatic [14]. Cluster analyses have also been applied

to identify subgroups of OCD symptoms, with some finding
similar results as the factor-analytic studies [15,16]; however,
one analysis found evidence of additional obsessional symptom
clusters of sexual or somatic and contamination or harming
[17].

A meta-analysis of 21 studies and 5124 participants found four
factors using category-level data: cleaning and contamination,
aggressive, sexual, or somatic obsessions (forbidden thoughts),
symmetry, and hoarding [8]. Using item-level data revealed a
five-factor solution: symmetry, aggression or sexual or religious,
contamination, aggression or checking, and somatic.

These studies and most approaches to assess OCD symptoms
to date have relied on assessing the presence of symptoms by
selection from the predefined sets of obsessions and
compulsions, most commonly from the clinician-administered
Yale-Brown Obsessive-Compulsive Scale Symptom Checklist
(YBOCS-SC) [18]. The individual items on the YBOCS-SC
and the clustering of these into 13 categories was originally
established by clinical consensus. However, using a predefined
list of symptoms may introduce bias as it could lead to patients
and/or clinicians fitting the symptoms into the terms on the
checklist, which are further arranged in predefined categories.

Apart from handwashing, the YBOCS-SC was shown in one
study to have poor convergent validity with self-report measures
[17]. However, this may be attributed to the incomplete
representation of symptoms in the other self-report measures
to which the YBOCS-SC was compared, which also has the
limitation of having predefined checklists. For instance,
relationship-related obsessions [19-24] pertaining to obsessions
regarding the suitability of the relationship or the relationship
partner are not in the YBOCS-SC. Another study found an
incomplete correspondence between the YBOCS-SC and
self-report measures [25]. Furthermore, its internal consistency
reliability was low for symmetry or ordering and sexual or
religious symptoms; however, it was adequate for contamination
or handwashing and aggression or checking [26].

A potentially less biased approach to assess and classify the
types of OCD symptoms could come from patients’ free
responses rather than relying on checklists. However, using free
responses to understand the relationships among these symptoms
to determine if categories or factors exist poses a challenge
because of the vast number of different possible responses. Very
large samples of responses, from large numbers of individuals,
are likely required to identify stable patterns because multiple
repeated terms, or terms representing similar semantic themes
of symptoms, would be needed to separate signals from noise.
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Such large samples could be obtained using digitally obtained
data, such as from mobile apps used by individuals with OCD
[27]. Mobile digital sources of free-entry text could provide a
valuable resource for uncovering naturalistic, unrestricted,
spontaneous, and therefore relatively unbiased patterns of
responses.

Although they are more difficult to classify as compared with
checklists, the semantic relationships of freely entered words
representing obsessions can be analyzed for their clustering
relationships in the English language. A tool to perform this
clustering is natural language processing (NLP)—a branch of
artificial intelligence that attempts to bridge the gap between
computers and humans using the natural language [28]. Some
common use cases of NLP include language translation apps
such as Google Translate and computerized personal assistants
such as Siri and Google Assistant. Each of these apps rely on
NLP to decipher and understand human languages to complete
a task. Approaches using NLP could provide a better
understanding of latent semantic themes that could form the
organizing relationships of groupings of protean individual

obsessional examples. As a result, we apply NLP to characterize
obsessions in this first-of-its-kind study.

Objectives
To explore this approach, we obtained free-entry data for
obsessions from a mobile health treatment platform developed
by NOCD [29]. The NOCD app, among other functions,
provides users with a platform for setting up customizable
exposure and response prevention (a form of cognitive
behavioral therapy for OCD) exercises. The primary objective
of this study is to determine the number, types, and relationships
of semantically organized clusters of obsessions in a data-driven
manner. To this end, we applied an NLP technique called word
embedding to a large data set of words from a large sample of
individuals using the NOCD app.

Methods

An overview of the data extraction and following processing
steps are shown in Figure 1.

Figure 1. Data extraction and processing steps. GloVe: Global Vectors for Word Representation; PCA: principal component analysis.
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Data Extraction
We extracted data from freely entered words describing
obsessions and their corresponding triggers, exposures, and
compulsions by users of the iOS version of the mobile app
NOCD who self-identified as having OCD (NOCD iOS app
version 2.0.7-2.0.96). This app includes two features where
users can input their current obsessions, namely, the “SOS”
feature and the hierarchy, which can then be used for planned
exposure exercises. Obsessions that had been inputted by users
were assigned an anonymous user ID number, and all data were
deidentified. NOCD users are required to be at least 17 years
of age, but to preserve privacy, no specific demographic
information was collected. Data were collected between March
22, 2018, and July 9, 2020.

Data Preprocessing
Obsessions and descriptions of obsessions from their associated
triggers, exposures, and compulsions were grouped together
into a singular phrase. In addition, phrases were cleaned to
remove punctuation, special characters, and spelling errors.

Generating Word Embeddings—Global Vectors for
Word Representation Algorithm and Mittens
A co-occurrence matrix of size N×N is generated by iterating
over the aforementioned phrases and incrementing (i,j), where
N is the number of unique words, and i and j correspond to two
words that appear in the same phrase. Pretrained 100-dimension
Global Vectors for Word Representation (GloVe) algorithm
[30] word-embedding vectors were used in conjunction with
the co-occurrence matrix as inputs to Mittens [31], which is an
extension of GloVe for learning domain-specialized
representations.

Thus, GloVe vectors, based on global word-to-word
co-occurrence statistics from a 6 billion–word corpus, were
fine-tuned based on the localized co-occurrence matrix. This
provides a specialized representation of words and their
relationships from the OCD-specific lexicon synthesized with
pretrained representations from the general lexicon.

Data Processing
To identify the root forms of words that may be inflections of
each other, we performed lemmatization using Stanford
CoreNLP—natural language software [32]. The entries were
first parsed into single words. These words were assigned a
frequency as to how often they occurred across all individuals’
entries and then sorted by the frequency of occurrence. The top
percentage of most frequently occurring words was chosen; the
top 7% was selected as it captured the most commonly occurring
words balanced with the ability to visualize the cluster graphs.

These words were then filtered based on the parts of speech:
adverbs, modals, third-person singular present verbs, gerunds,
past participle verbs, to, prepositions, subordinating
conjunctions, and personal pronouns. In addition, a clinician
(JDF) reviewed the filtered list to further remove nonclinically
relevant words, resulting in a total of 430 words.

Clustering and Data Analysis
To visualize the 100-dimension latent semantic relationships
of words in a 2D space, we applied principal component analysis
to the 100-dimensional vector representation of the most
frequent words and plotted the first two principal components.
Furthermore, to identify clusters of related words in a
data-driven manner, we performed k-means clustering. The
optimal number of clusters was determined using the following
heuristics: the silhouette coefficient [33], Elbow Method [34],
Calinski-Harabasz Index [35], and the Davies-Bouldin index
[36].

Once the optimal cluster number was determined, we compared
the relative frequencies among the clusters of (1) unique
obsessional words and (2) total obsessional words using the
chi-square test.

Results

Characterization of the Data
We obtained 7001 unique words representing obsessions from
25,369 individuals aged 17 years and older, self-identified as
having OCD across 108 countries. Most individuals were from
the United States (18,315) with an additional 1335 North
American entries from Canada and Mexico, 4134 from Europe,
557 from Asia, 100 from Africa, 137 from South America, and
791 from Australia and New Zealand.

In total, 94.99% (24,100/25,369) of users contributed no more
than five obsessions each to the data set. Most users—16,988
(the mode)—contributed only one obsession; 4311 contributed
two obsessions, 1861 contributed three obsessions, 854
contributed four obsessions, and 476 contributed five obsessions.
There were two extreme outliers that contributed 120 and 174
obsessions. We removed these data before the analysis. In
summary, although users could enter multiple words, given the
large total number of obsessional words that were mapped and
the fact that most users only entered one or two words, the
overall results were unlikely to be biased by single users
(Multimedia Appendix 1, Figure S5, shows a histogram of the
number of word entries per user).

Determining Cluster Size
The silhouette coefficient yielded optimal clusters with sizes
of 3 and 5. The Elbow Method, Calinski-Harabasz index, and
Davies-Bouldin index all pointed to k=3 as the optimal number
of clusters (Multimedia Appendix 1, Figure S5).

Relationships of Obsessional Words With Canonical
OCD Symptom Factors
Next, we determined how the clusters of obsessions from our
data-driven methods using freely reported obsessional words
compared with previous factor-analytic and clustering studies
that characterized symptom groupings based on rating scale
checklists. To do this, we qualitatively examined which cluster
appeared as OCD-specific words from the YBOCS-SC. We
examined this for the optimal cluster solution of k=3 (Figure
2) [16] as well as for k=2, k=4, and k=5 clusters (Figure 3).
Across all cluster solutions, there was a large, dense, central
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grouping with principal themes relating to harming of self or
others (eg, harm, accident, and hit).

Furthermore, across k=3, k=4, and k=5 cluster solutions, the
densest regions of each cluster were at a central convergence
of the clusters, thereby suggesting closely grouped embedded
relationships both within and across clusters (including on the

borders between these clusters). Furthermore, cluster 3 in the
k=3 solution that contained contamination and somatic-themed
words (eg, contamination, germ, disease, and illness) and
physical- and sexual-related harm words (eg, harm, accident,
child, and sexual) split from each other in the k=4 solutions,
suggesting that although these themes are related, distinctness
is evident at the next level of separation.

Figure 2. Frequently occurring obsessional words and their clustering, based on semantic relationships. The word embedding was trained on the entirety
of the data set and clustered using k-means with k=3 clusters. The font is scaled according to the frequency of occurrence of each word. For reference,
bolded words are those that also appear in the Yale-Brown Obsessive-Compulsive Scale Symptom Checklist.

Split-Sample Repeat of the Clustering Analysis
We repeated the analysis in an equal-sized, nonchronological
overlapping sample to control for any possible influences of
minor changes in the NOCD app user interface that occurred
during the period of data collection. The first sample was from
March 22, 2018, to August 14, 2019 (11:18:04 PM), and the
second sample was from August 14, 2019 (11:42:12 PM), to
July 9, 2020, and each sample included 22,749 and 22,750
words, respectively.

The two aforementioned samples demonstrated similar
clustering patterns, suggesting that the results were stable over
time. To quantify this observation, we compared the 2D
embeddings of the two groups by calculating the distance from

a word to all other words on the graph. We performed this task
for all words, creating a matrix of distances. Matrices for the
two groups were compared using the Pearson correlation
coefficient. Most correlations were above r=0.90, thereby
demonstrating a high consistency of results across separate
periods (Multimedia Appendix 1, Figure S14).

As the two abovementioned samples included some of the same
individuals who entered obsessions in both the first and second
periods, we additionally repeated the analysis in two
nonoverlapping equal-sized user samples. The first sample
contained 12,684 users with 22,510 obsessions and the second
sample contained 12,685 users with 22,989 obsessions. By
performing the same comparison of word-to-word matrices as
for the chronological split sample, we found that the two
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split-by-users samples demonstrated very similar clustering
patterns with the majority of correlations r≥0.90, suggesting
that the results are reliable over subsets of users.

Relative Frequency of Obsessional Words by Cluster
Comparing the three clusters on the total number of obsessional
words, we observed 169 words in cluster 1 (just-right and
relationship themes), 86 words in cluster 2 (doubt or checking
themes), and 174 words in cluster 3 (contamination, somatic,
or harm themes). All three clusters were significantly different

from each other (χ2=34.2; P<.001). Furthermore, cluster 1 was

significantly different from cluster 2 (χ2=27.4; P<.001) and

cluster 3 (χ2=11.4; P<.001). Cluster 2 was significantly different

from cluster 3 (χ2=29.4; P<.001). Thus, contamination, somatic,
or harm words were more frequent than the just-right and
relationship words and the doubt or checking words, and the
just-right or relationship words were more frequent than the
doubt or checking words.

Discussion

Principal Findings
In this large data set, we applied a data-driven approach and the
NLP technique of word embedding to understand commonly
occurring semantic themes of obsessions, freely reported by
individuals using an OCD app. The optimal number of
independent clusters that represents the relationships of the most
frequently occurring obsessions was 3. Notably, the embedding
patterns revealed that most obsessional words were closely
grouped within and across clusters, including on the borders
between clusters. Moreover, the densest region of each cluster
is at a central convergence of the three, with principal themes
relating to harm. This suggests that, at the level of self-reported
obsessional thoughts, most obsessions have close semantic links
with each other. Thus, although unique obsessions are protean,
many examples, even across cluster subtypes, may actually have
underlying latent relationships with each other.

Observations of Semantic Themes of Clusters
To relate these findings to previous studies of OCD subtypes,
we chose descriptive labels for the clusters from words from
the widely used YBOCS-SC from six of the eight obsession
categories: aggressive, sexual, religious, somatic, symmetry,
and contamination (excluding hoarding and miscellaneous).
Using these labels, the optimal cluster solution of three resulted
in contamination-themed and physical- and sexual harm–themed
obsessions occurring in the same cluster (cluster 3) and
relationship and just-right themes occurring in the same cluster
(cluster 1; Figure 2). Cluster 2 included many doubt-related
obsessions typically associated with checking compulsions and
a subset of contamination-related obsessions (eg, toilet, shower,
sick, or dirty).

A notable overall observation is that the clustering algorithm
produced topological patterns demonstrating a large but diffuse
central cluster of harm-themed words, in addition to more
diffuse and distanced words that represent contamination themes
and doubt-related obsessions typically associated with checking
compulsions (eg, fire, house, door, car, or lock). This is most

readily apparent at the lowest level of clustering (k=2; Figure
3). As the number of clusters increases from k=3 to k=4 to k=5,
some contamination-themed words joined with somatic-related
themes (cluster 3 for k=3; Figure 3), which subsequently split
into two different clusters (clusters 3 and 4 for k=4; Figure 3).
At k=5, the original harm cluster from k=2 split into three
clusters (clusters 1, 3, and 4), comprising words with themes
related to sexual, sexual orientation, and relationships (cluster
1); just-right (cluster 3); and physical harm and a subset of doubt
or checking (cluster 4).

This latter observation that a subset of doubt or checking words
split off into two separate clusters at this level is consistent with
a previous factor-analytic study finding that aggressive
obsessions and checking compulsions tend to show instability
on which factors they load on [37]. This progressive splitting
of groups of obsessions as the cluster number increases provides
unique insights into how closely some obsessional themes are
related to each other based on their semantic relationships
embedded in a 100-dimensional space.

These results are largely consistent with the findings of previous
factor-analytic studies. A previous meta-analysis [8] of
factor-level results similarly suggested a three-factor solution
(not including hoarding symptoms); however, the item-level
results pointed to five factors. There are several possible reasons
why results differ, at least partially, from previous studies. First,
this study represents an obsession from a much larger sample
size: 25,369 individuals. The previous meta-analysis included
a total of 5124 individuals; yet, individual study sizes ranged
from 45 to 615. Thus, this study might have sampled a broader
population.

Furthermore, as described in the Introduction section, previous
factor-analytic and clustering studies used data collected with
existing scales that include predefined checklists and categories,
often from the YBOCS-SC. This could have the effect of
creating a conceptual framework into which patients (and
clinicians and researchers) may shoe-horn their experiences and
symptoms. In addition, if a patient has an obsessional
preoccupation that is not listed on the scale, then the patient,
clinician, or researcher may not identify it as an OCD symptom.
Freely entered text, as the NOCD app allows, mitigates this
limitation. Notwithstanding, many individuals using the app
may have already been exposed to commonly used lexicons
regarding OCD subtypes, from clinicians, educational material,
the media, or even the NOCD app itself because the online
community forum mentions OCD subtypes.

Additional factors might account for why results partially
diverge from previous factor-analytic and clustering studies.
Some patients may feel embarrassed, ashamed, or even fearful
of the consequences of divulging certain taboo obsessional
thoughts, such as blasphemous, pedophilic, other sexual, or
violent themes in front of a clinician or researcher. Such
individuals may find it easier to enter these, on their own, in an
app. In addition, in the online community forum in NOCD,
people can find others who share similar thoughts. Once they
have identified that what they experience is likely an OCD
symptom, because it is shared by others, this could facilitate
them entering the obsessional words related to these themes in
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the hierarchy part of the app. In sum, this approach of mapping
the embedded latent relationships of obsessions partially
recapitulates factor-analytic studies’ findings; yet, the
differences might reflect a more unconstrained capturing of
naturally occurring obsessions.

The split-sample test over time and across unique individuals
demonstrated overall stable results. This stability across time

suggests that the semantic themes of obsessional words entered
by users are mostly invariant to periodic updates and fixes that
happened with NOCD, as is standard with the most widely used
mobile apps. In addition, early adopters of apps in general may
have certain characteristics that differ from later adopters [38].
However, the stability across the split sample demonstrates that
the results hold across these potentially different sets of
individuals.

Figure 3. Frequently occurring obsessional words and their clustering, based on semantic relationships. The word embedding was trained on the entirety
of the data set and clustered with k values of 2, 3, 4, and 5. The font is scaled according to the frequency of occurrence of each word. For reference,
bolded words are those that also appear in the Yale-Brown Obsessive-Compulsive Scale Symptom Checklist. Observations of how the bolded words
change clusters as k values change provide valuable insight into the similarities of OCD subtypes.

Relative Frequencies of Obsessions Across Clusters
Earlier studies that categorized patients with OCD according
to primary compulsions observed that contamination obsessions
were the most common [39]. A subsequent study found that
cleaning compulsions (therefore most often associated with
contamination fears) were almost twice as common as checking
compulsions (most often associated with harm or doubt
obsessions) and more than four times as common as obsessions
without physical compulsions in people with OCD seeking
treatment [40]. A community assessment of OCD from the
National Comorbidity Survey Replication included 2073 people
and administered the YBOCS [2]. The results suggested that
obsessions leading to checking (typically caused by obsessional
fear of harm or doubt) are more common than contamination
fears. The latter finding could have included the types of harm
obsessions that were found to be highly represented in this

study’s data set (clusters 2 and 3 in Figure 3), although it is
unclear from the data collected in that study.

In this study’s sample, obsessions with harm themes were
represented in a much higher proportion than in previous studies.
Although harm-, contamination-, and somatic-themed words
were clustered together in the k=3 grouping, the harm and
contamination or somatic themes split and harm themes were
nearly twice as common (n=138) as contamination or somatic
words (n=70) at k=4. As most individuals in the current sample
contributed only one obsession, this might represent their
primary symptom, although this was not specifically ascertained.
One interpretation of this finding is that this could represent a
truer reflection of the relative proportions of these obsessional
themes in the larger population of those with OCD, particularly
because this study had a sample size that was an order of
magnitude larger than the National Comorbidity Survey
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Replication. Furthermore, previous studies may not have found
such relative proportions because of the limited thematic content
of the YBOCS-SC or other instruments used to collect these
data (as mentioned earlier). In addition, as mentioned earlier,
taboo themes often relate to harming others and might appear
more frequently in this data set obtained via relatively
anonymous entry as compared with other data sets from
population-based studies that involved researchers directly
querying participants about subtypes.

An alternative interpretation is that there may be an
overrepresentation of individuals who use the NOCD app who
have harm obsessions. If this is the case, then it could be related
to the stigmatization and taboo nature of these themes.
Individuals with unwanted obsessional thoughts that are taboo
in most societies and cultures, such as sexual thoughts about
children, incest, physically harming someone, or blasphemous
religious thoughts, may not readily share them with clinicians
or researchers. However, they may feel more willing to share
these in an app, which is a more anonymous experience. In
addition, the NOCD app includes an online community forum
in which other individuals share topics such as obsessional
thoughts. This may help individuals not only realize that these
thoughts could be related to OCD (they may not have found
exact examples of their particular obsession elsewhere) but also
the stigmatization of sharing them and entering them in the app
could be reduced.

Another possibility that could lead to the overrepresentation of
individuals with harm themes among NOCD users is that they
might not have received effective treatment elsewhere and
therefore gravitated toward NOCD as an alternative to try to
find help. A study by primary care physicians demonstrated
that OCD was misdiagnosed as either another psychiatric or
psychological condition or no diagnosis 50.5% of the time [41].
Furthermore, in that study, obsessions related to homosexuality,
aggression, and pedophilia were misdiagnosed ≥70% of the
time. A similar study by clinical psychologists found that OCD
was misdiagnosed 38.9% of the time and obsessions about the
taboo thoughts of homosexuality, sexual obsessions about
children, aggressive obsessions, and religious obsessions were
more frequently misdiagnosed than contamination obsessions
[42]. Even if diagnosed correctly, clinicians might find these
types of symptoms difficult to understand and/or difficult to
treat with exposure and response prevention because the themes
are outside of the well-known textbook examples of
contamination fears and checking compulsions, many of which
have mental rather than physical compulsions or primarily
engage in avoidance behaviors.

Relationship-Themed Obsessions
Obsessions related to relationships have recently received
attention in clinical and research settings [19-24], spawning the
term “relationship OCD.” Although the Diagnostic and
Statistical Manual of Mental Disorders, Fifth Edition [1] does
not explicitly describe “relationship obsessions,” it provides an
example under Other Specified Obsessive-Compulsive and
Related Disorder, “Obsessional jealousy...a nondelusional
preoccupation with a partner’s perceived infidelity.” Other
partner-centered obsessional themes include obsessions about

a partner’s flaws, such as intelligence, social aptitude, and
morality [21]. Additional themes are centered on the relationship
itself and can include obsessional doubting about whether one’s
relationship is a good or ideal relationship. In addition to having
obsessional thoughts about relationships, this can also include
intrusive images, urges, or not right feelings.

To the best of our knowledge, this study is the first to
characterize relationship-themed obsessions using clustering or
factor-analytic approaches. Many such relationship themes
appear in the same cluster as “just-right” obsessions, sometimes
referred to as “not-just-right-experiences” [43]. This suggests
the possibility that a driving force for many with
relationship-themed obsessions could be that something about
it does not feel right, rather than, for example, other catastrophic
or otherwise negative consequences related to the relationship
itself or one’s partner.

Potential Clinical Implications
There are several potentially important insights that this study
provides to the semantic relationships of obsessional thoughts.
These have potential clinical assessment and treatment
implications for understanding how an apparent multitude of
surface obsessional symptoms are connected by underlying
themes. This could assist clinicians during the assessment phase
to facilitate a more focused and personalized inquiry about the
presence of additional obsessions that may be semantically
related to those reported. This could be helpful, particularly
because patients with OCD are sometimes unaware that a
particular thought is an obsession. Otherwise, it is difficult and
time consuming for a clinician to guess what other obsessions
they might have or to present patients with an extremely long
and unfocused list of obsessions to choose from.

The findings from this study could also aid in planning
exposure-based treatment approaches, for example, therapists
could potentially map their patient’s primary obsessional themes
to understand what are nearest-neighbor themes that might tap
into a yet-unexplored core obsessional fear. A specific example
of the potential utility of these findings could be to help
clinicians explore whether the underlying feeling or emotion
associated with a relationship-themed obsession is a
not-just-right experiences versus the fear of a negative
consequence of the relationship.

Limitations, Strengths, and Future Directions
One of the limitations of this study is that although the data
come from individuals who sought out and used therapeutic
tools on an OCD app, we cannot confirm whether they met the
diagnostic criteria for OCD because they did not undergo a
diagnostic evaluation. It would be useful to repeat the procedures
and analysis in a clinically diagnosed OCD sample; however,
achieving a similar sample size would be extremely challenging.
Therefore, this study’s results apply to those using the NOCD
app, implying that they self-identify as having OCD or an
OCD-like problem and could include those with other
obsessive-compulsive and related disorders, for example, body
dysmorphic disorder or other disorders with prominent
obsessional thinking (eg, anorexia nervosa or illness anxiety
disorder). This approach is in line with alternative
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transdiagnostic or dimensional strategies to study psychiatric
illnesses, such as the National Institute for Mental Health’s
Research Domain Criteria [44] framework. Another limitation
is that we only examined postings in English. Although the
majority of postings were in the English language, there were
postings in other languages as well because NOCD is available
and used worldwide. Another limitation is that we had limited
demographic information because the data were strictly
deidentified, limiting our ability to characterize demographic
subgroups of individuals with OCD or determine whether these
data represented the same gender distributions that are observed
in the population of those with OCD. A further limitation is that
the sample was limited to those aged 17 years and older.
Whether the results can be generalized to children with OCD
is unknown.

Finally, because of the variable nature of OCD and variability
in the number of obsessions a user will choose to enter in the
NOCD app, there was a skewed distribution of the frequency
of obsessions across users (Multimedia Appendix 1, Figure S1).
Thus, a small number of users theoretically could have
influenced the results both at the stages of Mittens enhancement
of GloVe embedding and of the comparison of frequencies of
obsessions among clusters. However, to mitigate this, we
removed the two extreme outliers. Furthermore, the split-sample
results across equal numbers of unique users showed stable

clusters and relative frequencies of obsessions, so it is unlikely
that the main outcomes were influenced by a small number of
individual users.

There are several important directions for future research. To
understand the dynamics of semantic themes—specifically, if
and how they change over time within individuals—it would
be useful to obtain longitudinal data. This would allow, for
example, an exploration of whether obsessional symptoms are
stable in individuals or stable within semantic clusters or
whether they cross over into different semantic themes. In
addition, semantically defined OCD subtypes could be used as
a conceptual framework to explore whether there are
corresponding differences in the underlying neurobiology.

Conclusions
In this study, we analyzed the semantic relationships of
obsessional words freely entered in a mobile OCD app using a
large data set. This novel, data-driven method provides unique
insights into the relationships of obsessional themes and
identifies potential OCD subtypes. This method is distinct from
traditional characterizations of phenomenology in OCD; it is
not easily achieved in clinical settings or in-person research
settings and circumvents the limitations and biases of
pre-existing clinical and research conceptualizations of
established OCD subtypes.
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Abstract

Background: Chemopreventive agents such as selective estrogen receptor modulators and aromatase inhibitors have proven
efficacy in reducing breast cancer risk by 41% to 79% in high-risk women. Women at high risk of developing breast cancer face
the complex decision of whether to take selective estrogen receptor modulators or aromatase inhibitors for breast cancer
chemoprevention. RealRisks is a patient-centered, web-based decision aid (DA) designed to promote the understanding of breast
cancer risk and to engage diverse women in planning a preference-sensitive course of decision making about taking
chemoprevention.

Objective: This study aims to understand the perceptions of women at high risk of developing breast cancer regarding their
experience with using RealRisks—a DA designed to promote the uptake of breast cancer chemoprevention—and to understand
their information needs.

Methods: We completed enrollment to a randomized controlled trial among 300 racially and ethnically diverse women at high
risk of breast cancer who were assigned to standard educational materials alone or such materials in combination with RealRisks.
We conducted semistructured interviews with a subset of 21 high-risk women enrolled in the intervention arm of the randomized
controlled trial who initially accessed the tool (on average, 1 year earlier) to understand how they interacted with the tool. All
interviews were audio recorded, transcribed verbatim, and compared with digital audio recordings to ensure the accuracy of the
content. We used content analysis to generate themes.

Results: The mean age of the 21 participants was 58.5 (SD 10.1) years. The participants were 5% (1/21) Asian, 24% (5/21)
Black or African American, and 71% (15/21) White; 10% (2/21) of participants were Hispanic or Latina. All participants reported
using RealRisks after being granted access to the DA. In total, 4 overarching themes emerged from the qualitative analyses: the
acceptability of the intervention, specifically endorsed elements of the DA, recommendations for improvements, and information
needs. All women found RealRisks to be acceptable and considered it to be helpful (21/21, 100%). Most women (13/21, 62%)
reported that RealRisks was easy to navigate, user-friendly, and easily accessible on the web. The majority of women (18/21,
86%) felt that RealRisks improved their knowledge about breast cancer risk and chemoprevention options and that RealRisks
informed their (17/21, 81%) decision about whether or not to take chemoprevention. Some women (9/21, 43%) shared
recommendations for improvements, as they wanted more tailoring based on user characteristics, felt that the DA was targeting
a narrow population of Hispanic or Latina by using graphic novel–style narratives, wanted more understandable terminology,
and felt that the tool placed a strong emphasis on chemoprevention drugs.

Conclusions: This qualitative study demonstrated the acceptability of the RealRisks web-based DA among a diverse group of
high-risk women, who provided some recommendations for improvement.
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Introduction

Breast cancer is the most commonly diagnosed cancer among
women in the United States and the second leading cause of
cancer-related deaths; therefore, prevention of the disease would
significantly improve public health [1]. An estimated 268,600
new cases of invasive breast cancer occur among women each
year, and 41,769 women will die from the disease [1,2]. The
United States Preventive Services Task Force recommends that
clinicians offer chemoprevention as a primary prevention
strategy to women at high risk of breast cancer and low risk of
adverse effects from these drugs [3]. High-risk criteria for breast
cancer are defined as a 5-year invasive breast cancer risk of
≥1.67% or lifetime risk score of ≥20% according to the Gail
risk model, which accounts for age, race and ethnicity, benign
breast disease, first-degree family history of breast cancer, and
reproductive factors [4,5]. Chemopreventive agents such as
selective estrogen receptor modulators (tamoxifen and
raloxifene) and aromatase inhibitors (exemestane and
anastrozole) have been shown to reduce breast cancer risk by
41%-79% among high-risk women [6]. Despite the risk-reducing
benefits, chemoprevention uptake remains low in the United
States, with fewer than 5% of high-risk women deciding to take
the medication [4]. Racial and ethnic minority women are less
likely to seek breast cancer preventive care [7,8], which
contributes to higher rates of late-stage diagnoses, poorer clinical
outcomes, and health disparities [9-11].

Patient-level barriers to chemoprevention uptake include
inadequate knowledge and negative attitudes, the fear of
potential side effects, and inaccurate perceptions of breast cancer
risk [4,12]. Previous studies have found that some women are
not aware of the availability of chemoprevention drugs, and
less awareness has been noted among racial and ethnic minority
women [12]. Women may also be skeptical about the efficacy
of chemoprevention in reducing the risk of breast cancer [12].
Studies have found that the fear of the potential side effects of
tamoxifen leads to negative attitudes toward chemoprevention,
including perceptions that the increased risks of endometrial
cancer, pulmonary embolism, stroke, deep vein thrombosis,
cataracts, hormonal symptoms, and sexual problems outweigh
the potential benefits of the drugs (ie, reduced risks of breast
cancer and osteoporosis) [13-16]. In addition, when women
view themselves as healthy and not at high risk of developing
breast cancer, they are less likely to take chemoprevention drugs
[17].

Women at high risk of developing breast cancer face the
complex decision of whether to take selective estrogen receptor
modulators or aromatase inhibitors for breast cancer
chemoprevention [5,12]. The decision is complex because (1)
the efficacy of these drugs in preventing breast cancer is limited
to estrogen receptor–positive tumors, (2) there is an increased

risk of developing serious medical conditions with the use of
these drugs, and (3) the recommendations are different for pre-
and postmenopausal women [5,12]. Therefore, the best choice
for chemoprevention is not always clear, making this a
preference-sensitive decision that takes into account how each
individual values the relative potential benefits and harms [5,12].
Several interventions have been designed to increase
chemoprevention uptake [14,15,18-20]. However, these
interventions have been met with limited success, ranging from
0.5% to 5.6% chemoprevention uptake [14,15,18-20]. To
address patient-related barriers to chemoprevention among
racially and ethnically diverse women, our research team
developed a patient-centered, web-based decision aid (DA),
RealRisks, which is currently being tested in 3 clinical trials
[4,21,22].

The purpose of this study is to understand the perceptions of
women at high risk of developing breast cancer regarding their
experience with using RealRisks—a DA designed to promote
the uptake of breast cancer chemoprevention—and to understand
their information needs.

Methods

Study Design
We conducted a qualitative study to understand high-risk
women’s perceptions about RealRisks. This study was nested
within a randomized controlled trial (RCT) that involved 300
high-risk women assigned to standard educational materials
alone or in combination with RealRisks to determine
chemoprevention uptake at 6 months (primary outcome) [4].

Intervention
RealRisks was designed to promote a woman’s understanding
of her breast cancer risk and to engage women in planning a
preference-sensitive course of decision making about
chemoprevention. This web-based DA incorporates 2
complementary theoretical frameworks—shared decision
making [23] and self-determination theory (SDT) [24]—to
engage women in planning a preference-sensitive course of
decision making about chemoprevention. SDT has at its core
the concept of autonomous motivation [24-26] and describes
autonomous choices as those that a person could fully endorse
upon reflection [27-29]. This is contrasted with behaviors or
choices that feel controlled or coerced by another person. Fully
autonomous choices involve reflecting on and integrating one’s
preferences and values. The key is to facilitate choice in the
context of decisions concerning chemoprevention, in a manner
such that the evidence presented is not experienced as coercive
but as supportive of autonomous choice. As shown in Figure 1,
the RealRisks DA is intended to promote the accuracy of breast
cancer risk perceptions, autonomous motivation, self-efficacy
for decision making, and chemoprevention uptake.
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Figure 1. Multidisciplinary framework based on shared decision making and self determination theory.

The DA is delivered via audio files with Spanish translation
and is organized into the following modules: (1) breast cancer
risk (breast cancer risk factors, calculation of personal breast
cancer risk, and interactive games on risk communication), (2)
chemoprevention, (3) family history and genetic testing, and

(4) lifestyle factors. The content in RealRisks has been tailored
to a Hispanic or Latina group of women. Figure 2 shows the
interactive components of the tool that the women complete
during their engagement with the tool. The DA has been
described in detail in previous publications [4,22].
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Figure 2. Screenshots of RealRisks.

Participants and Settings
Interview participants were recruited from the intervention arm
of the RCT. Participants were eligible if they (1) were English
or Spanish speaking, (2) completed their 6-month survey, and
(3) had access to the web-based RealRisks DA through the
intervention arm of the RCT. Recruitment and data collection
occurred between February and April 2020. Eligible participants
were recruited via email and telephone interviews. The research

team stopped recruitment efforts upon reaching data
saturation—the point at which the collected data stopped
producing novel insights [30]. The study protocol was approved
by the institutional review board at Columbia University and
Florida Atlantic University.

Data Collection
Eligible participants were invited to participate in a one-on-one
semistructured interview conducted over the telephone or via
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Zoom web conferencing technology (Zoom Video
Communications). The interviews were audio recorded to ensure
accuracy. A semistructured interview guide was developed with
open-ended questions to explore women’s perceptions and
experiences using RealRisks. We explored participants’
acceptability of the tool (what they liked or disliked about
RealRisks and what new information they learned) and any
unmet information needs after interacting with the tool. We also
explored participants’access to electronic devices used to access
the tool and any technological issues that participants may have
encountered. In addition, we asked women about their decision
making regarding chemoprevention, factors impacting their
decisions, and their clinical encounters with their health care
provider. A total of 2 versions of the interview guides were
developed: one for women who used RealRisks and another for
women who had never accessed the DA and could not recall
using RealRisks. The interviews were conducted by TJ and AG
and lasted between 20 and 60 minutes. The interviews were
transcribed verbatim by a Health Insurance Portability and
Accountability Act–compliant transcription company and
compared with the original digital recording to ensure the
accuracy of the content. This paper reports data on the
perceptions, experiences, and information needs of high-risk
women who were granted access to the DA through the
intervention arm of the parent trial.

Data Analysis
Transcribed and deidentified data were analyzed using Dedoose
software (SocioCultural Research Consultants). Content analysis
was used to systematically describe the meaning of the
qualitative data [31,32]. Data analyses were performed in several
steps. First, the principal investigator (TJ) read the first 2
transcripts to gain familiarity with the data and used open coding
to build a coding framework derived from the interview guide
topics. Second, the analysis team, consisting of researchers
trained in conducting qualitative research (TJ, AG, and TS),
coded the first 2 transcripts independently using line-by-line

coding and discussed code applications as a group to develop
consensus. Third, the analysis team members used the Dedoose
training center to evaluate interrater reliability by generating a
pooled Cohen κ coefficient to assess coding precision [33]. The
final pooled Cohen κ score was 0.86, which indicated a high
level of coding agreement among the coding team [34]. Fourth,
TJ and AG continued to code the remaining transcripts
independently and used the memo feature in Dedoose to review
each other’s coding and to capture thoughts and observations
within and between transcripts. Finally, the analysis team
abstracted and interpreted the data to generate thematic domains.
To ensure trustworthiness, direct quotations were provided to
connect the results to the raw data. Ellipses were used (3 periods
indicating a break within a sentence) to help minimize the length
of the quotations. In addition, some larger quotations were
presented to keep the context of the conversation intact.

Results

Participants and Interview Data
A total of 21 high-risk women participated in this qualitative
study (Table 1). The mean age of the participants was 58.5 (SD
10.1) years. Our sample was racially and ethnically diverse,
with demographics distributed as follows: 5% (1/21) Asian,
24% (5/21) Black or African American, and 71% (15/21) White.
In addition, 2 participants were Hispanic or Latina. Most (15/21,
71%) participants had a family history of breast cancer, and all
women (21/21, 100%) reported using RealRisks after being
granted access to the DA. Interview data were categorized into
4 main themes: (1) the acceptability of the intervention, (2)
specifically endorsed elements of the DA, (3) recommendations
for improvement, and (4) information needs. Each theme
comprised several subthemes, and exemplar quotes are presented
to authenticate the overarching themes and subthemes. Themes,
subthemes, and exemplar quotes are also provided in Multimedia
Appendix 1.
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Table 1. Study participant characteristics (N=21).

ValueCharacteristics

58.5 (10.1)Age (years), mean (SD)

Ethnicity, n (%)

2 (9)Hispanic or Latina

19 (91)Non-Hispanic

Race, n (%)

1 (5)Asian

5 (24)Black or African American

15 (71)White

Highest level of education, n (%)

2 (11)High school or GEDa

9 (50)Associates or bachelors

2 (11)Some college

5 (28)Graduate degree

Primary language, n (%)

21 (100)English

Family history of breast cancer, n (%)

15 (71)Yes

6 (29)No

Taking chemoprevention, n (%)

20 (95)Yes

1 (5)No

Used the RealRisks decision aid, n (%)

21 (100)Yes

0 (0)No

aGED: General Education Development.

Theme 1: The Acceptability of the Intervention

Subtheme 1: General Perceptions
All women (21/21, 100%) who accessed RealRisks shared their
general perceptions that they liked using the DA and considered
it to be helpful. Almost 80% (16/21, 76%) of the women who
were granted access to the DA through the intervention arm of
the parent trial completed the tool. Some women (9/21, 43%)
shared recommendations for improvement after using the tool.
Overall, women from all 4 racial and ethnic groups represented
in our study viewed the tool as acceptable. One of the women
stated:

I felt that it was good for me to have done it
[RealRisks]. And I do feel that I got information that
I would not have gotten otherwise. I mean, I felt a
little bit more informed. So, I’m happy about that.
[Participant #18]

Subtheme 2: Usability of the Intervention
Most women (13/21, 62%) felt that RealRisks was easy to
navigate. For instance, women shared the following:

It was pretty simple and easy to do, and I didn’t feel
like there were a lot of issues with using the tool and
taking the surveys at all...I didn’t find it to be off
putting. I didn’t find it to be hard to do. I didn’t find
it to suck up a lot of my time. [Participant #27]

It was easy to access. The instructions were pretty
good...Simple and basic and not overwhelming and
I like the fact that if you didn’t know something you
could just hover over a term and you could get a
definition. [Participant #26]

I liked the fact that it was quick. I was able to just go
through it. [Participant #21]

I thought it was easy to use. It answered the questions
that I would have. Like it was very thorough in the
questions, so I didn’t have to wonder what it meant.
It wasn’t up for interpretation. I thought it was pretty
clear. [Participant #25]

None of the women who used the DA reported encountering
any technological issues. One woman stated:
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No. I was able to get in. I was able to answer all the
questions. I don’t remember any glitches at all.
[Participant #15]

Subtheme 3: User-friendly
Other women felt that the DA was user-friendly, straightforward,
simple to follow, and easy to understand. They shared the
following:

It was pretty easy to understand. I have no medical
background and it gave, I thought, very clear,
information about how different drugs could help.
And then I could answer the questions that came next.
[Participant #23]

Pretty easy. Sort of user-friendly in terms of just
accessing all the steps. [Participant #18]

It was simple to follow-simple to use. It didn’t take
up too much time. I mean, it’s been a while. It’s been
over a year, right? But I remember just being able to
just quickly go on my tablet and answer the questions.
[Participant #7]

I thought it was easy to understand and to complete.
I thought it was pretty user-friendly for someone like
myself. [Participant #5]

Subtheme 4: Easily Accessible on the Web
Most women (19/21, 90%) reported having access to
technological devices such as cell phones, tablets, laptops, and
desktop computers to access RealRisks. The exceptions were 2
Spanish-speaking participants who reported having no access
to a computer at home and came to the hospital to receive
in-person support to access the tool from one of our research
team members. The women who had access to technology liked
that the DA was web-based, which allowed them to access it
on the web at their own convenience. For example, women
shared the following:

It was easy because I could do it online. You know, I
could like start it at work. I could finish it at home. I
did not have to go back and re-answer questions. I
thought it was user-friendly. [Participant #1]

I could do it online, could start it at work and finish
it at home. [Participant #2]

It was good that it was online and it was easy to
navigate. [Participant #14]

I didn’t really have any trouble following through.
But, you know, I guess, with everything that’s done
online, you’re doing it on your own time. [Participant
#18]

Theme 2: Specifically Endorsed Elements of the DA

Subtheme 1: Improved Knowledge
Most women (18/21, 86%) described gaining new knowledge
after using RealRisks. A total of 11 women described learning
new information about breast cancer prevention drugs. The
participants described learning new information such as which
chemoprevention drug was appropriate for them, for example,
tamoxifen and other available drugs. Other women described

learning which drug was appropriate for premenopausal and
postmenopausal women. The women described the following:

New information was the information around the
drugs to take. I can’t remember what they were called,
but the preventive, I guess that’s what they are, drugs.
[Participant #5]

I knew about the existence of the drug, tamoxifen. I
know it opposes estrogen. An anti-estrogen-type drug.
I did not know about other drugs. So that was new
information. [Participant #24]

In total, 2 of these women explained that RealRisks reinforced
some of the information that they had already heard from their
health care providers, which contributed to an improvement in
their overall knowledge:

Being diagnosed with the BRCA2 gene mutation, I
was getting so much information at that time and
doing so much research and meeting with so many
different doctors because of trying to be very, very
proactive about being diagnosed with the BRCA2
gene that it actually turned out to have been helpful
in terms of reinforcing some ideas that I didn’t
necessarily—that hadn’t quite sunk in yet. [Participant
#8]

A total of 8 women described learning about their risk of breast
cancer. These women stated that they now understood the factors
contributing to risk, such as genetics, personal history, family
history, and lifestyle factors. One woman appreciated the way
RealRisks presented risk information in a story format. Another
woman who had a pathogenic variant in the BRCA2 gene felt
that RealRisks was thought provoking. The women learned
actions that they could take to reduce their risk and shared the
following:

Oh, it made me think about what the risks are,
specifically having to do with my situation and being
in a high-risk category...Well, I guess I surmised that
I was high risk, given my family history. But it
solidified that, and it also taught me about options
that were available to me should I choose them to
reduce my risk. [Participant #15]

I like the way that it was set up, as a possibility of
being at risk, and that was for me, a sensitive issue...I
remember there was a story—the way that it was
presented by story. So it became more real rather
than just the data, medical data, and to try to identify
through the just numbers. It was like real. [Participant
#17]

Subtheme 2: Informed Decision Making
Most women (17/21, 81%) who used RealRisks reported that
the DA played a role in informing their decision making about
chemoprevention. The women reviewed the modules in
RealRisks and became familiar with the options that exist to
reduce their breast cancer risk, including developing an
understanding of the benefits and risks of taking a
chemoprevention pill. The women explained:
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Yes, because the information that was provided was
thorough. I mean, there was plenty of it. And I feel
comfortable that—I’ve seen both sides of it. I could
see why a person would take it. I believe I have made
an informed decision. [Participant #6]

I think it is because I did not know about it
[chemoprevention] until I saw RealRisks. But
definitely it played into it [my decision-making]. And
I didn’t really look into it because I thought I wasn’t
really the best person to be eligible for it. And now I
know I do have an elevated risk. [Participant #20]

Although 95% (20/21) of the women in the study viewed
themselves as healthy and decided not to take chemoprevention,
their experience with using RealRisks informed an autonomous
decision about whether chemoprevention was the right choice
for them:

I made a decision for who I am and what I want right
now. So I didn’t ask my doctor. I didn’t ask anyone.
I just made the decision by myself. I just took my
decision because I don’t want to put anything in my
body. That’s it. [Participant #9]

I remember when they talked about the differing types
of procedures you could go through to help prevent
breast cancer. It was in-depth and I read it all but I
was not in agreement with taking any kind of
medicine...It was very informative, and I think if I was
in poorer health, I would probably be willing to try
anything. But my health is relatively good. [Participant
#22]

Theme 3: Recommendations for Improvement
In addition to positive perceptions about RealRisks, some women
(9/21, 43%) pointed out aspects of the DA that they did not like
and shared recommendations for improvement.

Subtheme 1: Tailored for a Hispanic or Latina
Population
Some women (4/9, 44%) who were not of Hispanic or Latina
descent were concerned that RealRisks appeared to be tailored
for Hispanic or Latina women. The women recognized that it
was difficult to design a tool for diverse target audiences,
especially those with varying health literacy and numeracy. One
woman felt that RealRisks was designed for people who were
not native English speakers. Another woman who was not of
Hispanic descent was confused as to why Hispanic characters
were used in the illustrations. In addition, 3 women shared that
the comics were not appealing to them:

It was trying so hard to be ethnically diverse. It felt
like it might have been for people where English was
not their original language. [Participant #8]

Found it interesting that if you’re going to draw
pictures of—I actually discussed this with my doctor.
If you’re going to draw pictures of people, it’s hard
not to racially profile. Even though it was a line
drawing, it clearly looked like a person of color. So
I mean, not that it meant any good or bad to me.
[Participant #24]

A few women (3/9, 33%) felt that the DA made assumptions
about where they were in the care continuum and did not give
them the opportunity to input their own risk factors. For
instance, women shared the following:

There was not an opportunity to discuss why I didn’t
think I was at risk. I felt that there were assumptions
made about me without even simply asking. For
example, cigarette smoking causes a great deal of
cancers and I do not smoke. [Participant #6]

Some of it did not apply to me because I was already
under care. I was already diagnosed with a BRCA2
gene mutation and already had surgery and already
in the middle of this. But it wasn’t quite flexible
enough...I sort of stepped into the RealRisks halfway
through if you know—I didn’t need to assess my risk.
[Participant #8]

Subtheme 2: Difficult Terminology
In total, 33% (3/9) of women felt that RealRisks included
difficult terminology, and the content was not written in
layman’s terms. Of these 3 women, 2 (66%) stated that if they
were not intelligent, it would have been difficult to understand
the information in RealRisks. The participants explained the
following:

I did find some of the terminology a little difficult,
because I wasn’t familiar with some things. I do
remember like, having to look some things up,
particularly when it came to the treatment options.
[Participant #7]

The language used in RealRisks was not layman’s
language. If I wasn’t intelligent, I wouldn’t have
understood it all. Maybe it was like reading The Times
paper. [Participant #22]

For me, being a white, middle-class, Jewish
college-educated woman, I had no trouble with it.
But I wouldn’t want to speak for other cultures. I am
married to a Puerto Rican man and like I could see
where his mother, if she were reading this, would’ve
really—she might’ve struggled...I think it tried to be
very clear and very easy to understand, but I don’t
know, I think it can be hard for people—sometimes
the way people have a block on math, sometimes when
they read about medical things they get a bit of a
block. [Participant #23]

Subtheme 3: Strong Emphasis on Chemoprevention
Overall, 22% (2/9) of women felt that the RealRisks DA placed
a strong emphasis on chemoprevention drugs. Despite the
importance of these drugs, these 2 women felt that they would
have preferred more emphasis on the lifestyle and environmental
factors affecting breast cancer risk:

I have two graduate degrees. I’m not saying this to
brag. I taught college for many years. So I thought
the graphics and the cartoons and all of that, were
useful in general, not necessarily for myself. I felt a
little bit that the chemoprevention was being pushed.
[Participant #5]
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I felt, throughout the whole process that it was very
much pushing some type of drug on me, that I felt I
wasn’t really ready to consider that. [Participant #24]

Theme 4: Information Needs
Participants were asked “what additional information do you
need to make decisions about reducing your breast cancer risk?”
With respect to women’s information needs, 33% (7/21) of
women described at least one unmet need. One woman wanted
to learn more about mammography screening:

I was having this conversation with my sister recently.
Because so much of the information around
mammography and the frequency of mammography
is changing. And so I was just having this
conversation with her, that, you know, should I still
be getting a yearly mammogram, I know that,
age-wise, I think someone my age, and probably, with
our risk, we should be getting it. But I feel like,
because a lot of the information is changing, there is
some confusion in terms of trying to make a decision
about certain things. [Participant #5]

Other women were interested in learning more about breast
cancer risk factors, including modifiable lifestyle factors. Some
women still desired to understand their individual breast cancer
risk and what puts a woman at high risk of developing breast
cancer. For example, women shared the following:

Well, I think the only information I would need or
want would be during the course of my visits with my
doctor is to go over my lifestyle, and just to find out
if there’s any additional information that’s become
available. And if there’s any additional thoughts on
the benefits or risks of taking the medications. I would
always consider it as I get older. [Participant #26]

It’s a good question. I guess, printed materials
probably, maybe like how to avoid putting myself in
harm’s way, stuff that you can prevent. You know, I
mean, of course there’s a lot of stuff that you can’t
prevent. But I mean, if it proves that, if there was a
reason for them to say, “Oh, yeah, you’re at really
high risk,” I, you know, I would do whatever and
apply what was suggested. [Participant #4]

Probably just you know, a one-page outline of all the
risks, you know, maybe just outlining everything in a
concise way so that I could look at it and just know
what the risks are and just have it—just be more
conscious of what the risks are on a day-to-day basis
and without having to go through a lot of reading and
stuff. [Participant #18]

Discussion

Principal Findings
In our racially and ethnically diverse sample of women at high
risk of developing breast cancer, all participants reported that
they used the web-based DA RealRisks. The high-risk women
who participated in the intervention arm of the chemoprevention
trial and were granted access to the DA reported that they
generally liked the DA and considered it to be helpful. This

result confirms the need for decision support for women at a
high risk of developing breast cancer. In line with our objective
to understand the perceptions of women at high risk of
developing breast cancer regarding their experience with using
RealRisks, our analysis generated 4 themes:

1. The acceptability of the intervention: women found the tool
to be acceptable, easy to navigate, user-friendly, and easily
accessible on the web.

2. Specifically endorsed elements of the DA: the DA was
favored for its ability to improve knowledge and inform
decision making.

3. Recommendations for improvement: participants wanted
more tailoring based on user characteristics.

4. Information needs: participants reported wanting to learn
more about mammography screening and breast cancer risk
factors, including modifiable lifestyle factors.

Regarding theme 1, participants found RealRisks to be an
acceptable intervention and had positive attitudes overall. The
web-based nature of the intervention was very appealing to
participants who appreciated being able to access the tool at
their own convenience. In addition, the tool was acceptable to
women in a variety of age groups, as the average age of our
participants was 58.6 years (SD 10.1). Regarding theme 2, the
women reported that RealRisks increased their knowledge about
chemoprevention. This finding is aligned with the results of our
pilot study, which found an increase in chemoprevention
knowledge after exposure to RealRisks [22]. The observation
that most women were autonomously motivated to make an
informed decision to not take chemoprevention after using the
RealRisks DA is aligned with the SDT, the underlining premise
of the DA [35]. SDT, a theory of human motivation, emphasizes
the extent to which behaviors are relatively autonomous,
originating from oneself without pressure or coercion by
interpersonal forces [35]. Therefore, implementing the DA in
primary care may not be appropriate for all high-risk women
and should be reserved for women who are undecided about
taking chemoprevention and would like to further discuss the
pros and cons and chemoprevention options with their primary
care provider. Our results indicate that the DA offered great
decision support to high-risk women, improved their knowledge,
and informed their decision making about chemoprevention.

Regarding theme 3, despite the general acceptability of the DA,
high-risk women wanted a more holistic approach to reducing
their breast cancer risk based on tailoring that incorporates user
characteristics [36]. The women felt that the DA was not
personalized and made assumptions about where they were in
the care continuum, which did not give them the opportunity
to input their own risk factors. Other women felt that the DA
placed a strong emphasis on chemoprevention drugs. Regarding
theme 4, our results demonstrate that, based on the information
needs reported, the high-risk women enrolled in our study
wanted to learn more about general breast cancer risk factors
and breast cancer screening strategies, including mammographic
frequency, in addition to chemoprevention. Existing evidence
suggests that interventions that are tailored based on unique
characteristics and provide personalized feedback, guidance,
and motivation to users might assist them in engaging in more
active lifestyles [37-39] and are an effective method of
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promoting mammography adherence [40]. Therefore, based on
our findings, future iterations of RealRisks may consider
incorporating tailoring with a broader focus on breast cancer
risk reduction and should incorporate guidance on other breast
cancer risk factors.

Strengths and Limitations
Our study has several important strengths and limitations. A
strength of this study is that we had about 40% (8/21, 38%)
racial and ethnic minorities, which is representative of the US
population. However, we only included participants from the
intervention arm of the chemoprevention trial who had accessed
the tool, on average, 1 year earlier and, therefore, may have
experienced recall bias. In addition, this study was conducted
at a large urban academic medical center, which may not be
generalizable to other geographic and practice settings.

Future Work
Future studies should focus on developing interventions that
target the knowledge gaps identified in this study and meet the
needs of high-risk women to empower them to make informed

decisions about reducing their breast cancer risk. Our research
group is currently developing a breast cancer screening module
to be added to RealRisks, which will provide evidence-based
information on mammography screening and other methods of
breast imaging.

Conclusions
This study has demonstrated the acceptability of the RealRisks
web-based DA among a diverse group of high-risk women, with
a few caveats and recommendations for improvement. Women’s
perceptions about RealRisks were influenced by the tool’s ability
to increase their knowledge about breast cancer risk and the
pros and cons of taking chemoprevention drugs; they indicated
that this information facilitated their informed decision making
about taking chemoprevention. We found that after using the
DA, women wanted a more tailored and holistic approach to
reducing breast cancer risk. The findings will inform the future
development of the web-based DA. Next steps include
translating the results from this study into further development
of the DA and optimizing the tool’s module architecture to add
a breast cancer screening module.
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Abstract

Background: The health belief model explains that individual intentions and motivation of health behaviors are mostly subject
to external cues to action, such as from interpersonal communications and media consumptions. The concept of mobilizing
information (MI) refers to a type of mediated information that could call individuals to carry out particular health actions. Different
media channels, especially digital media outlets, play an essential role as a health educator to disseminate cancer health information
and persuade and mobilize cancer prevention in the community. However, little is known about calls to action (or MI) in online
cancer news, especially from Asian media outlets.

Objective: This study aimed at analyzing cancer news articles that contain MI and their news components on the selected
Malaysian English and Chinese newspapers with online versions.

Methods: The Star Online and Sin Chew Online were selected for analysis because the two newspaper websites enjoy the
highest circulation and readership in the English language and the Chinese language streams, respectively. Two bilingual coders
searched the cancer news articles based on sampling keywords and then read and coded each news article accordingly. Five
coding variables were conceptualized from previous studies (ie, cancer type, news source, news focus, cancer risk factors, and
MI), and a good consistency using Cohen kappa was built between coders. Descriptive analysis was used to examine the frequency
and percentage of each coding item; chi-square test (confidence level at 95%) was applied to analyze the differences between
two newspaper websites, and the associations between variables and the presence of MI were examined through binary logistic
regression.

Results: Among 841 analyzed news articles, 69.6% (585/841) presented MI. News distributions were unbalanced throughout
the year in both English and Chinese newspaper websites; some months occupied peaks (ie, February and October), but cancer
issues and MI for cancer prevention received minimal attention in other months. The news articles from The Star Online and Sin

Chew Online were significantly different in several news components, such as the MI present rates (χ2=9.25, P=.003), providing

different types of MI (interactive MI: χ2=12.08, P=.001), interviewing different news sources (government agency: χ2=12.05,

P=.001), concerning different news focus (primary cancer prevention: χ2=10.98, P=.001), and mentioning different cancer risks

(lifestyle risks: χ2=7.43, P=.007). Binary logistic regression results reported that online cancer news articles were more likely to
provide MI when interviewing nongovernmental organizations, focusing on topics related to primary cancer prevention, and
highlighting lifestyle risks (odds ratio [OR] 2.77, 95% CI 1.89-4.05; OR 97.70, 95% CI 46.97-203.24; OR 186.28; 95% CI
44.83-773.96; P=.001, respectively).

Conclusions: This study provided new understandings regarding MI in cancer news coverage. This could wake and trigger
individuals’ preexisting attitudes and intentions on cancer prevention. Thus, health professionals, health journalists, and health
campaign designers should concentrate on MI when distributing health information to the community.

(J Med Internet Res 2021;23(6):e26019)   doi:10.2196/26019
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Introduction

Cancer is a pressing public health issue and does not
discriminate whether in a developed or developing country
[1,2]. Cancer, in fact, remains the second leading cause of death
throughout the world. The World Health Organization [1]
reported that in 2018, 9.6 million people were estimated to have
died from cancer. In other words, 1 in 6 deaths is from cancer
of some type. Lung, prostate, colorectal, stomach, and liver
cancer are the most common types of cancers in men, while
breast, colorectal, lung, cervical, and thyroid cancer are the most
common among women [1]. According to a recent report from
the International Agency for Research on Cancer [3], breast
cancer occupied the first leading incidence rate in Malaysia
(17.3%), followed by colorectal cancer (14.0%) and lung cancer
(10.7%). Local cancer incidence was not equal across ethnic
groups. In recent years, Malaysian Chinese have had the highest
cancer incidence rate for the majority of leading cancers. It is
more elevated than Malays and Indians [4,5].

Scientific findings showed that at least half of all cancers
occurring today could be prevented if individuals adopted
healthy lifestyles and behaviors, and many other cancers can
be diagnosed through medical interventions in the early stages
[6]. Hence, it is crucial to promote cancer prevention and early
detection to the individuals. Essentially, cancer prevention is
no longer treated as a health issue alone but a developmental
issue for a nation. Health promotion regarding cancer issues
involves collaborations from different stakeholders, which
include conventional media and digital media.

The media provides various health resources [7]. In reality,
media can be a vital health educator, bridging the information
gap between health care practitioners and the public in cancer
communication [8,9]. The media publicize activities or
campaigns from medical or governmental sectors and translate
medical language and other jargon into public language [10,11].
Nowadays, besides health professionals, the internet has become
a popular source of health information [12]. It changes the way
an individual makes health decision, perceives health issues,
and interacts with health professionals [13]. Cancer-related
topics are the most commonly searched health topics online
[14], and cancer news coverage is one of the most consumed
health news categories by online newsreaders [15]. The majority
of online news sites contain specific sections for conveying
health news coverage: it allows information-oriented news
consumers and active health information seekers to obtain timely
health information about issues that concern them [16,17].

The health belief model explains that individual intentions and
motivation of health behaviors are mostly subject to external
cues, such as interpersonal communications and media
consumptions [18]. It was defined as a variable called cue to
action [19]. Based on this viewpoint, Tanner and Friedman [20]
linked the concept of mobilizing information (MI) onto the
theoretical ground of the health belief model. Originally, MI

was a type of information widely examined by scholars from
political science and journalism studies [21,22]. By definition,
in the realm of public health, MI refers to a type of mediated
information that could call individuals to carry out particular
health actions (eg, quit smoking) or trigger them to act on
preexisting attitudes effectively. Preexisting attitudes involve
one’s overall evaluation on a subject matter which later forms
preconceived notions even if they did not experience it
personally [23]. Since health information from media channels
is usually persuasive, it acts as an actuator for health behavior
change [7]: when individuals encounter persuasive health
information, especially MI, their cognition and memories related
to the particular health issue would be evocated and, in turn,
brought to further actions. Specifically, MI includes the venue,
time, and contact information of a health campaign, detailed
educational information of how to a prevent certain disease or
reduce risks, and additional links to provide further readings or
interactions [20,24]. The individuals could actively or passively
engage with different types of health news content that contain
a certain type of MI. Thus, MI can reach newsreaders easily
during their routine news consumption.

Several studies have examined MI in different health news
coverage, but previous researchers found that there was very
limited MI presented in the news content. For example, one
study found that there was only approximately 30% of chronic
disease coverage presented MI in Canadian aboriginal
newspapers [25]. Another study reported that only 3 in 10 online
health news articles from American local television websites
presented MI [20]. Moreover, previous studies treated MI as an
affiliated coding variable, scrutinizing on the present rate or
types of MI instead of investigating the in-depth relationships
between MI and other news components, such as news source
and news focus. Also, most of the past studies examining MI
are from the Western and English media channels [26,27]; little
is known about how the Eastern and non-English media provide
MI in health news coverage.

In Malaysia, media channels practice multilingual media policy
to serve different communities [28]; the characteristics of the
local media industry differ from other countries. Even in the
local Chinese society, the media preference varies based on the
socioeconomic background or other factors [28]. Thus, it is
research-worthy for analyzing and comparing the local media
contents published in different languages. Scholars reported
that the way the media cover cancer news depends highly on
who the target audience is [29]. Therefore, the focal points of
the approach of presenting MI on cancer issues might differ
from the local English media and the Chinese media. Since
Malaysian Chinese populations had the highest cancer incidence
rate among 3 main ethnicities [5], it is vital to know how
Malaysian English and Chinese online news sites cover cancer
issues and how these news sites mobilize individuals to prevent
cancer. To fill the abovementioned research gaps, this study
aims to answer the following research questions:
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• RQ1a: What are the present rates, patterns, and types of MI
in cancer news coverage on an English news site and a
Chinese news site?

• RQ1b: Are there differences in the present rates, patterns,
and types of MI on cancer coverage between an English
news site and a Chinese news site?

• RQ2a: What are the characteristics of news components
(ie, cancer type, news sources, news focus, and cancer risk
factors) in cancer news coverage that provided MI on an
English news site and a Chinese news site?

• RQ2b: Are there differences in the characteristics of news
components (ie, cancer type, news sources, news focus,
and cancer risk factors) in cancer news coverage that
provided MI on an English news site and a Chinese news
site?

• RQ3: Are there associations in the cancer coverage
presenting MI between news sources, news focus, and
cancer risk factors on an English news site and a Chinese
news site?

Methods

In this study, we applied quantitative content analysis to examine
cancer news articles that contain MI on selected Malaysian

English and Chinese newspapers with online versions and
compare the differences between the newspaper websites.

Selection of Content Units
According to the Reuters Institute Digital News Report 2019
[30], The Star Online occupied 29% of the local weekly online
news media use, which ranked the highest among all English
newspaper websites. Sin Chew Online occupied 12% of it,
which ranked the highest score among all local Chinese
newspaper websites.

The unit of analysis of this study was the news article. News
articles were retrieved using a keyword search of the homepages
of individual newspaper websites. The keywords such as
“cancer” OR “cancer prevention” OR “cancer treatment” OR
“breast cancer” OR “lung cancer” OR “prostate cancer” OR
“colon cancer,” etc, appearing in the headlines, subheadlines,
first 3 paragraphs and lead paragraphs were used to find articles
about MI on cancer prevention. We excluded news articles that
covered obituaries of public figures who died from cancer and
did not focus on cancer treatment or suggestions for cancer
prevention. A total of 841 news articles were identified from
2017 to 2019. The process of selecting and excluding news
articles for analysis is shown in Figure 1.

Figure 1. Process of selecting and excluding content units.

Research Instrument and Descriptions
Interrelated coding book and coding sheet were predesigned for
the data collection purpose. There are 5 variables in the coding

instruments that were conceptualized based on previous studies.
There are several options under each variable; the number of
options that should be chosen depends on the measurement and
operationalization of each variable. All the variables were
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identified as nominal measurements. The operational definitions
of each coding variable are shown in Multimedia Appendix 1.

Description of Cancer Type
Two categories of cancers (Multimedia Appendix 2) were
examined in this study (ie, highly preventable cancers and highly
detectable cancers). This description was adopted from Moriarty
and Stryker’s categorization of cancers [31], which was
approved by the American Cancer Society. If an article covered
any cancer-related topic without focusing on a specific type of
cancer or covered more than one particular type of cancer, such
as coverage on cancer care facilities’ improvement,
cancer-related health policy change, or statistic report on
incidence rate/mortality rate, the article was then coded as cancer
in general. Coders were requested to identify one type of cancer
for a news article only.

Description of News Source
News source has a vital impact on health news coverage, and
it is also a crucial variable for content analysis [32]. The
description of news source in this study was adopted from past
studies [33,34]. Six types of news sources were examined:
medical journal, research institution, pharmaceutical company,
government agency, nongovernmental organization (NGO), and
other. Coders coded more than one news source for an article
if applicable.

Description of News Focus
Different news articles cover an issue through different foci.
The description of news focus was based on Tanner and
Friedman’s study [20]. There were 6 types of news focus under
this study (ie, primary cancer prevention, secondary cancer
prevention, medical treatment, social support/survivorship,
medical research, and statistical report). Coders coded more
than one type of news focus for an article if applicable.

Description of Cancer Risk Factors
This description aimed to identify the types of cancer risks
mentioned in cancer news coverage. There were four categories
of cancer risk factors that could be identified from cancer news
articles, which are lifestyle risks, environmental/occupational
risks, demographical risks, and medical risks. It was
conceptualized and used in previous studies [35,36]. Coders
coded more than one cancer risk factor for an article if
applicable.

Description of Mobilizing Information
This description is the primary research focus of this study and
includes 2 coding items (presence of MI and types of MI). First,
the presence of MI in the news article was identified. Coders

identified whether each article presented MI by coding present
or absent in the coding sheet. If MI is absent from the article,
the coders needed not to code the types of it.

If MI is presented in the article, then coders identified the types
of MI in the article. There are 4 types of MI defined by previous
research [20,21]: locational MI (ie, location of a hospital or
event), identificational MI (ie, contact details of a health care
provider), tactical MI (ie, suggestion or educational information
regarding how to prevent cancer), and interactive MI (ie,
hyperlinks for further readings). Coders coded more than one
type for an article if applicable.

Intercoder Reliability
Two coders (the first author and a graduate student) randomly
coded 10% of the identified news articles for intercoder
reliability check. The graduate student received extensive
training before coding the articles. We employed a Cohen kappa
reliability test [37]. Based on the Altman strength of agreement,
Cohen kappa value ranging from .61 to .80 indicates good
agreement while values falling from .81 to 1.0 show very good
agreement [38]. Our results demonstrated that some coding
items obtained good agreement, such as tactical MI (k=.73, 95%
CI .59-.87) and medical cancer risks (k=.74, 95% CI .59-.88),
and the rest of items gained very good agreement between 2
coders, like cancer type (k=.89, 95% CI .78-.98) and presence
of MI (k=.94, 95% CI .85-1.0).

Data Analysis
The obtained data were analyzed via SPSS (version 26.0, IBM
Corp). First, we applied descriptive analysis and chi-square test
to answer RQ1 and RQ2, including the frequencies, percentages,
and differences of each news component. We then employed
binary logistic regression (forward likelihood ratio method) to
determine the associations between different news components
and the presence of MI in online cancer news (RQ3). The level
of significance in this study was set as P<.05.

Results

There were 585 out of 841 cancer news articles on The Star
Online and Sin Chew Online provided at least one type of MI
in a span of 36 months from January 2017 to December 2019
(Table 1). The overall present rate of MI was 69.6% (585/841),
which means nearly 7 in 10 of cancer news articles provided
MI. Specifically, 64.4% (283/436) of articles on The Star Online,
and 74.6% (302/405) of news articles on Sin Chew Online
provided MI. The present rate of MI on Sin Chew Online was

higher than The Star Online (χ2=9.25, df=1; P=.003).

Table 1. The presence of mobilizing information in cancer news coverage on The Star Online and Sin Chew Online (2017-2019; n=841).

Overall, n (%)Sin Chew Online, n (%)The Star Online, n (%)MIa presence

585 (69.6)302 (74.6)283 (64.4)Present

258 (30.4)103 (25.4)152 (35.6)Absent

841 (100)405 (100)436 (100)Total

aMI: mobilizing information.
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The overall patterns of monthly distribution showed a fluctuation
in both newspaper websites (Figures 2 and 3). The patterns of
cancer news articles providing MI between the 2 news sites
were slightly different. For The Star Online, the peak was in
October 2019, and there were 18 cancer news articles contained
MI. However, no cancer news article provided MI in July 2019.

Sin Chew Online had 2 peak months, October 2017 and
September 2019. There were 18 cancer news articles delivered
MI in both months. The lowest month for Sin Chew Online was
April 2017, which only had 2 cancer news articles that provided
MI.

Figure 2. Numbers of cancer news articles provided mobilizing information on The Star Online from Jan 2017 to Dec 2019.

Figure 3. Numbers of cancer news articles provided mobilizing information on Sin Chew Online from Jan 2017 to Dec 2019.

For the types of MI (Table 2), the majority of news articles
(419/585, 71.6%) from both news sites provided tactical MI.
Locational MI was the second most frequently presented in the
news articles, which occupied 25.1% (109/585). Besides, there
were similar patterns on providing identificational MI (96/585,
16.4%) and interactive MI (107/585, 18.3%), both provided by

less than 20% of cancer news articles. The chi-square results
indicated that news articles in The Star Online provided more

interactive MI (χ2
1=12.08, P=.001), while news articles in Sin

Chew Online provided more identificational MI (χ2
1=5.44,

P=.03).
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Table 2. Distributions of types of mobilizing information (n=585).

P valueχ2Overall, n (%)Sin Chew Online, n (%)The Star Online, n (%)Type of MIa

.341.0200 (34.2)109 (18.6)91 (15.6)Locational MI

.035.496 (16.4)60 (10.3)36 (6.1)Identificational MI

.053.9419 (71.6)227 (38.8)192 (32.8)Tactical MI

.00112.1107 (18.3)39 (6.7)68 (11.6)Interactive MI

aMI: mobilizing information.

Descriptive analysis and chi-square test for each news
component were conducted to answer RQ2a and RQ2b (Table
3). More than half of the cancer news articles that provided MI
did not focus on a specific cancer (313/585, 53.5%), and there
were overall 36.1% (211/585) of news articles focused on highly
detectable cancers such as breast cancer, prostate cancer, liver
cancer, and stomach cancer. Only 10.4% (61/585) of articles
gave attention to highly preventable cancers such as lung cancer
and cervical cancer. There was a significant difference between

the websites in covering different cancer types (χ2
1=8.05,

P=.02).

Pertaining to news sources, more than half (333/585, 57%) of
the cancer news articles that provided MI from both newspaper
websites interviewed staff from medical institutions, followed
by NGOs (208/585, 35.5%). Less than 20% of the news articles
interviewed cancer patients, cancer survivors, or other
individuals who did not belong to any institution (102/585,
17.5%) or government agency (97/585, 16.6%). Very few news
articles cited medical journals (37/585, 4.7%) or interviewed
pharmaceutical companies (8/585, 1%). The chi-square results
indicated that there was a significant difference between
newspaper websites and news sources used while reporting

cancer news. (11.3% [66/585] vs 5.3% [31/585]; χ2
1=12.05,

P=.001). Specifically, Sin Chew Online skewed to refer to
government agencies as the source in reporting cancer news.

As for news focus, the majority (410/585, 70%) of cancer news
articles that provided MI focused on primary cancer prevention
and almost half (285/585, 48.7%) focused on secondary cancer
prevention. In addition, 28.0% news articles that focused on
social support contained MI (164/585), followed by medical
treatment (127/585, 21.7%), medical research (80/585, 13.7%),
and statistical reports on cancer issues (69/585, 11.8%). The
chi-square results showed that news articles in The Star Online
were more likely to focus on medical treatment (13% [76/585]

vs 8.7% [51/585]; χ2
1=8.54, P=.004); news articles in Sin Chew

Online were more likely to look at primary cancer prevention

(39.3% [230/585] vs 30.8% [180/585]; χ2
1=10.98, P=.001).

In terms of cancer risk factors, 63.0% (368/585) of cancer news
articles that provided MI mentioned demographical risks,
followed by medical risks (281/585, 48.1%) and lifestyle risks
(236/585, 40.4%), respectively. Only 3.3% (19/585) of news
articles gave attention to environmental/occupational risks that
may cause cancer. The chi-square result showed that news
articles in Sin Chew Online focused more on lifestyle risks than
articles in The Star Online (23.6% [138/585] vs 16.8% [98/585];

χ2
1=7.43, P=.007).
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Table 3. Descriptive analysis of news components in cancer news coverage that provided mobilizing information (n=585).

P valueχ2Overall, n (%)Sin Chew Online, n (%)The Star Online, n (%)Variable and category

.028.1———aCancer type

——313 (53.5)174 (29.7)139 (23.8)General cancer topic

——61 (10.5)22 (3.8)39 (6.7)Highly preventable cancer

——211 (36.0)106 (18.1)105 (17.9)Highly detectable cancer

—————News source

.311.137 (6.3)16 (2.7)21 (3.6)Medical journal

.064.0333 (57.0)160 (27.4)173 (29.6)Medical institution

.500.78 (1.4)3 (0.5)5 (0.9)Pharmaceutical company

.00112.197 (16.6)66 (11.3)31 (5.3)Government agency

.490.6208 (35.5)103 (17.6)105 (17.9)Nongovernmental organization

.450.4102 (17.5)49 (8.4)53 (9.1)Other individuals

—————News focus

.00111.0410 (70.0)230 (39.3)180 (30.8)Primary cancer prevention

.073.4285 (48.7)136 (23.2)149 (25.5)Secondary cancer prevention

.0048.5127 (21.7)51(8.7)76 (13.03)Medical treatment

.710.2164 (28.0)87 (14.8)77 (13.2)Social support

.054.080 (13.6)33 (5.6)47 (8.0)Medical research

.090.0369 (11.8)35 (6.0)34 (5.8)Statistical report

—————Cancer risk factors

.0077.4236 (40.4)138 (23.6)98 (16.8)Lifestyle risks

.650.319 (3.3)11 (1.9)8 (1.4)Environmental/occupational risks

.351.1368 (63.0)184 (31.5)184 (31.5)Demographic risks

.321.0281 (48.1)139 (23.8)142 (24.3)Medical risks

aNot applicable.

A binary logistic regression analysis (forward likelihood ratio
method) was conducted to answer RQ3. Table 4 presents these
results accordingly. First, the results indicated that news articles
that interviewed NGOs and medical institutions were more
likely to present MI (OR 2.77, 95% CI 1.89-4.05; OR 1.85, 95%
CI 1.33-2.58, respectively). News articles that cited medical
journals as the source were also more likely to present MI (OR
2.28, 95% CI 1.03-5.01), but the significant level was lower
than NGOs and medical institutions (95% [P=.04] vs 99%
[P=.001]). Therefore, NGOs, being the news source, obtained
the strongest association with the presence of MI. There was
no significant association found for other news sources, such
as medical journals, pharmaceutical companies, or governmental
agencies in the examined news articles.

Second, for news focus, the binary logistic regression results
reported that news articles were more likely to present MI when
they focused on primary cancer prevention (OR 97.70, 95% CI
46.97-203.24) and secondary cancer prevention (OR 22.12,
95% CI 12.16-40.22). However, news articles that focused on
medical research were less likely to present MI (OR .33, 95%

CI .12-.37). The equation model shows that articles that focus
on primary cancer prevention obtained the strongest association
with the presence of MI. Other news focus such as medical
treatment, social support/survivorship, or statistical report were
not significantly associated with the presence of MI.

In terms of cancer risk factors, the binary logistic regression
results showed that all 4 types of cancer risk factors (ie, lifestyle,
environmental/occupational, demographic, and medical) were
positively associated with the presence of MI in the online
cancer news. However, the significant levels varied. The news
articles that reported lifestyle risks obtained the strongest
association with the presence of MI (OR 186.28; 95% CI
44.83-773.96), followed by demographic risks (OR 8.97; 95%
CI 6.08-12.25), and medical risks (OR 3.07; 95% CI 2.08-4.53).
The news articles that reported environmental/occupational
risks were also associated with the presence of MI (OR 3.83;
95% CI 1.15-12.76). However, when comparing to the other 3
risk categories, the significance level of the association between
environmental/occupational risks and the presence of MI was
relatively weak (only at 95%).
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Table 4. Associations between news sources, news focus, cancer risk factors, and the presence of mobilizing information (n=841).

P valueORa (95% CI)CategoryVariable and step

News sourceb

.0011.97 (1.40-2.77)Nongovernmental organization1

.0012.69 (1.84-3.93)Nongovernmental organization2

.0011.91 (1.37-2.67)Medical institution

.0012.77 (1.89-4.05)Nongovernmental organization3

.0011.85 (1.33-2.58)Medical institution

.042.28 (1.03-5.01)Medical journal

News focusc

.00164.30 (312.31-129.97)Primary cancer prevention1

.00191.05 (44.55-186.09)Primary cancer prevention2

.00123.32 (12.96-41.95)Secondary cancer prevention

.00197.70 (46.97-203.24)Primary cancer prevention3

.00122.12 (12.16-40.22)Secondary cancer prevention

.001.33 (0.12-0.37)Medical research

Cancer risk factorsd

.00185.88 (21.15-384.65)Lifestyle risks1

.001138.12 (33.63-567.37)Lifestyle risks2

.0018.52 (5.88-12.35)Demographic risks

.001180.50 (43.54-748.36)Lifestyle risks3

.0018.50 (5.80-12.49)Demographic risks

.0012.94 (2.00-4.32)Medical risks

.001186.28 (44.83-773.96)Lifestyle risks4

.0018.97 (6.08-12.25)Demographic risks

.0013.07 (2.08-4.53)Medical risks

.033.83 (1.15-12.76)Environmental/occupational risks

aOR: odds ratio.
bThe −2 log likelihood = 997.94, Cox & Snell R2=.04, Nagelkerke R2=.06.
cThe −2 log likelihood = 476.57, Cox & Snell R2=.48, Nagelkerke R2=.69.
dThe −2 log likelihood = 659.42, Cox & Snell R2=.36, Nagelkerke R2=.51.

Discussion

Principal Findings
As the media has been instrumental in creating public awareness
about cancer and chronic disease prevention, understanding the
media’s role in mobilizing the public regarding cancer
prevention is of utmost importance. This study provides the
first comprehensive and comparative assessment of MI in cancer
news on the selected Malaysian English and Chinese newspapers
with online versions. Of importance, our results show that there
were nearly 70% of the online cancer news articles in The Star
Online and Sin Chew Online presented at least one type of MI.
It indicates that the selected Malaysian newspaper websites
have an awareness of mobilizing and calling health behavior
change for its readers. However, our findings are contrary to
previous studies that examined MI in cancer coverage in

Western countries [22,24-26]. Several possible explanations
could support our findings. First, since the past studies that
examined MI in cancer news coverage were conducted at least
10 years ago, the patterns of cancer news coverage have already
changed, especially for online news media [22,24-26]. Second,
Hoffman [20] introduced another type of MI called interactive
MI, which is only applicable for online news content. This could
be one of the reasons why online cancer news contained more
MI as compared to print media. Third, the increasing rates of
cancer incident and mortality around the world [1], the
seriousness of the disease, health information needs among the
people, and the media attention of cancer issues that differ from
the past have become another dependable rationale to support
our results. Fourth, culture and social background would give
impacts to health coverage [39]. Thus, our results report that
the characteristics of cancer news coverage in the selected
Malaysian newspaper websites were quite different from the
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Western countries. Of note, we also found that cancer news
articles in Sin Chew Online were more likely to present MI than
those in The Star Online. This may due to the increased cancer
incident rate reported among the Chinese population [4,5], and
Sin Chew Online realized that it is crucial to promote and
mobilize cancer prevention to its targeted readers.

Our results illustrated that there was an unbalanced monthly
distribution in terms of the number of cancer news articles that
provided MI. In certain months, there were more cancer news
articles found providing MI, such as in February, October, and
November. This may due to the fact that World Cancer Day
falls in February, Children’s Cancer Awareness Month falls in
September, and Breast Cancer Awareness Month falls in
October. These occasions gained more media attention because
of shared journalistic values; journalists usually cover health
topics according to the allocation of relevant campaigns or
events [40]. In the same vein, Varga and colleagues [40]
reported that the media coverage on certain cancers mushroomed
during their awareness months, such as breast cancer and
prostate cancer, and especially on social media platforms.
However, in certain months, there were fewer cancer news
articles reporting MI, such as in June and July. These months
are the busier months throughout the year as there are many
local festivals and school holidays happen in these months. The
Hari Raya Aidilfitri, Gawai Dayak, King’s birthday, and Dragon
Boat Festival happen in these 2 months. Negative news such as
reporting cancer issues and related death tolls would likely give
way to positive news and announcements such as big sales and
discounts, tourism, and Open House. Hence, the news
distribution of MI on cancer prevention was found less in June
and July. Speaking of the types of MI, we found that the
majority of cancer news provided tactical MI, which contained
how-to health information and detailed suggestions about cancer
prevention. Such news provides a clear picture to the readers
of how to prevent cancers in their daily life.

We found several differences between The Star Online and Sin
Chew Online regarding news components providing MI in
online cancer news. First, the results indicated that there was a
significant difference in terms of cancer types portrayed in the
2 studied online news websites. More than half of cancer news
that provided MI focused more than one specific type of cancer.
It mainly covered health campaigns or events related to cancer
prevention, followed by highly detectable cancer and highly
preventable cancer. This phenomenon is consistent with the
previous study, which applied the same categorization of cancer
types [31]. By comparison, cancer news from Sin Chew Online
focused more on general cancer topics while The Star Online
is more likely to cover highly preventable cancer issues.

For news source, the results showed that the majority of cancer
coverage that provided MI interviewed professionals from
medical institutions, such as public and private hospitals,
universities or laboratories, followed by NGOs. This
corroborates with previous studies that examined sourcing
practices in various health coverage [41,42]. Interestingly, we
found that cancer news articles that provided MI in The Star
Online were more likely to cite medical journals from overseas
countries, while those in Sin Chew Online were more likely to
interview government agencies and NGOs from the local

Chinese society, such as ancestral connective organizations and
religious organizations serve for Chinese communities (ie,
Chinese temples and Chinese-dominant churches). This shows
that cancer coverage from different languages has varying source
preferences subject to their journalistic values and social/cultural
norms [39].

Pertaining to news focus, most cancer news providing MI
focused on primary cancer prevention, such as local educational
events or social marketing campaigns related to cancer issues,
followed by secondary cancer prevention, like mobilizations
on cancer screening for early detection and other medical
interventions. Since the characteristics of MI include triggers
and call the readiness among individuals, it is reasonable that
the majority of cancer coverage that provided MI focused on
prevention, rather than other topics like cancer treatment or
cancer research [20]. We found that cancer news providing MI
in The Star Online focused slightly more on topics related to
secondary cancer prevention and medical treatment as compared
to the coverage reported in Sin Chew Online, which was more
likely to concentrate on primary cancer prevention and social
support topics. This phenomenon reflects Malaysian media
ecology when it comes to health news coverage.

As for cancer risk factors, our results showed different findings
compared to the previous study where this description was
adopted [35]. More than half of the examined news coverage
mentioned demographic risks, like cancer-related with a specific
gender or age. Most of these demographic risks pointed to
female cancers, such as cervical cancer prevention, HPV
vaccination, and breast cancer self-checking. Almost half of
cancer news articles mentioned medical risks and lifestyle risks
when providing MI. It corroborates the dominant characteristics
of MI that promotes behavioral change on health issues [20],
which advocates changes and adoptions of health behavior, as
well as an understanding of medical knowledge and preventive
strategies among the readers. However, it is worth noting that
there was rarely cancer coverage that provided MI on
environmental risks, such as natural resources pollutions,
radiations, and occupational risks. The reason could be due to
lack of knowledge on environmental issues and their association
with cancer morbidity and mortality [43]. By comparing the
two newspaper websites, we found that cancer news from Sin
Chew Online was more likely to mention lifestyle risks when
providing MI. It may subject to the cancer incidence in local
Chinese communities; reducing risk lifestyle is one of the
dominant approaches to avoid cancer occurrence [5,6].

The logistic regression analysis unveiled the in-depth findings
of this study. This method is inspired by previous studies that
used the same approach to analyze other media messages
[34,44]. We examined the associations between 3 critical news
components (ie, news sources, news focus, and cancer risk
factors) and the presence of MI in online cancer news separately.
For the news sources, our results illustrated that the cancer news
articles were most likely to present MI when NGOs were
interviewed as the source, followed by medical institutions and
medical journals. This result agrees with a previous study
finding that elite sources are the dominant news sources in health
news coverage [32]. This study suggests that health journalists
should be more active in engaging with NGOs and medical

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26019 | p.688https://www.jmir.org/2021/6/e26019
(page number not for citation purposes)

Zhang & ThamJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


institutions. On this count, NGOs could bring up-to-date
resources for events and campaigns regarding cancer prevention,
and medical institutions can provide credible and applicable
health information for cancer prevention.

A finding of interest was that MI was more likely to be presented
in online cancer news when articles focused on primary cancer
prevention, such as health education, consultation, health events
or campaigns, followed by secondary cancer prevention, like
promotions of early detection, screening, or diagnosis. On the
other hand, MI was less likely to be presented when articles
covered topics related to medical research. Thus, we recommend
that health journalists should devote more attention on how to
cover topics related to cancer education, local events, and
campaigns, which would mobilize and persuade the newsreaders
to take proactive actions to prevent cancer instead of merely
providing medical research-related news retrieved from
collaborative news agencies.

Regarding cancer risk factors, we found that even though every
type of cancer risk was positively associated with the presence
of MI, the probability level was different. The articles that
reported lifestyle risks such as obesity, alcohol consumption,
or smoking causing cancer were positively associated with the
presence of MI in online cancer news. This is consistent with
previous findings which showed that since various cancers
occurring today are related to unhealthy lifestyles, cancer news
coverage switched their major attention from highlighting
environmental causes to discussing lifestyle causes [35]. Our
results also showed that the mentions of demographic risks, like
risks related to gender and age, were positively associated with
the presence of MI. However, we found out that the majority
of news articles that mentioned demographic risks pointed to
females, which suggests that future events or campaigns could
focus on mobilizing females to prevent breast and cervical
cancer, as well as educating this target group to raise their
awareness on cancers that most prevalent among females. There
were limited news articles on demographic risks provided MI
that targeted males even though prostate cancer and testicular
cancer are two serious health issues for males [45]. We suggest
that health journalists need to notice that cancer coverage should
not skew to cancers related to females only. It is also essential
to raise awareness and mobilize males to prevent cancers that
are associated with them. The lack of coverage on cancers
related to males calls for the need for research on effective
strategies to reduce health information disparities among the
male population.

Limitations
This study contains some limitations. First, we only applied a
keyword searching strategy for searching online news articles,
and we might have missed some relevant news articles due to
human errors. Future researchers should improve news sample

selecting strategy by applying technology-based approaches to
minimize human errors. Second, we only analyzed MI in online
cancer news from the selected Malaysian newspaper websites.
We did not consider the cancer news published in Malay and
Tamil newspaper websites, which are two other major languages
spoken in Malaysia. The representativeness of this study, hence,
is limited. More studies should give attention to cancer news
published in Malay and Tamil; it would draw a more
comprehensive picture in terms of covering cancer issues and
providing MI in Malaysian media. Third, we determined the
original definition of tactical MI is ambiguous, which points to
“the explicit and implicit instructions for certain behavior”
[19,20]. The understanding and operationalization of this
concept highly depend on different researchers and newsreaders.
Thus, communication scholars need to argue and re-theorize
this definition in future studies. Fourth, it is worth noting that
there is a lot of variation in the products and content of the
agencies used as sources, such as their stature, professional
staff, mission, and other characteristics that would explain or
influence the variance in data collected. In this study, the
researchers only categorized the sources in generic forms. Future
studies could apply textual analysis, examining the latent content
of news coverage or case study to explore these variations in
detail. Fifth, this study did not compare the differences or
correlations of representation of MI on the internet, print, and
broadcast media. Hence, future research could examine whether
if different types of MI are presented differently on different
mediums. Last, our results only could represent the way of
presenting MI by the online news media, but the effects of MI
toward individuals are unknown. Future studies should examine
the effects of MI and behavioral intention or outcomes among
newsreaders.

Conclusion
This study is one of the first scholarly attempts to throw light
on analyzing and comparing MI of cancer news on selected
English and Chinese newspaper websites. The findings and
discussions corroborate new practical, theoretical, and
methodological knowledge in health communication and
journalism that would help public health researchers, medical
professionals, health journalists, health policymakers, and NGOs
in their researches and decision makings. The comprehensive
picture of this study shows the characteristics and in-depth
relationships between MI and different news components. For
future studies, researchers could focus on online cancer news
in other languages and also compare the differences between
those published in native/national language and English. Also,
experimental designs should be developed to examine the effects
of MI on cancer prevention among different individuals.
Furthermore, our methodological use could be applied in future
studies that examine other variables in health news coverage,
such as frame building and supplemental information.
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Abstract

Background: Reduced patient portal use has previously been reported among Black Americans when compared with that of
the general population. This statistic is concerning because portals have been shown to improve the control of chronic conditions
that are more prevalent and severe in Black Americans. At their very simplest, portals allow patients to access their electronic
health records and often provide tools for patients to interact with their own health information, treatment team members, and
insurance companies. However, research suggests that Black American patients have greater concerns over a lack of support,
loss of privacy, and reduced personalization of care compared with other Americans, which results in a disparity of portal use.

Objective: This qualitative investigation of primary care experiences of Black Americans from across the United States who
participated in remote focus groups in April and May 2020 aims to explore the use and perceived value of patient portals to better
understand any barriers to optimized treatment in the primary care setting.

Methods: We performed an inductive thematic analysis of 8 remote focus group interviews with 29 Black American patients
aged 30-60 years to qualitatively assess the experiences of Black American patients with regular access to portals.

Results: Thematic analysis uncovered the following interrelated themes regarding patient portals in primary care: the optimization
of care, patient empowerment, patient-provider communication, and patient burden.

Conclusions: In contrast to what has been described regarding the reluctance of Black Americans to engage with patient portals,
our focus groups revealed the general acceptance of patient portals, which were described overwhelmingly as tools with the
potential for providing exceptional, personalized care that may even work to mitigate the unfair burden of disease for Black
Americans in primary care settings. Thus, opportunities for better health care will clearly arise with increased communication,
experience, and adoption of remote health care practices among Black Americans.

(J Med Internet Res 2021;23(6):e27820)   doi:10.2196/27820

KEYWORDS

health promotion; patient engagement; telehealth; telemedicine; health disparities; technology acceptance model; health belief
model

Introduction

Background
The use of electronic health records (EHRs) is rapidly becoming
the norm for primary care services. The American Recovery
and Reinvestment Act of 2009 attempted to provide access to
EHRs for every American within 5 years through US $19 billion

in incentives in the Health Information Technology for
Economic and Clinical Health Act [1]. According to the most
recent National Electronic Health Records Survey from the
Centers for Disease Control and Prevention in 2017, 85.9% of
office-based doctors use EHRs—up by 37.6% from the year
the Health Information Technology for Economic and Clinical
Health Act was passed [2,3].
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Patient portals, which were first developed by software vendors
and health care centers in 1999, provide patients access to their
medical charts and other data from their EHRs [4]. Patient
portals vary by provider but many also facilitate payments,
scheduling, and medication refills; link patients to educational
materials; and allow password-secured communications with
providers [5,6]. These tools are associated with increased
effectiveness in the comprehensive care of chronic diseases,
including diabetes and hypertension [7], which are both more
prevalent and result in more severe outcomes among Black
Americans compared with the rest of the American population.
This health disparity is likely due to the psychosocial and
socioeconomic stresses associated with the structural racism
that is evident across the United States [8]. Proactive,
portal-based secure messaging from the treatment team to the
patient between visits has been shown to increase patient
engagement and self-management behaviors in the treatment
of chronic disease [9]. Despite the rapid adoption of patient
portals at clinics and the positive outcomes associated with
patient portal use, only 24.9% of the National Health Interview
Survey respondents engaged with patient portal tools in 2017
[10]. Black Americans were less likely to activate their portal
account and log-in and even less likely to use portal tools (12.2%
of the Black National Health Interview Survey respondents)
such as appointment scheduling, regardless of income or
education [10,11]. Among Black Americans who are not
registered for portal access, some barriers to portal use include
a lack of support (ie, technological support and interaction with
the treatment team); concerns for the loss of privacy, which are
likely influenced by historical injustices within the health care
system; and reduced personalization of care [12,13].

COVID-19 and the need to implement physical distancing to
limit the spread of the associated virus have reduced the
availability of in-person visits for primary and nonemergent
care since early 2020 [12]. As of the second quarter of 2020,
office-based visits were reduced by 50.2% [14]. In-person
preventive care, chronic disease follow-up, and visits related to
other primary care concerns can often be adapted to virtual care,
although the frequency of routine assessments might change
[14,15]. In place of in-person visits, primary care providers have
increasingly used telemedicine and secure messaging to meet
and communicate with their patients [12,14,15]. For example,
one large primary care system asked 59% of its primary care
staff to work from home by the end of March 2020, resulting
in secure messaging to and from their 58,000 patients to increase
by 41% and 51%, respectively [15]. In addition, telemedicine
is also likely to increase the overall utility of patient portals
because an increasing number of portals allow scheduling of
telemedicine visits, access to the visit summary, and information
on any recommended follow-up steps [5,6,15]. Following in
the footsteps of federal agencies (ie, Medicare), private
insurance companies have recently responded to the COVID-19
pandemic by lifting previous restrictions on telemedicine and
by reducing or eliminating co-pays for telemedicine visits [12].
Although telemedicine is more accessible, the sudden shift to
it has decreased the total number of appointments in primary
care by 21.4%, according to the IQVIA (formerly Quintiles and
IMS Health, Inc) National Disease and Therapeutic Index [14].
The frequency of assessments of cardiovascular risk factors and

the prescription of new medications have also been reduced
[14]. As Black Americans are already less likely to schedule
office-based preventive care visits with their primary care
provider [11,16], the need to digitize routine visits presents
another barrier to scheduling, assessment, and treatment [14].
Digitization of health care will likely continue to grow even
beyond the COVID-19 pandemic; thus, the importance of
effectively connecting Black Americans to digital health care
services is overwhelmingly necessary [17].

Objectives
We used focus groups to understand potential barriers to
optimized care for conditions disproportionately affecting Black
Americans, and participants repeatedly noted the impact of
using portals on their care. The perceived utility and value of
patient portals were often integral to participant experiences
with care and their relationships with providers, health care
institutions, and their own health, as detailed herein.

Methods

Study Design
Self-identified Black American residents aged 30-60 years with
regular access to primary care were recruited nationally using
Craigslist and Research Match advertisements. Recruitment
continued until thematic saturation [18] was reached. Interviews
were conducted remotely through Webex (Cisco Systems) in
April and May 2020, with both the study team and participants
located in their own environments. The participants were sorted
into focus groups on a first-come-first-serve basis. Individual
phone calls were implemented to answer any participant
questions, collect demographic data, and obtain verbal informed
consent per the Oregon Health & Science University
Institutional Review Board exemption guidelines.

Each interview was an hour long, with a maximum of 5
participants and 2-3 facilitators. One facilitator was responsible
for primary facilitation and asking probing questions and at
least one facilitator took notes. The focus groups began with
the facilitators describing their role and any personal connection
to the research and reminding participants that the information
disclosed in the interview would remain confidential. The
participants then introduced themselves and provided a first
name or nickname for use in the focus group to engage with
other participants; no other personal identifiers were provided
during the session. The subsequent discussion was participant
led. At least one facilitator self-identified as Black in every
session. Interviews were recorded with video and audio,
transcribed verbatim, and deidentified by the primary facilitator.

Data Analysis
Patterns within the data were analyzed and identified through
inductive thematic analysis using NVivo software (version 12.0;
QSR International) [19]. An intercoder reliability analysis was
performed using percent agreement among the raters [20].
Respondent validation was not used because of the quick
evolution of the COVID-19 pandemic and the onset of
nationwide protests that have involved many in the Black
community and may therefore affect perspectives on health
disparities or COVID-19 transmission and add additional
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participant burden [21]. The development of the interview guide
was informed by grounded theory (Table 1). Study design and
interview analysis were reported using the Consolidated Criteria

for Reporting Qualitative Studies 32-item checklist (Table S1
in Multimedia Appendix 1) [22].

Table 1. Interview guide for 8 remote focus groups.

Interview numbersPrepared question

Interviews 1-3Briefly describe a typical appointment with your primary care provider.

Interviews 1-8Discuss the relationship between you and your primary care provider.

Interviews 1-8When you have an appointment, how are recommendations or other health information conveyed to you?

Interviews 1-3What are some health conditions that you think Black Americans are the most at risk of developing?

Interviews 1-3Imagine that your primary care provider offered a new treatment or drug designed solely for Black Americans.
How would you respond?

Interviews 4-8If your primary care provider offered you a holistic plan to treat, for example, high blood pressure, including drugs,
physical activity, and nutrition, would you be receptive to this? Why or why not?

Interview 4 and Interviews 6-8What are your concerns in the prevention and care of COVID-19?

Theoretical Framework
A total of two theoretical frameworks were integrated to direct
the discussion of emergent themes related to patient portal use
among the participants: the technology acceptance model (TAM)
and the health belief model (HBM) [23]. The TAM posits that
the perceived usefulness and ease of use of a technology
determines attitudes toward and actual use of that technology
[23]. The HBM is used to predict health behavior and posits
that individuals with high perceived personal risk of disease are
more likely to seek health information and engage in health
behaviors [24]. The integration of these models may predict the
likelihood of adopting portal technology (TAM) to support an
individual’s health awareness and provider communication and
their engagement in healthy behaviors (HBM), including the
adoption of preventive measures and treatment [25].

Data and Materials Availability
The data that support these findings are available on request
from the corresponding author, NPB; the data are not publicly
available because of ethical restrictions.

Results

Overview
Eight focus groups engaged 29 participants (22 women) with
a mean age of 40 (SD 8) years. Intercoder reliability was found
to be in ≥95% agreement, such that secondary codes were not
used in the analysis. Of the 29 participants, 22 (76%) discussed
experiences related to patient portals. From the inductive
thematic analysis, four themes emerged regarding patient portal
use among Black Americans in primary care: optimization of
care, patient empowerment, patient-provider communication,
and patient burden. Table 2 provides the frequency of these four
themes, and in the Optimization of Care, Patient Empowerment,
Patient-Provider Communication, and Patient Burden sections,
we provide some of the most salient individual examples that
emerged from discussion in each of these themes.

Table 2. Frequency of identified themes in 8 focus groups.

Frequency valuesaTheme

29Optimization of care

15Empowerment

34Patient-provider communication

9Patient burden

aFrequency was calculated as the total number of thematic endorsements of a particular code by an interviewee in any number of interviews.

Optimization of Care
Most participants described patient portals as a tool to keep both
the doctor and patient informed and organized, as well as to
connect with the treatment team. For many, patient portals are
integrated into the appointment routine and are considered a
go-to tool for patients before and after each visit. Before the
appointment, these portals were used for scheduling, requests
for tests, insurance navigation, and communications. Scheduling
is often the first point of contact for patients:

[The portal is] a really convenient tool especially for
this day and age. I think that the doctor is more
accessible that way. It’s a lot harder to have to
schedule an appointment and have to go [in-person].
And then if something gets in the way and you have
to reschedule, it could all be delayed. [Participant 4,
group 1, Portland, Oregon]

After scheduling, the portal helped patients to prepare for their
next visit. As noted by 1 participant, physicians may respond
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differently to requests for tests. For this participant, use of the
portal before appointments complemented her own engagement
with her health, as well as her new physician’s willingness to
work with her to understand her symptoms:

[The portal is] typically how I get my
information...When I was desperately trying to find
out what is wrong with me, I was always going online
or finding something that I thought I might have.
Interestingly enough, I would email my primary care
physician via the web portal, and he would say “okay,
well we’ll test you for this or test you for that...” My
last experience before I switched primary care
physicians was most harrowing: I didn’t feel heard,
and I’m sure a lot of people have had this experience
as well where they say “oh, you have this so, here,
get this prescription,” or “do this,” or “do that.” So,
it’s been quite a journey to finally find a diagnosis
for what I have...I like [my new physician’s] approach
because he is kind of like “let’s rule it out” versus,
you know, “let me figure it out or let me tell you what
I think you have....” [Participant 23, group 4, Fontana,
California]

Communication with the treatment team before the appointment
reduced the possibilities of the participants forgetting or
becoming too nervous to address specific health concerns:

I think you just have more time when you’re on the
computer to think of what you really [want to] tell
the doctor.... [Participant 3, group 1, Denver,
Colorado]

During appointments, the participants reported the efficiency
of having personal and family health histories centralized and
readily available to the treatment team through their EHR:

[The portal] also makes things quicker because [the
doctor] could just be like “alright from your last visit
I see this, and let’s go ahead and move forward with
that.” I think because the doctor already knows what
they’re dealing with it probably makes it easier for
them to make a more informed decision about [my]
care... [When I] switch doctors it kind of feels like
starting over...I think it helps having these uniform
systems [and patient] information in the portal so
[the new doctor] can at least catch up. [Participant
4, group 1, Portland, Oregon]

After the appointment, treatment teams often contacted patients
first (through phone, text, or secure email) for next steps.
Participant access to portals for after-visit summaries and
treatment recommendations (eg, prescription dosages and blood
assay results) streamlined visit follow-up. Some platforms
allowed participants to make payments and view insurance
information:

[The portal is] my best good friend, medically
speaking, because it’s what I prefer to use to check
my results. [My provider] also follows up with
conversations via the portal, so I use the portal quite
a bit...from payment options, to referrals, to the
information she conveys to me—any recommendations

she makes [when] we are no longer face to face, that’s
my primary go-to. [Participant 13, group 3, Pasadena,
Maryland]

Centralized patient health records, accessible to both the
treatment team and the patient, limited redundancies and
mistakes:

The portal is a very simple system, but I’m very
thankful for that. [My primary care physician and I]
can go back-and-forth and then if she tells me a
certain dosage, I can just look on the portal—“oh
what did she say?” [Participant 15, group 6, Staten
Island, New York]

For participants with relatively few health concerns, portal use
reduced the number of appointments because test results and
prescriptions are accessible on the web:

We use the portal a lot; sometimes I’m like three or
four back-and-forth. In my mind this would’ve been
a doctor’s visit back in the day, but we go
back-and-forth. [Participant 15, group 6, Staten Island,
New York]

I rarely have any other visits in-between. I like being
able to go get my physical and then almost
instantaneously get those results...delivered to me via
the portal. [Participant 17, group 5, Nashville,
Tennessee]

The participants generally appreciated the integration of portals
into their treatment:

I remember the time that you had to ask them for your
results and stuff like that. I think it adds [to my
treatment] because then you already have a sense
of—sometimes before the visit—of things you’re going
to talk about. So, I think it’s more helpful and
empowering for patients to have that access.
[Participant 14, group 4, Portland, Oregon]

Patient Empowerment
Distrust was a major topic in the discussion of treatments for
diseases that disproportionately affect Black Americans. Distrust
was founded primarily on historical, personal, and media-based
accounts of malpractice. Providers ignoring medication allergies
or preferences was a commonly reported cause for distrust and
switching providers. Under these circumstances, portals may
facilitate the transfer of records. Patient portals also play a
unique role in mitigating distrust, as participants described the
importance of personal and family health histories—instead of,
or in addition to, racial identity—in the consideration of a new
treatment or therapy:

I’ve been with my primary care [provider] for years
and years and years and I’ve been very vocal about
what my concerns are, my family history, and my
culture, and I’m already putting that stuff out there.
[If] they come back to me like “oh, I agree with you,
and per this research...,” I would be more receptive,
because it’s like, “okay, you actually heard where
I’m coming from. And you’re listening to what my
concerns are and why I have these concerns, and

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27820 | p.696https://www.jmir.org/2021/6/e27820
(page number not for citation purposes)

Ordaz et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


you’re trying to work with me to create a solution.”
But if it’s definitely from a place of privilege where
it’s like “well, you know, you Blacks, the fried chicken
and you got—” it’s like “oop, sorry, new doctor!
That’s what you’re not going to do.” [Participant 23,
group 4, La Mesa, California]

This experience highlights the desire for personalized
interactions among the participants and the importance of
providing educational resources that connect previous
discussions between the patient and provider to any new
treatment recommendations. Educational resources were often
provided digitally after appointments through secure messaging
or portal-based visit summaries. Others obtained this information
on their own through internet searches.

User-friendly portals also empowered the participants to discuss
sensitive matters more transparently and to engage in their own
health care more effectively. Most portal users reported
benefiting from additional control of their appointments,
although some participants viewed the portals as a hurdle
between themselves and their provider rather than an additional
avenue for communication (see Patient Burden section).
Thorough reporting of health concerns through the portal was
especially useful before the visit because crossing the digital
divide served as an icebreaker in what can sometimes be timid
interactions with the treatment team:

[The portal] lends a platform for being more honest
and I think people in general are less uninhibited
online. So, I think if you’re a patient you’re probably
going to be a bit more forthcoming about what your
symptoms are, or what you’re experiencing, or what’s
going on in order for the doctor to better be able to
assess what’s happening...I think we’ve all been in
those situations at the doctor’s office and it’s
awkward especially if it is a new doctor and you don’t
know them really well. So, for me, I feel the need to
be more detailed as well, because it is through text
so I’m trying to make sure they can follow.
[Participant 4, group 1, Portland, Oregon]

The participants also stressed the importance of documenting
health concerns on the portals to reduce in-person anxieties that
may arise when under time pressure:

I agree with what [Participant 4] said...I just have
more time to think it out, and can write it down, and
really get maybe even better feedback. Or, at least
feedback you can look back on and tell somebody else
if you want a second opinion. [Participant 3, group 1,
Denver, Colorado]

I didn’t use [the portal] as much before because I
thought it was kind of impersonal and dismissive...
[Now I don’t] have to store [health concerns] in my
mind and wait for an answer, because maybe I was
a little bit anxious about whatever was going on with
me...it’s helped take some of the anxiety out of me,
especially as I started to develop a relationship with
my new primary care physician and the nurse.
[Participant 23, group 4, Fontana, California]

Other anxieties potentially resulting in the participants forgetting
or dismissing relevant points during appointments were
commonly attributed to distrust based on experiences of being
pressured by members of the treatment team or intimidation by
a doctor’s demeanor.

According to the participants, physician accountability
reciprocated patient accountability with regard to portal use.
Many participants reported experiences in which their primary
care providers would give the impression, either subtly or
explicitly, that they did not have time for concerns beyond those
routinely addressed in annual visits. The participants often
avoided provider dismissiveness when they expressed their
concerns through the portal before the visit:

I like to have [my health concerns] in writing and I
feel like it’s going to hold the doctor more
accountable having it in writing...the doctor gets back
to you quicker [over the portals]. [Participant 3, group
1, Denver, Colorado]

One participant highlighted this theme in her experience of
advocating for the health of her mother, an older adult. In this
example, her mother’s treatment team was described as
neglecting the patient, but the information stored in the portal
served as a reference for her family members. Using her proxy
access to her mother’s up-to-date portal, the daughter was able
to contact the treatment team and make the necessary requests
for tests that had previously been neglected:

When [my mom] was dealing with the MediCal, the
people were overworked and underpaid...so I would
go into my mother’s portal and health insurance and
I would look for the doctors that she needs and then
I would basically spell out everything for them... I’d
write down dates and everything that I did so that
they can’t turn around and say “oh, I forgot all
this...” I definitely had to be the proactive one to go
after them to show them if they were being not only
insensitive but also they were giving information
which was basically the opposite of what they said
before. They were saying she has kidney issues and
her hemoglobin [A1]C is elevated but then they didn’t
follow up with her for four months. And I would say,
“how didn’t you follow up when her diabetes is out
of control?” But then you’re saying “you have to play
a role; you have to take this medication...” I was like
“that’s just not right. [There] was a huge void and a
huge gap, and it worried me...It helps me understand
more why anybody, but especially Black people are
with the highest rates of diabetes, kidney disease, and
amputations, and problems and not getting care...I
can be here for [my mom], but a lot of people don’t
have that because they’re working, or their kids don’t
live with them, or they [just] don’t know.” [Participant
18, group 6, San Diego, California]

As portals provide a way to conquer the digital divide,
physicians may also be encouraged to obtain second opinions
and other professional insights more readily. Thus, patient
portals may increase transparency for both patients and their
providers:
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I imagine that [nervousness] is similar for the doctor,
where if they’re in a face to face visit with you, it
might be more awkward if they need to Google
something or call a colleague. But if they’re not face
to face with you, it does give them a little more time
and anonymity and in being able to go consult with
somebody if they need to. [Participant 4, group 1,
Portland, Oregon]

Health history stored on the portal underscored the value of
transparency for increasing care satisfaction and patient
engagement. Physician access to health records through EHRs
tailored primary care visits to the specific health history of the
patient. The ease of access to health information, such as test
results and family health histories, complemented participant
efforts to maintain accountability over their personal health
outcomes:

I have, you know, parents, family health issues, and
I want to make sure I’m not impacted. So, I try to stay
a little more on top of things...I am a little more
diligent. [Participant 15, group 6, Staten Island, New
York]

Reported lifestyle changes were most often dietary or
exercise-related. Commonly reported steps to counteract
increased health risk were typically related to conditions that
participants knew disproportionately affected Black Americans.
Participants were specifically aware of racial disparities in the
prevalence of diseases such as COVID-19, cardiovascular
disease, and diabetes, and accountability for health was usually
attributed to the participants’ personal and family history of
disease. Chronic disease was common among participants and
their family members, and EHRs documented and facilitated
discussions of these health concerns. The accessibility of health
records made possible through most portals enabled a level of
patient accountability necessary to address increased health
risks:

I don’t have to feel like I have to play politics,
particularly with my PCP... [Regarding portal use].
Usually I initiate, but they’re willing to give me the
information that I need or want and allow me, without
trouble, to make decisions. They don’t treat me like
oh you’re the patient and you can’t make the
decisions... [Participant 18, group 6, San Diego,
California]

Some participants wanting a new provider felt too invested to
find one if their family health records were stored locally
because sharing this information with a new physician might
be time consuming, as previously noted. Digital records enabled
participants to change physicians without communicating family
and personal health histories anew (if transferring to an
interoperable site) and to obtain second opinions easily.

Patient-Provider Communication
Some participants expected patient portals to reduce
personalization of care but instead found that the portals
supplemented their interactions with their treatment team. The
accessibility of portal communications enabled many
participants to address their concerns more thoroughly and

accurately, increasing their engagement with their treatment
plans. Participants with negative experiences regarding the
portal were often dissatisfied with their treatment team at the
time and were sometimes seeking a new primary care provider.
Overall, communication through portals mirrored
communication patterns already established between the patient
and their provider (eg, efficient and accommodating or terse
and impersonal):

[The portal is] a double-edged sword, right?...The
best way of thinking of it I think is that [if] I’m texting
with my doctor, you can either give me a short answer
or just say “yes/no” without any other follow up or
results. And there’s other instances that people use
that as a “hey, I saw your message, I actually wanted
to give you a call. After I get off the phone with you,
I’m going to send you another message and we’ll
check in...” So, it all depends really more so on the
doctor. If they use that as another touch point to stay
in touch, that’s good. [Participant 23, group 4, La
Mesa, California]

Assessments that were performed that day [are]
delivered to me via [the] portal...I’ve also given them
permission to notify me by email and by text....I’ll get
a [text] message, that might say “you have a new test
result” and I like that, and I find it very helpful...I
like the connectivity...Whenever I’ve had to reach out
to my primary care physician, I get a pretty good
return rate. You know, usually within 24-48 hours if
I ever have any questions.... [Participant 17, group 5,
Nashville, Tennessee]

Provider response time was generally important to participants,
as was the thoroughness of response:

Pretty rapid response time but very minimal in the
communication. Just very, like, terse, which is what
it is. That was the only method of communication.
[Participant 16, group 6, Portland, Oregon]

Although communication through patient portals was common,
portal use failed to supplement in-person communication for
some participants. Ineffective communication patterns and
delegation of follow-ups from the provider to other treatment
team members (eg, medical assistant or nurse) compromised
satisfaction with portal-based communications. Portal use
hindered effective communication in at least two scenarios.
First, when a phone call was still necessary to fill the request
or answer a question:

It’s a longer process for them to get into the portal
when I can just call and say what I have to say,
instead of waiting a week to get an answer.
[Participant 22, group 5, St. Louis, Missouri]

Second, when digital responses from the provider are delayed,
insufficiently detailed, or confusing:

When the replies are delayed, that kills me the most.
Like, “hey, I sent a message on Monday. Here it is,
now Monday the following week. What’s up?”
[Participant 23, group 4, La Mesa, California]
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For many participants, the nurse or medical assistant was in
charge of much of the digital communication with the patients.
Delegation to other treatment team members limited digital
communication with primary care providers for some
participants compared with those who received secure emails
and phone call check-ins from their provider. Although some
participants were indifferent to delegated communications,
personalized messages from the primary care provider were
especially appreciated. Weekend, after-hours, and
between-appointment communications represented a level of
care that exceeded expectations.

Patient Burden
Portals provide a variety of tools but also rely on the patient to
take advantage of these tools outside of the appointment. Some
participants had trouble adapting. In addition to technological
setbacks, some participants described the portals as an extra
step to contact their treatment team, especially in cases where
a phone call is inevitable. The sophistication of the portal
interface may also play a role in burdening the patient because
some participants reported that messages are not forwarded to
their email, requiring them to log in proactively to check their
inbox. A Portland, Oregon, participant recalled that she had
experienced this issue with her past primary care provider:

Everything was communicated through a portal. But
I had to actively go into the portal to see if there were
communications. It wasn’t like if she sent me a
message and that would show up in my personal email
and then I would know—I had to really be looking
and waiting. [Participant 16, group 6, Portland,
Oregon]

Many participants were aware of the lack of interoperability
among portals and were frustrated at having to recount family
health history to new providers when switching insurance
networks or moving:

I bring everything back to my primary care doctor.
There’s not a lot of communication between
specialists. They do have their own little charts
[records] and that can be hard. [Participant 18, group
6, San Diego, California]

In addition to changing appointment routines to adapt to the
portal, some participants with long-term relationships with their
providers noted the burden that portals placed on hospitals and
treatment team members to learn how to implement them in
their practice. This physician burden resulted in at least 2
participants losing their long-term primary care provider when
the portal was introduced at their place of care:

This doctor retired and then, I don't know, he said he
was kind of almost forced out a few years back when
everything was going digital and he didn’t. He’s on
the older side so he didn’t kinda learn the new system
and stuff...I did have to switch to someone in the
meantime, and I got a referral for her from a family
member. But, yeah, she wasn’t as accommodating I’d
say, and that’s why I went back to my first doctor.
[Participant 5, group 2, Portland, Oregon]

The participant chose the existing rapport she had with her very
accommodating provider over a digitalized form of their
relationship. Another participant noticed that she rarely received
responses to secure messages and wondered if her treatment
team had any training on the use of portal-based
communications.

Discussion

Principal Findings
In the past, structural barriers have limited the initial portal
sign-on by Black Americans [11-13]. In our focus groups with
Black primary care patients who do use patient portals, the most
frequently referenced themes were (1) optimization of care, (2)
patient empowerment, (3) patient-provider communication, and
(4) patient burden. The two most common themes related to
patient portal use in our focus groups, namely optimization of
care and patient empowerment, suggest that experiences with
patient portals are largely positive. The influence of patient
portal use on patient-provider communication and patient burden
was generally contingent on previously established
communication patterns, as well as support from the treatment
team. Similarly, previously identified barriers to portal use
among racial minorities who had little or no history of portal
use include expectations regarding technological support and
the quality of portal-based communications [13].

Technology Acceptance and HBMs
Applying the TAM, the emergent themes in our focus groups
suggest that when the perceived usefulness and ease of use of
patient portals improve, attitudes toward portals improve and
so does the actual use of patient portals among Black Americans
[23]. The perceived usefulness of patient portals for optimized
care among our participants is further explained by the
integration of the HBM with the TAM. According to the
integrated model, individuals with high perceived susceptibility
to disease and high health consciousness are more likely to
adopt technology that fulfills health information and
communication needs or that supports health-seeking behavior
[24,25]. Meeting such needs in a way that is perceived as both
easy and beneficial subsequently influences and reinforces
positive attitudes toward and increased use of health
technologies [23,25]. Susceptibility to disease was a common
concern among the interview participants. In the face of
historical mistreatment and ongoing bias against Black
Americans in health care settings, portals may offer Black
patients control over their appointments while providing tools
for personalized care to mitigate bias. This finding is consistent
with a March 2020 survey [26] showing that Black Americans
who viewed COVID-19 as a minor personal health threat (as
opposed to no threat at all to personal health or a major threat
for which in-person assessments may be necessary) had the
highest use of telemedicine as a result of the pandemic compared
with White respondents, despite anticipated barriers. This may
be due to increased perceived susceptibility to COVID-19
among Black Americans, resulting in an abundance of caution
regarding in-person visits compared with White Americans with
the same level of perceived threat [26].
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Although telehealth may replace some elements of in-person
visits, the results from this study suggest that portals may be
relied upon for the optimization of care before, during, and after
appointments when used by Black Americans. Once a telehealth
or in-person appointment is made, the personalization of care
may still be limited by implicit bias against Black Americans.
Patient portals may help reduce this disparity by holding
providers accountable for addressing specific health concerns
documented on the web, rather than requiring patients to quickly
recall and disclose sensitive information in person. Patients run
the risk of making mistakes, feeling uncomfortable, and even
being traumatized by having to repeat health information every
time they meet with a provider when their personal health
information is decentralized (spread across multiple local EHRs)
or if the patient lacks an EHR altogether [27]. Black patients
may feel this distress more poignantly [27], compounding
existing distrust that is common among Black Americans in
health care settings because of interpersonal and institutional
racial discrimination [17]. Furthermore, centralized and
up-to-date EHRs facilitate provider treatment recommendations
based on personal and family health records and on
environmental factors that have been documented, thereby
improving health outcomes [1].

Looking Beyond Race
In contrast, race is often leveraged to assess risk in the treatment
of Black Americans for conditions that they are at heightened
risk for developing severe symptoms, including COVID-19
[28,29]. Race-based medicine and common risk assessments
that use algorithms adjusted by a patient’s race are present in
cardiology, endocrinology, nephrology, urology, oncology,
obstetrics, and other specialties [29]. This practice of
operationalizing racial and ethnic categories results in the
differential prescription of specialty services (including
assessments, treatments, and major surgical procedures) for
Black patients and other racial or ethnic minorities [29]. The
prescriptive use of race in clinics may exacerbate inequalities
and perpetuate implicit bias at health care institutions [17,29].
This contrasts with the use of race in descriptive statistics, which
are vital for identifying disparities in health and for beginning
to understand the etiology of disease (including systemic racism)
and subsequent downstream effects (such as reduced access to
care or increased psychosocial and environmental stressors)
[8,29].

The impacts of race-based risk assessments for Black Americans
at clinics include under- or overprescription of pain medications,
reduced options for life-saving surgeries such as cesarean
sections during childbirth because of preoperative risk
assessments, less aggressive screenings for bone disorders and
some forms of cancer because of lower risk of developing the
condition (eg, breast cancer), and increased or decreased
likelihood of intervention resulting from a decreased likelihood
of survival (eg, rectal cancer treatment, in which doctors may
not recommend treatment to patients who are unlikely to survive
and recover) [29]. Although risk-assessment algorithms intend
to increase efficiency in diagnosis and decrease costs, without
proper scrutiny and understanding of the distinctions between
biological mechanisms of disease and social determinants [8,17],
adjustments by race might be arbitrary or even harmful or fatal

[29]. In other words, racial identity is certainly not a replacement
for a patient’s health records. In our study, the focus group
participants generally felt empowered by access to their own
health information, including test results. Provider familiarity
(or lack thereof) with family health histories was important to
the participants, especially those considering looking for a new
provider. This priority is consistent with the outcome of a
community-based intervention for cancer-risk perception in
Black Americans that emphasizes family health history to assess
objective risk [30]. After the intervention, wherein family health
histories were disseminated to the participants, objective and
subjective risk levels matched in most of the participants [30].
Contextualizing subsequent treatments for the patient would
likely require further collaboration with the patient to understand
the barriers to effective care.

Portal-based communications emphasize the communication
patterns already established between a patient and their provider.
To this extent, portals provide the treatment team with additional
opportunities for exceptional and tailored care. Care centered
on the unique needs and experiences of the patient may be an
expectation for many patients, particularly those with access to
their own health records [1], but Black patients experience unfair
bias in medical settings [17,29]. Predisposition to chronic
disease and implicit bias in the treatment of such diseases place
pressure on Black Americans seeking care. Indeed, recent work
suggests that Black patients in primary care may feel that they
must take great care to protect themselves from the health effects
of structural racism while also confronting family history of
disease through lifestyle choices and engaging more with their
health [26,28]. By matching patient accountability with a level
of care that exceeds expectations, regular portal use by patients
and their providers can reduce bias and therefore alleviate some
of the burden of disparity from the shoulders of Black patients
[9]. Specifically, setting realistic and informed goals and then
checking in proactively with the patient between appointments
may address barriers in primary care with tools and information
readily accessible on patient portals [6,9,31].

Strengths and Limitations
The potential study limitations include generalizability to
populations lacking health coverage, access to
internet-compatible devices, or regular access to patient portals.
The themes discussed in this paper should be confirmed using
quantitative methods, especially considering the increased use
of telemedicine over the last year [12,14,15]. Web-based
recruitment, as well as the web-based format of the interviews,
also limits generalizability to individuals who are less computer
savvy. The participants were aged between 30 and 60 years
because of the requirements of the parent study of this
investigation. Age is a limitation because older patients are
likely to interact with their treatment team more often and may
have more visits to manage. Despite the benefits of portals in
managing care among providers, older populations may use
portals less often than our participants and would require even
more technological support and coordination between providers
and other members of the treatment team [13,14]. As lack of
technological support contributes to lower use of patient portals
among Black Americans generally, our focus groups show how
increasing support, communication, and adoption of patient
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portals may provide opportunities for better health care among Black patients.
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Abstract

Background: Web-based time-use diaries for schoolchildren are limited, and existing studies focus mostly on capturing physical
activities and sedentary behaviors but less comprehensively on dietary behaviors.

Objective: This study aims to describe the development of My E-Diary for Activities and Lifestyle (MEDAL)—a
self-administered, web-based time-use application to assess diet and movement behavior—and to evaluate its usability in
schoolchildren in Singapore.

Methods: MEDAL was developed through formative research and an iterative user-centric design approach involving small
groups of schoolchildren (ranging from n=5 to n=15, aged 7-13 years). To test the usability, children aged 10-11 years were
recruited from 2 primary schools in Singapore to complete MEDAL for 2 weekdays and 2 weekend days and complete a 10-item
usability questionnaire.

Results: The development process revealed that younger children (aged <9 years) were less able to complete MEDAL
independently. Of the 204 participants (118/204, 57.8% boys, and 31/201, 15.4% overweight) in the usability study, 57.8%
(118/204) completed 3 to 4 days of recording, whereas the rest recorded for 2 days or less. The median time taken to complete
MEDAL was 14.2 minutes per day. The majority of participants agreed that instructions were clear (193/203, 95.1%), that MEDAL
was easy to use (173/203, 85.2%), that they liked the application (172/202, 85.1%), and that they preferred recording their activities
on the web than on paper (167/202, 82.7%). Among all the factors evaluated, recording for 4 days was the least satisfactory
component reported. Compared with boys, girls reported better recall ability and agreed that the time spent on completing 1-day
entry was appropriate.

Conclusions: MEDAL appears to be a feasible application to capture diet and movement behaviors in children aged 10-12
years, particularly in the Asian context. Some gender differences in usability performance were observed, but the majority of the
participants had a positive experience using MEDAL. The validation of the data collected through the application is in progress.
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Introduction

Background
The prevalence of obesity in children and adolescents has
increased in recent decades, and this rising trend has surged in
parts of Asia [1]. In addition to short-term health consequences,
overweight and obese children have a greater risk of adverse
psychosocial health conditions and earlier onset of
noncommunicable diseases [2]. Understanding factors
contributing to obesity risk in children, such as physical
inactivity and poor diet, is critical to prevent the accelerating
burden of chronic diseases in later life.

However, there is a lack of good quality and timely data on
schoolchildren, particularly those aged 10-14 years [3]. Parents
may help to report the health behaviors of their children at home
but often are not fully aware of their activities out of home,
especially when children are increasingly independent in their
food and activity choices at this age [4]. Although questionnaires
completed by children are valuable tools to collect health
behavioral data, they have the following limitations: (1) they
often focus on a single health behavior; (2) they typically
involve long-term recall, which is cognitively demanding for
children (eg, examine activities during the past 7 days or last
month) [5,6]; and (3) they rarely capture emerging health
behaviors, such as nonscreen time sedentary behaviors,
light-intensity physical activities, outdoor time, and tasks done
concurrently (eg, screen time and eating) [7,8]. Although
objective methods of measuring health behaviors are
increasingly being used, they do not provide information on the
type of activity or food consumed [9,10]. To address these
limitations, a growing number of studies have used the time-use
approach in children to collect information on health behaviors
[11].

Time-use diaries prompt users to provide an account of a series
of activities in a 24-hour day through previous day recalls [11].
Children are not cognitively developed to recall well before 8
years of age, but by the age of 10 years, they have the
independent ability to provide accurate reports [12,13]. In
addition, they allow the simultaneous capture of multiple energy
balance–related behaviors. Most existing studies rely on
paper-based diaries [11], whereas recent studies have developed
software-based diaries [14-17], which have been demonstrated
to engage children more effectively. However, to our knowledge,
these studies focus mostly on capturing physical activities and
sedentary behaviors but less comprehensively on dietary
behaviors; for example, types of food consumed [14,17] and
food portions [15,16] were not collected. Furthermore, there is
a lack of application containing databases of Asian foods and
common activities of children within the Asian context, such
as tuition, also known as shadow education, which is prominent
in East Asian countries [18]. In addition, the location of
activities has been less studied, and no study to date has
collected data on simultaneous activities (eg, eating while
studying) in children aged 10-14 years, which is valuable for a
better understanding of the activity contexts in children [19].

Objectives
To bridge these gaps, we developed a self-administered,
web-based time-use application to assess diet and movement
behaviors in schoolchildren: My E-Diary for Activities and
Lifestyle (MEDAL). This study aims to describe the
development of MEDAL and evaluate its usability among
schoolchildren in Singapore.

Methods

The development of MEDAL was a multistage, user-centric
process (Figure 1).
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Figure 1. Flowchart illustrating the development process of My E-Diary for Activities and Lifestyle (MEDAL).

Stage 1: Formative Research
Several data sources were reviewed to identify the elements and
requirements for developing a self-administered, web-based
application for assessing diet and movement behaviors in
schoolchildren. Both electronic and hand-searched strategies
were adopted to identify existing software-based diet and
physical activity assessment tools for schoolchildren.
MyDailyMoves in the Netherlands [17], WebCAAFE in Brazil
[16], Synchronised Nutrition and Activity Program in England
[15], and Multimedia Activity Recall for Children and
Adolescents in Australia [14] were evaluated. We also held
interviews and meetings with experts from various knowledge
domains, including custom software developers, experienced
educators, and dieticians. The key points emanating were (1)
application should be simple, easy to navigate, and take no more
than 20 minutes per day to complete; (2) use of appealing visuals
to engage children, and they prefer images to text and clicking
instead of typing; and (3) enable children to report activities
sequentially from wake-to-bed time (analogous to a time-use
diary), so as to enhance recall—this method of behavior
chaining has been shown to help children remember their
activities [15]—and (4) complete the application at the end of
each day to minimize omissions and intrusions [14,20];
children’s accuracy in reporting has been shown to improve

with shorter retention intervals (ie, time between event
occurrence and reporting) [21].

Stage 2: Iterative User-Centric Development Process
On the basis of the formative research in stage 1, we adopted
an iterative stepwise refinement approach to design, develop,
and test features of the application [22]. User testing was
conducted with children using methods such as paper-based
simulations, audio clips, and mock-ups (ie, static wireframes)
to understand the children’s preferences for the interface and
their comprehension of the task. At the end of user testing, user
feedback was evaluated, and necessary improvements and
amendments were conveyed to the software developers to inform
the next development cycle. Multimedia Appendix 1 summarizes
the key feedback and changes made during each development
phase. Small groups of schoolchildren (aged 7-13 years), ranging
from n=5 to n=15, were involved in all development stages to
ensure that design decisions were tailored to their needs until
the full functional system was launched. The sample sizes for
each stage of user testing were adequate, as studies have shown
that 80% of the usability problems were found with the first 5
users [23], and the diminishing return of uncovered problems
was apparent when the sample size increased [24]. The key
takeaways from the development phase were as follows: (1)
recording should be limited to 4 days (similar to other diet and
activity monitoring tools), as children found it tedious to record
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for 7 days; (2) prompts should be included to aid recall; (3)
child-appealing visuals and intuitive designs should be used to
ease navigation and motivate completion; and (4) younger
children (<9 years) may need more assistance to complete
MEDAL independently.

Stage 3: Launch of the Live Site

Technical Specifications
Multimedia Appendix 2 presents the major functionalities of
MEDAL. MEDAL is a self-administered, web-based time-use
application that takes users through the completion of a 4-day
diary to collect data on movement behaviors, dietary intakes,
time spent outdoors, and the location of these activities. It is
written using the Yii Framework (version 1.0), PHP (version
5.6) as the application programming interface, Angular 2
(version 2) as the front end, MySQL (version 8) as the database,
and hosted by the National University of Singapore. It is
accessible on browsers such as Google Chrome, Microsoft Edge,
Firefox, and Safari on devices such as tablets, laptops, and
desktops.

Log-in and Registration
User-specific accounts are created by research administrators
through the backend portal, and users can access MEDAL by
logging on with a username and password given to them.
Information on the date of birth and sex of the user is collected
during the first log-in. MEDAL allows users to have the
flexibility to record on any 4 days. Users can select if they are
recording for the current day or the day before. The recall period
is limited to the day before to minimize the retention interval
and increase the likelihood of data validity [21].

Recording of Activities and Diet

Activities

Users are asked about the time they slept the night before and
their wake-up time. Following this, users are asked to record
their activities sequentially, with the end time of one activity
leading to the start of the next, until the end of the day is reached
(ie, bedtime). They can choose from 22 activities grouped into
6 broad categories: (1) shower or wash up, (2) eat and drink,
(3) traveling, (4) sitting activities, (5) active activities, and (6)
nap/sleep. For example, the traveling category included activities
such as walk, cycle, car/taxi, and bus/train; sitting activities
category included reading/doing homework, hand phone/tablet,
TV, video games, computer/laptop, board/card games, sit and
chat, and tuition/music lesson; and active activities included
run/jog, cycle/skate/scoot, ball games, martial arts, dance,
neighborhood play, and water activities. This list of activities
was compiled from existing questionnaires examining the indoor
and outdoor activities of schoolchildren [25]. Common activities
listed in 7-day activity diaries completed by 200 children of a
local multiethnic birth cohort study (Growing Up in Singapore
Towards healthy Outcomes) [26] were also considered (Cheryl
Zhang, MPH, unpublished data, May 2018). These activities
were further grouped to reduce the number of response options
(eg, basketball, handball, and football are collectively known
as ball games), as a previous report showed that providing a
large number of options for children was associated with poorer

quality of data collected [27]. Children can specify activities
that are not listed by typing in a free-text box labeled other.

When an active activity is selected, users will be questioned
further about its intensity: “How tiring was the activity?” To
aid children in conceptualizing activity intensity, 3 emoticons
with captions illustrating different degrees of physical exertion
are presented: (1) Just a little—you can sing and talk during the
activity, (2) Quite tiring—you can talk but cannot sing during
the activity, and (3) Very tiring—you cannot say more than a
few words without pausing. Energy expended at each activity
can be determined by multiplying the duration of the activity
and its corresponding metabolic equivalent task, drawn from
the Youth Compendium of Physical Activities [28].

Diet

When the category eat and drink is chosen, users will be asked
to select the food and drink they consumed from 88 food items
(icons) organized under 13 main food and drink groups
(Multimedia Appendix 3). When necessary, items were placed
in multiple food groups so as to enhance user accessibility (eg,
French fries was located in the noodle/pasta/potatoes group and
in the fast food group). Besides browsing the food and drink
groups, users can perform a text search to display the food items
as typed. The embedded fuzzy search feature allows items to
be searched and displayed even when the food names are
misspelled, thus greatly enhancing the ease of use of MEDAL
for children. The list of food and drinks was compiled from
commonly consumed foods identified from 3-day diet records
of 360 local children of the Growing Up in Singapore Towards
healthy Outcomes cohort [29] as well as discussions with experts
in the field of dietary assessment. Users were also asked to
choose the portion sizes of food that best corresponded to the
amount they consumed from 4 pictorial options (shown
simultaneously) per food item. A total of 4 pictorial options
were provided, as this was found to be the optimal number of
options for children to select from [20]. Moreover, the
even-numbered options limit the middle option from being
chosen out of convenience [30]. Simultaneous presentation of
food images depicting increasing portion sizes is preferred over
the sequential presentation for children to quantify their food
intake more accurately [31] and within a shorter period [32].
For items that are not listed, users can type into the other textbox
and indicate the amount consumed from the 4 options provided:
half a portion, 1 portion, one-and-a-half portion, or 2 portions.
Prompts for commonly forgotten foods “Did you forget to select
any fruits, drinks, dessert, or supplements you have eaten?”
were provided after each meal entry. Users also have the option
to review and edit the food and drink items entered before
recording the next activity.

Additional Features

MEDAL requests users to indicate activities that were performed
simultaneously (eg, watching TV while having their meals),
which may not be achievable in existing assessment tools
[14-16]. Users were also prompted to enter the location of their
reported activities (ie, home, school, student care, or others)
and if they were done indoors or outdoors. Inquiry on location
helps children to contextualize and recall the activities they did
[15,20]. Following the selection of an activity, children were
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asked to record the end time of the activity. The recorded end
time should be at least 5 minutes from the start time. The
minimum time frame of 5 minutes was designed to allow
children to record short bouts of activity [14]. To check for
activities that may be missed out, prompts such as “That’s an
odd timing, are you sure you ended this at [time]?” will be
provided if users recorded an activity that lasted for more than
3 hours. MEDAL automatically saves the user’s responses and
allows them to log in at any time of the day to continue
recording or review and edit their activities if they are not able
to complete in one sitting.

Gamification
Several game design elements were implemented to motivate
children to complete MEDAL. Users can personalize the
background interface and select their choice of avatar. The
chosen avatar provides instructions and prompts in the form of
visual texts and auditory dialogs, which serve to alert the user
to action (ie, more reactive) and enhance user immersion in the
MEDAL task [33].

Each completed day of recording rewards users with a gardening
tool to nurture their virtual plant. At the end of 4 complete days
of recording, a randomly assigned mystery fruit will be revealed
to the user. These visual representations of achievements directly
communicate the success or completion of the task and serve
to evoke feelings of competence and efficiency in children [34].
The addition of the mystery element and randomization further
aims to spark curiosity in children and motivate them to
complete the task [35].

Personalized Lifestyle Report
On completing 4 days of recording, users will instantly receive
a personalized lifestyle report. The report provides information
on 4 components of movement behaviors—physical activity
duration, outdoor duration, screen viewing duration, and
sleeping duration—and evaluates the intake of 5 food
groups—fruits, vegetables, whole grains, sugar-sweetened
beverages, and dairy and dairy products. The mean durations
or servings per day (ie, daily estimates) were calculated based
on standardized algorithms and compared with the recommended
guidelines [36-38]. Specific messages were delivered to users
for each component based on the categories they belong: (1)
met recommended guidelines, for example, “Terrific!
Super-duper proud of you! You should continue to spend less
time on the screen”; (2) nearly meeting guidelines, for example,
“Almost there! Aim to spend less time on the screen. Keep
going!”; or (3) did not meet guidelines, for example, “You
should spend less time on the screen. Aim for less than 2 hours
of screen time daily. Persevere! I believe in you!” Messages
were gain-framed (ie, focused on attaining a desirable or positive
outcome) and presented with graphical illustrations, as evidence
from existing reviews and qualitative research has shown that
this is effective in motivating children [39].

Stage 4: Usability Testing

Study Population
To test the usability of MEDAL, primary 5–level children (aged
10-11 years) from 2 coeducational government schools in

Singapore were invited to participate in the usability study
between April and August 2019. Children were eligible if they
were able to understand and respond to the assessment in
English. Of the 458 invited children from 13 classes (7 classes
from school A and 6 classes from school B), 49.8% (228/458)
were recruited. The main reasons for nonparticipation were did
not return consent form (150/458, 32.8%), parents did not
consent (46/458, 10%), child was busy or not interested (20/458,
4.4%), and child was absent on the day of study (14/458, 3.1%).
The study was approved by the institutional review board of
the National University of Singapore (Reference S-18-088).
Approval was also obtained from the Ministry of Education,
Singapore, to approach schools for participant recruitment
(reference RQ17-18(02)B). Informed written consent was
obtained from the parents or guardians, and all participants gave
verbal assent.

Data Collection
Practical sessions were conducted for each class in the schools’
computer laboratories by 2 trained researchers who demonstrated
how to log in and navigate the MEDAL application. Participants
started their first MEDAL entry using school computers and
completed the rest of the day’s entry at home. Participants were
instructed to record their diet and activities over 2 specified
weekdays and 2 weekend days. They were encouraged to
complete the day’s entry at the end of the day (ie, before
bedtime) or the day after. The schools’ computer laboratories
were opened during recess and after school to allow participants
with no access to the internet or computer at home to complete
MEDAL. School meal photography during the recess period
was also conducted, and devices to capture objective data on
movement behaviors (ie, accelerometers) and outdoor time (ie,
FitSight watch, which measures light intensity [40]) were
provided for validation of data collected through MEDAL.

At the end of the study, participants were instructed to complete
a 10-item usability questionnaire based on a 4-point Likert scale
(strongly disagree, disagree, agree, and strongly disagree). The
questionnaire was adapted from existing usability questionnaires
[41,42] and kept short to avoid satisficing responses [43].
Questions were positively worded, direct, and specific to tailor
to the children’s cognitive and communicative capacities [27].
The key themes covered by the questionnaire included clarity
of instructions, motivation to continue recording, ability to recall
activities and food, recording duration, and overall experience
of using MEDAL. Participants were also allowed to provide
comments and suggestions at the end of the questionnaire.

Information on participants’ sex and age was collected from
MEDAL. The time taken for participants to complete MEDAL
each day was calculated as the duration of the first and last entry
input (ie, bedtime), summed and averaged over the number of
recording days. Height and weight were measured biannually
in schools, and the most recent records were obtained.
Underweight (<5th percentile), normal weight (5th to 90th
percentile), and overweight (>90th percentile) were classified
according to the age- and sex-specific BMI reference of the
local population [44]. Parents were asked to indicate their child’s
access to computers and the internet at home (yes or no) in the
consent form.
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Statistical Analyses
Participants’characteristics were summarized according to sex,
and comparisons were assessed by the Fisher exact test
(categorical) and Wilcoxon Mann-Whitney test (continuous).
Differences in usability attributes between sexes were examined
using the Fisher exact test. The usability questionnaire responses
agree and strongly agree as well as disagree and strongly
disagree were merged into 2 categories, agree and disagree,
before analysis. The method has been shown to be more helpful
in the description of Likert scale data [45]. All statistical
analyses were performed using Stata 14 (StataCorp LP).
Statistical significance was set at P<.05.

Results

Characteristics of Participants
Of the 228 participants, 204 logged on to MEDAL and
completed the usability questionnaire and were included in the
analysis (Figure 2). The cohort comprised 57.8% (118/204)
boys, with a median age of 10.9 (25th percentile: 10.6 and 75th
percentile: 11.2) years, and 15.4% (31/201) were overweight
(Table 1). The median time taken to complete MEDAL was
14.2 minutes per day, and the proportion who completed 3-4
days of recording, 1-2 days of recording, and <1 day of
recording were 57.8% (118/204), 20.1% (41/204), and 22.1%
(45/204), respectively. Compared with boys, girls spent more
time completing MEDAL (median 15 min per day vs 13 min
per day; P=.03) and were more likely to complete 3-4 days of
recording (P=.01).

Figure 2. Flowchart of participants. MEDAL: My E-Diary for Activities and Lifestyle.
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Table 1. Characteristics of participants summarized by sex (N=204).

P valueaBoys (n=118)Girls (n=86)All (N=204)Characteristics of participants

.07School, n (%)

88 (74.6)53 (61.6)141 (69.1)School A

30 (25.4)33 (38.4)63 (30.9)School B

.0310.9 (10.6-11.1)11.0 (10.8-11.2)10.9 (10.6-11.2)Age (years), median (25th-75th percentile)

.41Weight status, n (%)

13 (11.3)12 (14)25 (12.4)Underweight

81 (70.4)64 (74.4)145 (72.1)Normal weight

21 (18.3)10 (11.6)31 (15.4)Overweight

.99Access to the internet and computer at home, n (%)

97 (89)73 (90.1)170 (89.5)Yes

12 (11)8 (9.9)20 (10.5)No

.01Days completed, n (%)

33 (28)12 (14)45 (22.1)<1 day

28 (23.7)13 (15.1)41 (20.1)1-2 days

57 (48.3)61 (70.9)118 (57.8)3-4 days

.0313.1 (10.1-17.6)15.0 (11.1-20.3)14.2 (10.4-19.0)Average time taken to complete in minutes per day, median (25th-75th
percentile)

aP values were assessed by the Fisher exact test (categorical) and Wilcoxon Mann-Whitney test (continuous). There were missing data for weight status
(n=3) and access to the computer and internet at home (n=14).

Usability of MEDAL
When assessing the usability of MEDAL, the majority (193/203,
95.1%) of participants agreed that instructions were clear, that
MEDAL was easy to use (173/203, 85.2%), that they (172/202,
85.1%) liked the application, and that they preferred recording

their activities on the web than on paper (167/202, 82.7%; Table
2). Recording for 4 days and ability to recall events were
reported to be the least desirable among other factors (146/203,
71.9% and 154/203, 75.9%, respectively). Overall, the
percentage agreement for the 10 questions ranged from 71.9%
(146/203) to 95.1% (193/203).

Table 2. My E-Diary for Activities and Lifestyle (MEDAL) usability responses according to boys and girls.

P valuebAgree, n (%)aSurvey questions

Boys (n=118)Girls (n=86)All (n=204)

.52110 (94)83 (96.5)193 (95.1)1. I understood the instructions for MEDALc clearly

.1797 (82.2)76 (89.4)173 (85.2)2. It was easy to use and I do not require further instructions

.00584 (71.8)75 (88.2)159 (78.7)3. Earning tools to grow my plant makes me want to continue the game

.0784 (71.2)70 (82.3)154 (75.9)4. I was able to remember all the activities I did

.0790 (76.9)75 (87.2)165 (81.2)5. I was able to remember all the food and drinks I had

.0378 (69.6)71 (83.5)149 (75.6)6. The time I took to complete one day’s entry was just right

.1580 (67.8)66 (77.7)146 (71.9)7. Recording for 4 days was just right

.3594 (80.3)73 (85.9)167 (82.7)8. I prefer recording my activities online than using paper

.0889 (75.4)73 (85.9)162 (79.8)9. I would play the game again

.1796 (82.1)76 (89.4)172 (85.1)10. Overall, I liked the game

aValues shown are the sums of “Strongly agree” and “Agree.”
bP values were assessed by Cochran-Mantel-Haenszel test. There were missing data for question 1 (n=1), question 2 (n=1), question 3 (n=2), question
4 (n=1), question 5 (n=1), question 6 (n=7), question 7 (n=1), question 8 (n=2), question 9 (n=1), question 10 (n=2).
cMEDAL: My E-Diary for Activities and Lifestyle.
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Compared with boys, girls were more motivated by the
gamification to complete recording on MEDAL (75/85, 88.2%
vs 84/117, 71.8%; P=.005) and agreed that the time spent on
completing 1-day entry was appropriate (71/85, 83.5% vs
78/112, 69.6%; P=.03; Table 2). Compared with boys, a higher
proportion of girls reported being able to recall all the activities
they did (84/118, 71.2% vs 70/85, 82.3%; P=.07) and food and
drinks they consumed (90/117, 76.9% vs 75/86, 87.2%; P=.07).

Open-ended Suggestions
A total of 23 participants provided open-ended suggestions.
Participants (n=8) who recorded MEDAL for ≤2 days preferred

recording on paper rather than on the web (Textbox 1). It was
also reported that there was insufficient time to complete
MEDAL. For participants (n=15) who completed 3 or 4 days
of recording, there were suggestions to include more food and
activity options and to have the ability to edit timings of
activities (n=3 girls). Participants also proposed to allow
recording on MEDAL for more than 4 days (n=3 boys) and
modifying the game design, such as inclusion of more avatars
and games and wanting a reward that is different from a plant.

Textbox 1. Suggestions provided by 23 participants.

Participants Who Recorded for ≤2 Days (n=8)

• Prefer recording on paper rather than on the web

• “We could use paper to do rather than online” [Girl]

• “I do not want the activity online but in paper” [Boy]

• “To use paper than online is easy. I don’t know” [Boy]

• Insufficient time to complete MEDAL

• “This program is very interesting but a bit troublesome as I don’t have much time to finish the online diary” [Girl]

• Include more options

• “More options. Like more activities.” [Boy]

• “Study in school” [Boy]

Participants Who Recorded for 3-4 Days (n=15)

• Include more options

• “Include more options for us to choose” [Girl]

• “Have more food options” [Boy]

• “Sometimes we just do nothing, so please add a button saying ‘nothing’” [Boy]

• Ability to edit timing of activity

• “Delete stuff [cause (sic) I accidentally write what time I sleep wrongly but could not change]” [Girl]

• “During the game, when putting in the timing slots, when I put some numbers in wrong it is impossible to change” [Girl]

• “For example, if you forgot what you did but you suddenly remembered you can change what you wrote” [Girl]

• Allow recording on MEDAL for more than 4 days

• “I would ask them if they wanted to do more” [Boy]

• “Make the days longer” [Boy]

• “The ability to do the entries for the days even further behind” [Boy]

• Modifying the game design

• “Put more characters!” [Girl]

• “I would change the reward given.” [Girl]

• “...to do more and they could get another plant” [Boy]

• “More games” [Boy]

• Allow recording of sleep past midnight

• “Make time for 12 am when I sleep” [Boy]
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Discussion

Principal Findings
In this study, we described the development and evaluated the
usability of MEDAL—a 4-day web-based time-use application
to assess diet and movement behavior in schoolchildren in
Singapore. Approximately 60% (118/204) of the participants
completed more than 3 days of recording, whereas the rest
recorded for 2 days or less. The majority of the participants
reported having a positive experience using MEDAL. Compared
with boys, girls were reported to be more motivated by
gamification, had better reported recall ability, and agreed that
the time spent on completing 1-day entry was appropriate.

During the development process of MEDAL, we observed that
the completion rate of MEDAL was significantly lower in
younger children (aged 8-9 years) than in older children (aged
11-12 years). Younger children aged <9 years may need more
assistance to complete MEDAL independently; thus, MEDAL
is more suitable for children aged ≥10 years.

Response rates for multiday diaries have generally been an issue
among children [46]. It is perceived as tedious to report for ≥2
days, especially when activity patterns were more or less similar
on school days. Respondents may also report fewer activities
on subsequent days as a means of decreasing the level of burden
[47]. Indeed, in our study, we found similar issues with response
rates, such that only 57.8% (118/204) of the participants
completed 3-4 days of recording. Recording for 4 days was also
the least satisfactory component reported in the usability
assessment. To strike a balance between the reliability of data
and minimizing respondent burden, the collection of 2 diary
days for a large study (ie, 1 weekday and 1 weekend day) or 3
days for smaller-scale investigations (ie, 1 day from Monday
to Thursday, Friday, and 1 weekend day) has been deemed
adequate to obtain representative time-use data in children
[14,46]. Large sample sizes may level out individual behavioral
misclassifications that result from the short assessment period
and would consequently give accurate population-level estimates
[48]. For the next version of MEDAL, we plan to provide the
flexibility to record between 1 and 7 days and optimize the
application for mobile devices on both Android and iOS
platforms to cater to the needs of different projects, and users
can access the website on the go.

We observed that participants who recorded for <2 days were
less likely to have access to a computer and the internet at home
(P=.02, results not shown), and qualitative data showed that
they preferred recording on paper rather than on the web.
Participants (20/190,10.5%) with no access to the computer and
internet at home may be less tech-savvy, thus exhibiting lower
usability performance [16] and greater preference for print than
digital. In the next version of MEDAL, we plan to integrate a
frequently asked questions section to assist participants,
especially those with lower computer knowledge and skills, to
troubleshoot their problems and enable them to navigate the
site with ease.

Existing studies have shown that recall ability is a common
difficulty reported by children [14,16], although girls tend to

outperform boys in episodic memory tasks (eg, everyday events)
[49]. This is in line with our findings, where we observed trends
toward greater reported recall ability in girls than in boys.
Participants suggested including more food and drink and
activity options and pictures (eg, household chores and
shopping). This feedback will be incorporated into the next
version of MEDAL, as images will be useful to serve as visual
memory prompts to enhance recall in children.

Studies have shown that boys have lower attentional
performance and poorer inhibitory control but perform faster
than girls [50]. Consistent with these findings, we found that
girls spent more time completing MEDAL (median 15 min per
day vs 13 min per day), but they were more agreeable to the
time spent on MEDAL compared with boys. Generally, the
actual average time spent on MEDAL was comparable with
similar questionnaires completed by children [15,16], which is
sufficiently short to hold the users’ attention [20,51].

With regard to gamification, existing studies did not include
this element [14-17]. In our study, girls appeared to be more
motivated by the virtual gardening game to complete MEDAL
recording than boys. Some boys have suggested integrating
more games and that they wish to do more so that they can
receive more rewards. Introducing more games may distract
users and steer them away from recording their daily activities
attentively [52]. However, as most of the participants reported
a positive evaluation for the in-built game, we plan to revise
and accelerate the game progression rewards in the next version
of MEDAL so that users are able to receive rewards more
frequently. Users will be rewarded with gardening tools as they
record their activities, and a mystery fruit will be revealed after
each completed day of recording. On the basis of the feedback
from the participants, we will also include more avatars and
backgrounds for users to choose and personalize in the next
version of MEDAL.

Strengths and Limitations
MEDAL is a novel and engaging application for schoolchildren
aged ≥10 years. It includes a range of Asian food options that
cater to the key ethnic groups in Asia and captures data on food
portions, which allow us to have a detailed assessment of energy
and nutrient intakes. This is useful, as evidence suggests that
portion sizes among children are increasingly poorly regulated
[53]. In addition to assessing dietary intake and movement
behaviors, MEDAL also examines the location of activities and
tasks performed concurrently to allow a better understanding
of the context of the activities and enable interventions to be
more targeted. The usability evaluation of MEDAL, including
user testing during the development phase, involves several
methodological strategies (eg, direct observation, interview,
Likert scale questions, and open-ended feedback), which allowed
us to obtain rigorous and detailed qualitative and quantitative
data.

However, there are some limitations to this study. First, we did
not have information on children’s academic ability. However,
our usability questionnaire showed that 95.1% (193/203) of the
participants understood the instructions on MEDAL, which was
not unexpected, considering that English is the main language
of instruction in Singapore and primary education is compulsory.
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However, we recognize that the cognitive abilities to recall
events, capability to concentrate, and comprehension of
questions may have an impact on usability testing [16] and
acknowledge that children with poorer cognitive ability may
experience some challenges in using MEDAL. Currently, users
are only able to edit types of activities but not the timing of the
activities. In addition, the current application prevents users
from recording beyond 12 midnight. As late bedtimes have
become pervasive in children [54], the ability to record activities
beyond 12 midnight, along with the function to modify timing,
will be made available in the next version of MEDAL. In
addition, to cater to both observational and interventional study
designs, we plan to incorporate the flexibility to hide the lifestyle

report so that it will not induce behavioral change in participants
of observational studies.

Conclusions
In conclusion, we developed MEDAL, which appears to be a
feasible web-based time-use application for children aged 10-12
years and potentially useful for children above this age group.
We observed some gender differences in usability performance,
but the majority of the participants had a positive experience
using MEDAL. The validity and reliability of MEDAL will be
examined next, and the results of this study will be used to
inform the next version of MEDAL to customize MEDAL for
children in other parts of Asia, which includes translation to
their native language and adaptation of application content to
their local context.
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Abstract

Background: Improving clinical reasoning skills—the thought processes used by clinicians to formulate appropriate questions
and diagnoses—is essential for reducing missed diagnostic opportunities. The electronic Clinical Reasoning Educational Simulation
Tool (eCREST) was developed to improve the clinical reasoning of future physicians. A feasibility trial demonstrated acceptability
and potential impacts; however, the processes by which students gathered data were unknown.

Objective: This study aims to identify the data gathering patterns of final year medical students while using eCREST and how
eCREST influences the patterns.

Methods: A mixed methods design was used. A trial of eCREST across 3 UK medical schools (N=148) measured the potential
effects of eCREST on data gathering. A qualitative think-aloud and semistructured interview study with 16 medical students from
one medical school identified 3 data gathering strategies: Thorough, Focused, and Succinct. Some had no strategy. Reanalysis
of the trial data identified the prevalence of data gathering patterns and compared patterns between the intervention and control
groups. Patterns were identified based on 2 variables that were measured in a patient case 1 month after the intervention: the
proportion of Essential information students identified and the proportion of irrelevant information gathered (Relevant). Those
who scored in the top 3 quartiles for Essential but in the lowest quartile for Relevant displayed a Thorough pattern. Those who
scored in the top 3 quartiles for Relevant but in the lowest quartile for Essential displayed a Succinct pattern. Those who scored
in the top 3 quartiles on both variables displayed a Focused pattern. Those whose scores were in the lowest quartile on both
variables displayed a Nonspecific pattern.

Results: The trial results indicated that students in the intervention group were more thorough than those in the control groups
when gathering data. The qualitative data identified data gathering strategies and the mechanisms by which eCREST influenced
data gathering. Students reported that eCREST promoted thoroughness by prompting them to continuously reflect and allowing
them to practice managing uncertainty. However, some found eCREST to be less useful, and they randomly gathered information.
Reanalysis of the trial data revealed that the intervention group was significantly more likely to display a Thorough data gathering

pattern than controls (21/78, 27% vs 6/70, 9%) and less likely to display a Succinct pattern (13/78, 17% vs 20/70, 29%; χ2
3=9.9;

P=.02). Other patterns were similar across groups.

Conclusions: Qualitative data suggested that students applied a range of data gathering strategies while using eCREST and that
eCREST encouraged thoroughness by continuously prompting the students to reflect and manage their uncertainty. Trial data
suggested that eCREST led students to demonstrate more Thorough data gathering patterns. Virtual patients that encourage
thoroughness could help future physicians avoid missed diagnostic opportunities and enhance the delivery of clinical reasoning
teaching.
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Introduction

Background
Clinical reasoning skills are defined as the thought processes
used by clinicians to formulate appropriate questions and
diagnoses and, therefore, are critical to providing quality health
care [1,2]. Poor clinical reasoning skills have been associated
with missed diagnostic opportunities and poor patient outcomes
[3-6]. To address the need to improve clinical reasoning skills,
there has been a call for more explicit teaching of clinical
reasoning skills in undergraduate medical education [7,8].
However, the optimal method of teaching clinical reasoning
skills is not well understood because of the complexity of the
skills and how they vary depending on context, knowledge, and
experience [1,2]. Traditional methods of teaching clinical
reasoning skills, such as clinical placements, place a
considerable burden on faculty time and resources. Furthermore,
growing numbers of students can result in fewer opportunities
for exposure to a variety of clinical cases [9-11].

The use of digital teaching methods has been recommended to
address gaps in clinical reasoning skills teaching and
complement traditional face-to-face methods [8,12-15]. Virtual
patients, a specific type of computer program that simulates
clinical scenarios, has been recommended as an effective method
[9,16,17]. Virtual patients allow students to be exposed to a
large number of varied patient cases, which can help them
develop their knowledge and create more complex mental
representations of illnesses [18,19]. Learning through
experience, reflection, and deliberate practice can also help
students to develop and retain their skills [12,20,21]. Virtual
patients are also becoming increasingly similar to clinical
practice, as more consultations are being undertaken on the
internet [22-25].

The Electronic Clinical Reasoning Educational
Simulation Tool
To address the need for more structured clinical reasoning
training using digital methods, electronic Clinical Reasoning
Educational Simulation Tool (eCREST) was developed by the
authors and web designers, Silver District [26], and is reported
in detail elsewhere [27]. eCREST sought to influence 3 cognitive
biases that have been found to influence clinical reasoning: the
unpacking principle, confirmation bias, and anchoring [28-30].
The unpacking principle is the tendency to not elicit the
necessary information to make an informed diagnosis.
Confirmation bias is the tendency to seek information only to
confirm a diagnosis. Anchoring is the tendency to stick to an
initial diagnosis despite contradictory information [31]. To
address these biases, eCREST was primarily focused on
improving data gathering skills and flexibility in thinking about
diagnoses rather than all clinical reasoning skills. In eCREST,
students were presented with 3 videos of virtual patient cases.

These patients presented to primary care with nonspecific
respiratory symptoms, such as cough, which could be indicative
of serious conditions such as lung cancer. The students were
required to ask the patient questions from a list, received a video
response, and formulated diagnoses and a management plan.
To address potential biases, reflection was prompted at regular
intervals throughout the case by asking students to revise their
diagnoses, and they received feedback at the end of each case
[32].

A trial evaluated eCREST in 3 UK medical schools to test
feasibility and acceptability and is described in detail elsewhere
[33]. This trial found that eCREST appeared to influence
students’ data gathering but had less impact on flexibility in
thinking about diagnoses. Students in the intervention group
appeared to show a more thorough data gathering pattern than
controls, as they did not miss important information, but there
was suggestive evidence (not statistically significant at 5%) that
they may ask more irrelevant questions than controls. However,
the quantitative data from the trial provided little further insight
into how students gathered information while using eCREST
and other data gathering patterns. In addition, little is known
about how students gather information from previous clinical
reasoning studies, as paper vignettes were used that did not
require students to gather information [34,35]. A greater
understanding of how students gather data when using virtual
patients in real time will inform educators about how they can
best support students in developing these skills. It could also
help developers to design virtual patients that provide better
training on data gathering skills. Therefore, this study aims to:

1. Understand how medical students gather information and
reach diagnostic judgments when interacting with virtual
patients.

2. Identify students’data gathering patterns while using virtual
patients.

3. Examine whether eCREST changes the data gathering
patterns of students.

Methods

Design
This study used a mixed methods design, as shown in Figure 1
[36-38]. The quantitative method was of equal priority to the
qualitative method, and data collection was carried out
concurrently and analyzed sequentially. Initially, a trial of
eCREST was conducted to explore its potential effects on data
gathering. The results of the trial’s feasibility and effects on
data gathering are reported elsewhere [33]. The methodological
details of this study are also summarized in the sections below.
During the trial, think-aloud protocols captured students’
reasoning during eCREST and their reflections on the task.
Following the initial analysis of trial data, qualitative data were
thematically analyzed and distinct planned strategies of
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gathering data and factors that affect these strategies were
identified (aim 1). This led to a reanalysis of the trial data to
identify the prevalence of different data gathering patterns or

behaviors among trial participants (aim 2). Finally, an
exploratory analysis was undertaken to examine the effects of
eCREST on data gathering patterns (aim 3).

Figure 1. Process of the mixed methods approach. QUAL: qualitative; QUAN: quantitative.

Setting
The trial took place at 3 UK medical schools, with full details
reported elsewhere [33]. The concurrent qualitative study took
place at one of the UK medical schools participating in the trial,
with students who were not part of the trial. Ethical permission
for the qualitative study was granted by the University College
London (Ref. 9605/001; September 08, 2017).

Participants
For the trial, 18.16% (264/1454 of all eligible) final year medical
students were recruited and randomly assigned to an intervention
or control group. A total of 148 students (78 in the intervention
group and 70 in the control group) remained in the trial after 1
month [33]. For the qualitative study, 16 final year medical
students were recruited through a peer-assisted learning scheme,
where the students opted to undertake a project in medical
education, via newsletters and snowball sampling. All students
were informed that their data would be anonymized and that
their participation was voluntary, and they provided written
consent. They were incentivized to participate with a voucher.

Procedure

Quantitative Data Collection and Initial Analysis
In the trial, the intervention group received 3 patient cases via
eCREST that they had 1 week to complete while receiving
teaching as usual. The control group received teaching as usual
without access to eCREST until the end of the trial. Clinical
reasoning skills outcomes were compared between the groups
after 1 month through an additional eCREST patient case.
Multimedia Appendix 1 shows a flowchart of the trial. The
results indicated that eCREST may encourage more thorough
data gathering patterns [33].

Qualitative Data Collection and Analysis
We used a think-aloud study design followed by semistructured
interviews [39,40]. The think-aloud tasks involved observing
students verbalizing their thoughts in real time while completing
one patient case in eCREST. This method can provide insights
into the clinical reasoning of medical students, as it provides
access to their conscious thought processes [13,39,41,42]. A
practice think-aloud task was given before the main task to
ensure that students were comfortable with the process.
Nondirective prompts, such as keep talking, were used if
students were silent for a significant amount of time.
Semistructured interviews were conducted after the think-aloud
task to gather students’ retrospective thoughts [39,40]. A topic
guide was developed for the interview and piloted with 2
medical students. Each session took approximately 1.5 hours
per student.

All 16 think-aloud tasks and semistructured interviews were
transcribed and imported into NVivo Version 12 (QSR
International) software [43]. We used thematic analysis
following the approach of Braun et al [44] and extended upon
by Swain [45]. First, we developed deductive codes based on
our research aims and initial findings from the trial data. We
then familiarized ourselves with the data and developed
inductive codes. A codebook was generated by one researcher
(RP). To ensure the validity of the coding framework, 3
additional researchers (MK, APK, and JT) used the coding
framework to guide their coding of a transcript and generated
their own additional codes. We grouped similar codes into
themes. Themes were validated in meetings with a wider
research team where discrepancies were discussed, and a
consensus was reached. Data were analyzed iteratively until the
themes reached saturation. The results relating to how students
gathered data (aim 1) informed the identification of students’
data gathering patterns in the larger quantitative data set obtained
from the trial.
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Reanalysis of Quantitative Data
Informed by the qualitative findings, we used data from the trial
to estimate the prevalence of 3 data gathering patterns (aim 2)
and to understand if eCREST may have changed these patterns
(aim 3). Student data on an eCREST patient case completed by
both interventions and controls 1 month after registration were
used to assess clinical reasoning. As described in the trial paper,
we constructed variables from these data to capture elements
of clinical reasoning skills, such as data gathering ability and
flexibility in thinking [33]. In this study, we focused only on
the variables related to data gathering skills, as these were found
to significantly differ between groups in the trial and the focus
of this research was on data gathering skills. We assessed
essential information identified (Essential) by measuring the
proportion of essential questions they asked the patient and
patient examinations undertaken, out of all possible essential
examinations and questions identified by experts. This measure
captured how complete data gathering was irrespective of
whether irrelevant questions were also asked. The relevance of
history taking (Relevant) was measured by assessing the
proportion of all relevant and essential questions they asked the
patient and patient examinations undertaken, out of the total
number of examinations undertaken and questions asked. This
measure was an indicator of the specificity of information
gathered. Students could select a total of 70 questions and
examinations. Experts defined 29 Essential items as a question
or an examination that would change the differential diagnosis
of the patient case, allow for differentiation as much as possible
between alternative diagnoses, and reveal the key symptoms
that might be indicative of sinister diagnoses. A further 10
questions were considered by experts as relevant, that is,
clinically appropriate to ask but would not reveal key

information to derive all important possible diagnoses. The
remaining 31 questions were defined as irrelevant.

To identify the data gathering patterns displayed by students,
the quartiles for the Essential and Relevant variables were
calculated. Those who scored in the top 3 quartiles on both
variables were classified as having a Focused pattern. Those
who scored in the top 3 quartiles for Essential but in the lowest
quartile for Relevant were classified as having a Thorough
pattern. Those who scored in the top 3 quartiles for Relevant
but in the lowest quartile for Essential were classified as having
a Succinct pattern. Those whose scores were in the lowest
quartile on both variables were labeled Nonspecific. Sensitivity
analyses showed that other cutoff values below the lowest
quartile had insufficient numbers for each pattern to conduct
the chi-square analysis and compare scores between the
intervention and control groups. We examined whether the use
of different data gathering patterns varied between the
intervention and control groups using a chi-square test. Analyses
were conducted using STATA Version 15 with P≤.05,
considered statistically significant [46].

Results

Sample Characteristics of Qualitative and Quantitative
Studies
Table 1 describes the participant characteristics of those in the
trial at baseline and the think-aloud study. In the trial, most
participants were 23 to 24 years of age (152/264, 57.6%) and
were male (142/264, 53.8%). The age and gender of the
think-aloud participants were similar: 81% (13/16) were 23 to
24 years old and 56% (9/16) were male.

Table 1. Participant characteristics at baseline in the trial and think-aloud study.

Think-aloud studyTrialCharacteristics

Whole group (n=16), n (%)P valueaControl group (n=127), n (%)Intervention group (n=137), n (%)

Age (years)

0 (0)N/Ab1 (0.8)4 (2.9)20-22

13 (81)N/A79 (62.2)73 (53.3)23-24

2 (13)N/A29 (22.8)39 (28.5)25-26

1 (6)N/A10 (7.9)11 (8)27-28

0 (0).498 (6.3)10 (7.3)>29

Gender

7 (44)N/A58 (45.7)64 (46.7)Female

9 (56).8769 (54.3)73 (53.3)Male

aComparisons between the intervention and control groups for the trial were made using chi-square tests. P<.05 was considered significant.
bN/A: not applicable.

How Students Gathered Information and Reached
Diagnoses
From the qualitative think-aloud data, 4 major themes were
identified relating to how students gathered information: data

gathering strategies, structure of eCREST, diagnostic
hypotheses, and confidence and uncertainty.

Theme 1: Data Gathering Strategies
Students had different data gathering goals and strategies for
gathering information.
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Being Thorough

Some students reported that they aimed to be thorough when
gathering data and were aware of the potential pitfalls of the
unpacking principle and not gathering all necessary information.
Consequently, they asked many questions to reassure themselves
that they had not missed any relevant information and symptoms
indicative of serious disease. However, they acknowledged that
this approach to data gathering could be lengthy and possibly
led to them asking irrelevant questions:

I should probably go through those but I don’t know,
I do feel like I like to be thorough and I do want to
ask all of the questions. [P4]

I think I could be more concise. Cos, I just kind of ask
everything just in case. [P16]

Being Focused

Other students reported that they aimed to be focused when
investigating the patient’s symptoms and wanted to ensure that
all the information they asked for was relevant to the patient
case:

I don’t really want to ask any more of these I mean
partly because I feel like...I want to be focused, so
I’m not really going to ask the rest of these which are
potentially not that related. [P10]

Being Succinct

Some also described that they aimed to be succinct and limit
the number of questions they asked the patient, possibly because
the way eCREST was structured or perhaps to be more time
efficient. This shows that some students were less aware of the
potential negative consequences of the unpacking principle and
the importance of gathering all relevant information:

Maybe I should have not tried to limit myself to a
specific number and asked what I thought was
actually appropriate. [P2]

Random Selection

Some students reported that they were asking questions
randomly and had no discernable reasoning behind the way they
gathered information. Students may have adopted this seemingly
random approach because they were less engaged with patient
cases in eCREST:

So these questions I guess aren’t like very helpful but
because they’re there I’m going to ask them anyway.
[P11]

Theme 2: Structure of eCREST
The way in which eCREST was structured appeared to be one
mechanism by which eCREST influenced how students gathered
information. Students perceived eCREST to have both positive
and negative effects on how they gathered information.

Organized Data Gathering

Students reported that the structure of eCREST helped them
organize the way they gathered information by asking students
to chunk their history taking into sections and regularly
visualizing their diagnostic hypotheses. This helped them to
hone their questions toward their diagnoses and may have helped

some students to overcome the unpacking principle to take a
more focused approach:

I guess it’s good because it makes you streamline
your thoughts regarding diagnosis after you have
limited information available and I think that
probably helps time management within GP settings,
because it’s making you streamline your questions.
[P9]

I think it was useful even for me to just like, to see
when I’m taking the history, I think that...I don’t really
write down...the top five differential diagnosis when
I’m taking history...Yeah, just better at visualizing it,
and organizing it. [P13]

Some appeared more focused in their approach to gathering
data, as they thought of their own relevant questions first and
then used eCREST as a checklist to confirm that they had not
missed anything:

It’s probably useful to try and think about this before
I look at the list. [P1]

Unrealistic Data Gathering

However, others reported that the list of questions in eCREST
led them to ask questions more randomly and less strategically
than they would in a real consultation:

I think it just biased the way in which I asked the
questions. Because I wouldn’t have just kind of gone
through it and clicked on it as I went through. [P2]

Some students felt that the lack of open questions in eCREST
hindered their ability to gather information and felt open
questions would have offered more relevant information in real
life:

It’s quite useful to make you think about the questions
but because I don’t ask questions in that, I feel like
my own style is quite different to the way it’s set out
here...I’d be quite like open with the patient. I’d be
like “tell me more.” And then I’d be able, I’d have
some better idea, I’d have a better timeline of the
things. [P15]

Theme 3: Diagnostic Hypotheses
The way in which eCREST guided how students generated and
reassessed diagnostic hypotheses appeared to be another
mechanism by which eCREST influenced how students gathered
information.

Early Generation of Diagnostic Hypotheses

Some students found that eCREST helped them to think of
diagnoses at an earlier stage than they usually would, which
potentially helped them to avoid anchoring on a particular
diagnosis early in the consultation and had an impact on the
questions they asked:

Usually I don’t really think about differentials so
early on in a consultation...so this encouraged me to
rule out different diagnoses from a very early point.
[P12]
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Cognitive Biases

Some students became fixated on one or two initial diagnoses
(anchoring) and would consequently seek information to confirm
the diagnosis and stopped investigating other causes of the
symptoms (confirmation bias). This may explain why some
students took a more succinct approach to gathering information:

[Question: what will you try to improve?] Consider
everything the patient has said and I think just not try
to make diagnosis fit, like the COPD that I was trying
to make her fit. [P7]

Two students showed awareness of confirmation bias during
the task and made a conscious effort to seek other information
but consequently may have asked too many irrelevant questions
and led to students taking a thorough approach to gathering
data:

I think I normally like to sort of focus on a system, so
do almost a respiratory thing and then move on to
cardiac...although I shouldn’t get too into confirming
about, I’ll just ask about any other symptoms. [P4]

Often I ask confirmatory questions...and just exclude
things that I just know weren’t on my differential and
so my differential didn’t really change. [P11]

Reflection

A few students reported that they found it useful that eCREST
gave them time to pause, think, and reflect on their diagnoses
because in clinical practice this is not always possible. The
opportunity to reflect may explain why students were able to
demonstrate the use of focused data gathering strategies and
avoid some cognitive biases in eCREST:

It’s nice to just click the questions, and then spend
five minutes thinking about it. I think when you’re
actually seeing patients there’s emphasis on it being
slick. [P14]

Alternative Diagnoses

There was evidence that eCREST helped students to avoid
anchoring and confirmation bias, as most students reported that
the prompts in eCREST to reassess diagnoses helped them to
consider alternative diagnoses and reflect on the information
they were gathering. This may have helped students to take a
more focused approach to gathering data:

The fact that it makes you reconsider...your diagnosis
after asking questions, asking a set number of
questions is good practice for reality, when you
should be doing that but you probably don’t. [P10]

It makes you like re-evaluate your ranking of
diagnosis because then you actually have think about
the questions and why you’re asking them in the first
place. [P10]

However, some students demonstrated a random approach to
reassessing their diagnoses and reported that the prompts to
revise their diagnoses did not always help them to consider
alternative diagnoses and stay open minded.

I’m just going to put in, arbitrarily, asthma...ischemic
heart disease. [P8]

A few students felt that the process of continually reviewing
their diagnoses was too structured and some forgot information
they gathered earlier in the case, which may have explained
why their data gathering strategy appeared random:

It did perhaps make me think in that kind of modular
way...each time I only considered the six questions
that had been before. And forget about what had
happened before that. So, like less of a kind of
continuous set of questions and more like, oh, in the
last six questions she said she like didn’t have a fever.
[P16]

Theme 4: Confidence and Uncertainty
The way in which eCREST influenced students’ confidence
and level of uncertainty in their clinical decision-making skills
appeared to be another potential mechanism by which eCREST
influenced how students gathered information.

Creating Uncertainty

Some students reported that the structure of eCREST created
some uncertainty, as the lists of diagnoses and questions
encouraged them to reconsider diagnoses and think of the
reasons behind choosing a diagnosis. This again suggests that
the prompts to review diagnoses and reflect might have helped
students to avoid anchoring and have a focused approach to
gathering information from the patient:

I liked that there were all the differentials, you thought
you knew but you still, it put that sort of seed of doubt
in your mind. So in a sense...even though maybe I
wasn’t as flawless in terms of safety netting and
making sure I didn’t miss things, I think it forced you
think okay well could it? And...constantly, by making
you reconsider your diagnosis it did really make you
think harder about each one. [P4]

Managing Uncertainty

Some students talked about needing more confidence in their
decision making to help them manage their uncertainty when
gathering information from the patient:

Maybe I should just have more confidence in saying
that, okay this is what I think and it’s still consistent
you know. [P12]

Students also recognized a tension between making confident
judgments about the most likely diagnosis and fearing serious
consequences for the patient if they missed a more serious
diagnosis. This may explain why some students adopted a
thorough approach to gathering information and potentially
used this approach to manage their uncertainty. There was also
evidence from students’ reflections that they were starting to
manage this uncertainty by taking a more focused approach to
gathering data and using safety netting:

You can give every investigation and then be sure,
but actually realistically when you’re trying to think
well I can’t get every single blood test in the world,
this is the initial management...at the moment I feel
I have to be quite brave, because you think well what
if I do miss something that’s terrible? But then I
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suppose it’s easy to think okay, well what are the
absolute terrible things? Make sure that I don’t miss
those, so for example an x-ray would cover a lot of
bases in a sense. [P4]

Learning to be comfortable...with a degree of
uncertainty is important to GP and several other
specialties. I will need to learn from more experience
how much safety netting and investigation for other
possible differentials is appropriate. [P3]

Some students felt that eCREST and simulations were a way
to practice taking responsibility for decisions and managing
their uncertainty. It was suggested that being more engaged
with the simulation helped students to adopt more focused or
thorough data gathering patterns and avoid the unpacking
principle, as it made them feel more responsible for the patient
and motivated them to not miss any serious conditions:

I think every time I do...cases like this, and certainly
when I see real patients, like I’m on GP at the
moment...I’m going to try and think about it, to
approach it as though I was the GP seeing the patient
alone, and you’re their only point of care...and
therefore fully responsible for them. Which forces you
to really think carefully about differentials and things
not to miss. [P4]

Some students felt reluctant to make decisions they would not
be responsible for in real life and were perhaps less engaged
with the simulation and the opportunity to practice managing
uncertainty:

I would probably review him in the week, oh wait,
actually, I don’t know. I want to consult with my
senior first but it’s hard to say. I mean just to be...I
mean if, in real life given, if I don’t have any senior
to talk to and if I don’t know whether he has any back
pain just to be safe I would probably just refer him,
just to be sure, I guess. [P13]

A few students felt that investigating rare and unlikely diagnoses
was unrealistic and were perhaps less engaged with the
simulation. This may have led to some students adopting more

succinct data gathering approaches that just focused on common
illnesses and led them to be more susceptible to cognitive biases:

I appreciate that...what they’ve said about all of their
diagnoses but...in real life, what happens is: you make
a working diagnosis, and everything else is left
behind—you don’t continue those, generally. There
might be some things you safety net, but by and large,
when it’s clear cut—as that was—you would almost
take that, go with it, do a few things, just to be sure.
Where I am—and I know this is a GP situation, but
in A&E, if you said, ‘Oh, my fifth diagnosis of this
patient is “Addison’s Disease,”’ I think you’d...be
laughed out of the department, realistically. [P1]

Identifying Data Gathering Patterns
The qualitative data showed that students aimed to apply 3
distinct data gathering strategies while using eCREST. It
suggested that these strategies may manifest in the quantitative
data as different data gathering behaviors and indicated how
eCREST might influence them. As described in the Methods
section, we sought to observe these data gathering patterns in
the trial sample by using trial students’ scores on the Essential
and Relevant variables. Figure 2 summarizes the characteristics
of the data gathering patterns. Those who displayed Focused
and Thorough patterns tended to elicit the most essential
information and take a more complete patient history. However,
those who showed Thorough patterns also tended to gather more
irrelevant information. Those who displayed a Succinct pattern
or a Nonspecific pattern did not elicit enough essential
information from the patient and took a less complete history
from the patient. However, those who showed Succinct patterns
also did not gather much irrelevant information.

Figure 3 shows a scatter plot of the trial students’ scores on the
Essential and Relevant variables by the trial group and whether
their scores fell on or below the lowest quartile for each variable,
which determined the data gathering pattern they were identified
as displaying. The data show most students displayed Focused
patterns, but a significant proportion displayed other patterns
and the prevalence appeared to differ by the trial group.
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Figure 2. Characteristics of data gathering patterns based on the “Essential” and “Relevant” variables.

Figure 3. Scatter plot showing students’ scores on the “Essential” and “Relevant” clinical reasoning measure in the trial.

Impact of eCREST on Data Gathering Patterns
In the trial, there was a significant difference between the
intervention and control groups in the type of data gathering

pattern used (χ2
3=9.9; P=.02; Table 2). Those in the intervention

group were much more likely to show a Thorough pattern

compared with the control group (21/78, 27% vs 6/70, 9%) but
less likely to demonstrate a Succinct pattern (13/78, 17% vs
20/70, 29%). The likelihood of showing Focused or Nonspecific
patterns were similar between the intervention and control
groups (40/78, 51% vs 38/70, 54% and 4/78, 5% vs 6/70, 9%,
respectively).
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Table 2. Data gathering patterns observed in the electronic Clinical Reasoning Educational Simulation Tool in the trial data.

Total (N=148), n (%)Control (n=70), n (%)Intervention (n=78), n (%)Data gathering patterna

27 (18.2)6 (9)21 (27)Thorough

33 (22.3)20 (29)13 (17)Succinct

78 (52.7)38 (54)40 (51)Focused

10 (6.8)6 (9)4 (5)Nonspecific

aPatterns were significantly associated with the trial group; χ2
3=9.9, P=.02 (as in the main text of the paper).

Discussion

Principal Findings
This study identified a range of data gathering patterns that
students applied when generating data from virtual patients.
The qualitative data indicated how eCREST can help students
to take a more thorough approach, and potentially reduce the
impact of cognitive biases, through continuous revision of
diagnoses and allowing students to practice managing their
uncertainty. Quantitative data from the trial indicated that
eCREST influenced students to demonstrate more Thorough
data gathering patterns.

This study showed how virtual patients such as eCREST can
be used to address the cognitive biases of the unpacking
principle, confirmation bias, and anchoring by continuously
prompting students to reflect throughout a patient consultation.
The qualitative data showed that these prompts encouraged
many students to investigate patients more thoroughly and
re-evaluate their diagnoses. This may have helped them to
overcome the potentially negative consequences of these biases,
such as missing serious diagnoses [32,47]. The trial data also
indicated that students who had used eCREST before exhibited
more Thorough data gathering patterns than controls, which
may have helped them to address these biases [33]. We have
no empirical data to suggest that any data gathering pattern is
better than another and in which clinical circumstances they
might be most appropriate. In clinical practice, a more Focused
approach where most of the important information is gathered
without gathering too much irrelevant information may be ideal,
particularly given time constraints in real consultations. Policy
and clinical guidelines in the United Kingdom and elsewhere
are increasingly recommending more focused and thorough
investigations of patients to avoid missing red flag symptoms,
particularly in primary care for serious conditions such as cancer
[8,25]. Thus, the data gathering pattern that eCREST is
encouraging is in line with recommendations from health policy
and may be particularly appropriate for the investigation of
conditions such as cancer.

A unique contribution of this study is the use of a mixed
methods approach. The qualitative data showed distinct data
gathering strategies that students aimed to undertake and how
eCREST influenced how they gathered information. We gained
insight into students’ rationales for their data gathering
strategies. Those who reported wanting to be Thorough
explained that they used this strategy to avoid missing key
information about a serious diagnosis and because they felt
uncertain about the case. The students who reported wanting to

be more focused verbalized the importance of asking only
relevant questions. Those who aimed to be more succinct
reported wanting to limit the information they gathered. This
was perhaps because in real consultations, students would only
have limited time with a patient, but this may have led them to
be susceptible to biases and miss symptoms indicative of a
serious disease. We also found that some students were less
engaged with eCREST and randomly clicked on questions and
made decisions. Further research is needed to understand which
students might not benefit from clinical reasoning teaching
delivered via virtual patients and how it can be further adapted
to students’ needs.

Similar to previous literature on clinical reasoning, we identified
a central theme for managing uncertainty [48,49]. The
qualitative data showed how eCREST created uncertainty by
prompting students to reconsider diagnoses. It also offered
students an opportunity to practice managing their uncertainty
by conducting thorough investigations and safety netting for
the worst-case scenarios [48]. Therefore, eCREST may have
helped to calibrate students’ confidence. Previous studies have
shown that there is little correlation between confidence and
diagnostic accuracy in students or physicians and that
overconfidence increases with more difficult cases [49-51].
Given that the cases in eCREST were relatively complex for
students, it is perhaps a positive result that many students
reported uncertainty and a lack of confidence while making
diagnostic decisions in eCREST, suggesting that it might help
reduce overconfidence in difficult cases.

This study also showed the potential impact of virtual patients,
such as eCREST, on medical education. Given the increasingly
limited exposure to real patients, virtual patients can provide
students with some form of clinical experience [9]. They also
provide an opportunity for educators to observe in real time
students’ data gathering strategies and patterns of behavior and
inform the formative assessment of students’ clinical reasoning
skills. Previous research in education has used inventories to
identify students’ approaches to studying, such as the
Approaches and Study Skills Inventory for Students [52-55].
Approaches and Study Skills Inventory for Students helps
educators and students to identify general patterns on how
students approach learning in certain circumstances and allows
educators or computer programs to offer advice on other
approaches that could be used. Similarly, educators could use
data from eCREST in a reflective way and as a basis to provide
feedback on data gathering patterns that might help students to
improve their reasoning [21].
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Limitations
Our study was limited to medical students, but we are
undertaking further research with a range of health care
professionals and students to understand how eCREST can be
used more widely in clinical education. Students volunteered
to take part in the trial and think-aloud study; therefore, this
sample might have been different from those who did not
volunteer, leading to possible selection bias. In addition, in the
think-aloud study, students varied in their ability to verbalize
their thoughts and the sample was not representative; therefore,
it is likely that not all patterns and rationales for investigations
were identified [56,57]. In common with all think-aloud and
interview study designs, participants were observed and
prompted to speak; therefore, students may have attuned their
responses because of social desirability, and they were more
reflective than they would have been if unprompted or
unobserved [56,57].

Conclusions
This study found that students displayed a variety of data
gathering patterns while using virtual patients. Data from the
trial indicated that virtual patients such as eCREST might
influence students to be more thorough in their data gathering.
The think-aloud interviews suggested the mechanisms by which
eCREST influenced students included helping them to
continuously reflect on their diagnoses and manage uncertainty.
These findings suggest that virtual patients, which increase the
thoroughness of data gathering, could help future physicians to
reduce missed diagnostic opportunities during future
consultations. Virtual patients could also provide medical
educators with a more accessible way of observing and
identifying students’data gathering patterns, which may enable
them to provide more tailored feedback on reasoning. Further
research is needed to understand how data gathering patterns
relate to existing clinical and pedagogical practices and vary
across clinical contexts.
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Abstract

Background: With the rapid development of information technology and web-based communities, a growing number of patients
choose to consult physicians in online health communities (OHCs) for information and treatment. Although extant research has
primarily discussed factors that influence the consulting choices of OHC patients, there is still a lack of research on the effects
of log-in behaviors and web reviews on patient consultation.

Objective: This study aims to explore the impact of physicians’ log-in behavior and web reviews on patient consultation.

Methods: We conducted a longitudinal study to examine the effects of physicians’ log-in behaviors and web reviews on patient
consultation by analyzing short-panel data from 911 physicians over five periods in a Chinese OHC.

Results: The results showed that the physician’s log-in behavior had a positive effect on patient consultation. The maximum
number of days with no log-ins for a physician should be 20. The two web signals (log-in behavior and web reviews) had no
complementary relationship. Moreover, the offline signal (ie, offline status) has different moderating effects on the two web
signals, positively moderating the relationship between web reviews and patient consultation.

Conclusions: Our study contributes to the eHealth literature and advances the understanding of physicians’web-based behaviors.
This study also provides practical implications, showing that physicians’ log-in behavior alone can affect patient consultation
rather than complementing web reviews.

(J Med Internet Res 2021;23(6):e25367)   doi:10.2196/25367

KEYWORDS

online health communities; digital health; patient consultation; log-in behavior; web reviews; offline status

Introduction

Background
With the development of Health 2.0 technologies, the number
of people using the internet to meet their health-related needs
is increasing [1]. Online health communities (OHCs) have
become prevalent in recent years, and research has focused on
two of them: web-based physician-patient communities and
web-based patient communities. A web-based physician-patient
community is a platform that connects physicians with patients
where patients can consult physicians on health issues and
disease treatments anytime and anywhere. The object of this

study is this kind of OHC, namely, the web-based
physician-patient community.

Unlike other types of services, health care services have several
characteristics. First, the disease of each patient is unique [2].
Second, life and death matter [3]. Third, serious information
asymmetry exists between physicians and patients [4]. The
choice of an appropriate physician has always been the focus
of research in the health care field. The emergence of OHCs
has effectively alleviated the problem of information asymmetry
between physicians and patients. Unlike traditional health care
services, OHCs give patients the opportunity to review the
abundant amount of information about various physicians and
then use this information to choose the physician whom they
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want to consult [5]. Although numerous studies have explored
the factors that influence patients’ choices of consulting [5-14],
they are not the only ones; thus, more research is needed.

As health care service providers, physicians’ web behaviors,
such as knowledge-sharing behaviors [9], interactions with
patients [5,6], and written and telephone consultations [13],
provide important information when patients make consulting
choices. However, for physicians, the premise of providing
web-based health care services and conducting these behaviors
involves logging into their accounts of the OHC. As physicians
work full time in hospitals or clinics [14], they can only use
off-duty hours to provide web-based services [15], which
suggests that there are different log-in patterns in OHCs.
Web-based behaviors reflect the degree of the physician’s
activeness and effort, as well as the quality of the service process
[5,6,14,16]. In addition, as one kind of information generated
by patients who have experienced health care services, web
reviews can reflect the service outcome [14,16] and influence
patients to make consulting choices [8-10]. The assessment of
service quality should focus on both the outcome and delivery
process they receive [17]. Log-in behavior and web reviews
were evaluated in this study. Therefore, whether log-in behavior
is related to patient consultation and its relationship with web
reviews is worth studying.

As a web-based health platform may provide multiple signaling
mechanisms simultaneously [18], there are multiple signals that
influence patient consultation. This study focuses on both
web-based and offline signals. According to the signaling theory
[19], which indicates how the information receiver interprets
signals along with information from the sender, log-in behaviors
and web reviews can be considered as two web signals provided
by a physician to assist patients in making consulting choices
[6,11,20]. In addition, considering that people live in a mixed
environment comprising web-based and offline worlds, the

status of a physician’s offline world (ie, offline status) as an
offline signal may affect the relationship between web signals
and patient consultation.

The objective of this study is to investigate how a physician’s
log-in behavior and web reviews affect patients’ choices for
consultation using data from a Chinese OHC. The main research
questions are as follows:

1. How does a physician’s log-in behavior affect patient
consultation in OHCs?

2. How does a physician’s log-in behavior and web reviews
complement each other in affecting patient consultation?

3. How does the offline status of physicians moderate the
effects of web signals (ie, log-in behavior and web reviews)
on patient consultation?

To answer these three research questions, we collected data
from 911 physicians over five periods and proposed a research
model based on the signaling theory.

Related Research
With the development of information technologies, many
physicians and patients are using OHCs. An OHC is a web-based
community that presents a medical ecosystem, including patients
and physicians, and is a core communication platform wherein
patients can obtain physicians’ web-based services, knowledge
about diseases, and emotional support [20,21]. As health care
service characteristics [2-4], the patient’s choice of an
appropriate physician for health care consultation has been the
focus of research in the health care field. Table 1 summarizes
the studies on patient consultation with OHCs. Although there
are many factors that influence patients’ choices of consulting
[5-14], not all of them have been studied. More research is
needed to better understand how information affects patient
consultation in OHCs.

Table 1. Studies of patient consultation in online health communities.

Influencing factorsTheoryStudy

The number of current patients who repeatedly interact with the physician,
voting heating, service star, disease knowledge, and disease risk

ELMaCao et al [5]

Physician effort and web reputationN/AbDeng et al [6]

Technical quality, interpersonal quality, votes, high-privacy disease, and
private doctor service

ELMLi et al [7]

Web-based rating and activenessN/ALi et al [9]

Technical skills, interpersonal skills, and genderN/ALi et al [8]

The physician’s web reputation and offline reputation; the hospital’s web
reputation and offline reputation

Signaling theoryLiu et al [11]

Web-based service reviews, offline service reviews, and disease riskN/ALiu et al [10]

Technical quality, functional quality, and disease riskService quality theoryLu and Wu [12]

Written consultation, telephone consultation, and doctor reputationN/AWu and Lu [13]

System-generated information and patient-generated informationSignaling theoryYang et al [14]

aELM: elaboration likelihood model.
bN/A: not applicable.
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An OHC is a web-based platform wherein physicians can
provide more types of health care services than offline hospitals
or clinics [22], such as network consultation, phone consultation,
and appointment registration. Furthermore, physicians can
update their personal information, publish articles, respond to
consultations, and manage patients. In the literature, many
scholars have investigated physicians’ web-based behaviors,
such as knowledge-sharing behaviors [9,23,24], interactions
with patients [5,6], written and telephone consultations [13],
and contribution behaviors [25-27].

Although several web-based behaviors of physicians have been
studied, not all of them have been evaluated. Log-in behavior
is a web-based behavior of physicians that involves launching
profile home pages in health websites and logging into their
accounts. Log-in behavior is the first step for physicians to
participate in OHCs and conduct other web-based behaviors.
Many physicians offer services in both OHCs and hospitals or
clinics. Owing to the heavy workload at hospitals or clinics
(offline services), they can only use their spare time to provide
patients with web-based services [15]. Thus, physicians have
unique log-in behaviors. Previous research has shown that
information about physicians’ web-based behaviors is an
important factor influencing patients’ consultation choices
[5,6,13]. However, less attention has been paid to log-in
behaviors in OHCs. Therefore, the aim of this study is to explore
physicians’ log-in behaviors and their roles in OHC consulting
choices.

Research Model and Hypotheses

Signaling Theory
The signaling theory is used to describe the behaviors of two
parties (individuals or organizations) when accessing different
information and has been applied in studies of investment
decisions, entrepreneur-investor relationships [4], and web-based
social trading [28]. The primary parties in the signaling theory
include signalers and receivers as well as the signal itself. A
signaler sends signals to the receiver to reflect quality [19]. The
receiver evaluates the quality of the signaler and acts. As the
two parties hold different amounts and levels of information,
significant information asymmetry exists between the signalers
and receivers [29]. Hence, the signal conveyed by signalers
affects the degree of information asymmetry and can affect the
receivers’ behaviors.

Parties in OHCs include physicians and patients. Patients are
at a disadvantage, as they must rely on physicians to provide
health care services [30]. Physicians, as signalers, can provide
information (eg, titles, workplaces, web-based behaviors, or
reviews) to receivers (patients) [11], which can help patients
choose physicians to serve their needs. Referring to past studies
[11,14], this study used the signaling theory to explain the
effects of log-in behavior and web reviews on patient
consultation choices.

Log-in Behavior and Web Reviews
For patients, web-based behavior is often an important factor
in choosing a physician. On the one hand, web-based behavior
indicates the level of active participation that stems from internet
motivation within the web-based community. Activeness has a

certain influence on the number of patient consultations [9]. On
the other hand, web-based behavior is a positive indicator of a
physician’s effort and popularity. Patients can gain insight into
a physician’s past efforts through web-based behaviors, which
may influence their attitudes toward the physician, thereby
influencing the likelihood of selecting that physician [6]. Most
importantly, physicians’ web-based behaviors are important
cues for evaluating service process quality [14,16]. Combined
with health care service characteristics [2-4], patients prefer to
choose physicians who can provide a high-quality service
process.

As the web-based behavior of a physician, log-in behavior
reflects the degree of active participation in the OHC and the
physician’s efforts. Given that a physician may log in many
times each day to check for new messages, log-in is the basis
for any active actions for physicians in OHCs. Li et al [31]
believed that log-in behavior belongs to the central working
sphere, and log-in patterns could indicate a physician’s central
efforts related to the work, as well as the physician’s attitude
toward service provision, participation degree, and
responsibility. Bitner et al [32] revealed that customers’
perceptions of service depend on service providers’ efforts, and
their behaviors will raise the purchase intentions or continuous
purchase intentions of customers [33], thus having a positive
effect on marketing sales or organizational performance [34].
Physicians as providers of web-based health care services also
apply to this phenomenon [9]. On the one hand, physicians with
a higher-frequency log-in are more likely to make more
task-related efforts to attract a greater number of patients, and
subsequent patients would consider this for references. On the
other hand, a higher-frequency log-in appears to be more
responsive and involved than others [35], with those physicians
logging in more frequently being more likely to ensure
timeliness in service delivery, leading to attracting more patients.
Therefore, the following hypothesis is proposed:

Hypothesis 1: a physician’s log-in behavior has a
positive effect on patient consultation.

Web reviews are a particular type of user-generated content or
electronic word-of-mouth, are the most important information
source in customers’ decision-making processes [36], and are
deemed more successful in influencing customer behaviors than
traditional marketing, information provided by products or
service providers, or promotion messages from third-party
websites [37-39].

OHCs provide a feedback channel where patients can express
their views on the physician’s service and share treatment
experiences on the web. This information can help patients
understand a physician’s service quality at a minimal cost. In
OHCs, web reviews are generated by patients who have
experienced health care services. The more web reviews about
a physician presented in the OHC, the more patients have
selected the physician for consultation [16]. The web reviews
generated by patients with similar experiences are more
objective and credible signals than traditional information from
acquaintances [40], which can increase other patients’ trust in
the physician and reduce perceived risks [41]. Web reviews are
signals that reflect a physician’s service outcome [14,16].
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Positive web reviews mean a higher outcome quality of the
physician, which has been shown to influence patients to make
consulting choices [5,8,9,12,14].

The coexistence of log-in behavior and web reviews may
complement each other in driving patient consultation. As
service is delivered via the interaction between the service
provider and the receiver, the assessment of service quality
includes not only the delivery process but also the outcome [17].
As per the preceding discussion, log-in behavior may send web
signals reflecting the service delivery process from the
physicians themselves. A physician with a positive log-in
behavior is usually associated with a positive attitude toward
the consultation service. Furthermore, web reviews send another
web signal from patients who have visited the physician before,
which represents the service outcome. A physician with positive
web reviews is usually associated with positive outcome quality.
On the basis of the characteristics of health care services [2-4],
patients judging a physician rely on two types of web signals:
service process quality (ie, log-in behavior) and service outcome
quality (ie, web reviews). Physicians with both high outcome
quality and process quality are scarce resources [18], and the
demand of these physicians on the platform should be large, so
a large number of patients choose these patients. As a result,
log-in behavior and web reviews should complement each other.
From the preceding discussion, we propose the following
hypothesis:

Hypothesis 2: a physician’s log-in behavior and web
reviews have a complementary relationship that
affects patient consultation.

Moderating Effect of Offline Status
Offline status reflects a physician’s abilities and performance
in providing health care services in hospitals or clinics [11,13],
referring to a physician’s career titles, ranking, and position in

the hospital [11,42]. Such information can help patients evaluate
a physician’s offline competence [9].

In traditional health care services, patients can only judge a
physician’s ability through limited information. In the case of
other factors being considered to be the same, patients tend to
choose physicians with a higher status or professional titles
[18]. To a certain extent, physicians with a high-level offline
status might have a heavy workload but not enough time to
contribute via the internet [18]. For this reason, the log-in
behaviors of physicians with high-level offline statuses have a
weaker impact on patient consultation. Therefore, the following
hypothesis is proposed:

Hypothesis 3: the relationship between log-in
behavior and patient consultation is negatively
moderated by the physician’s offline status.

When patients choose physicians on the web, they rely mostly
on offline and web signals. However, most patients regard
offline signals as more reliable sources and treat web signals as
additional information sources that supplement offline signals.
Status may have a negative moderating effect on web signals
[18]. When a physician has a high status, the offline signal will
be sufficient for patients to make a decision. People are willing
to accept the services of physicians with a high-level status as
credence services instead of considering the service outcome
reflected in web signals [25]. As physicians with high-level
statuses may attract more patients, the effect of web reviews on
patient consultation will be weakened. Hence, the following
hypothesis is proposed:

Hypothesis 4: the relationship between web reviews
and patient consultation is negatively moderated by
a physician’s offline status.

The research model is shown in Figure 1.

Figure 1. Research model.

Methods

Research Context and Data Collection
The data used in this study were collected from Good Physician
Online, which is one of the most popular and professional OHCs
in China. It was founded in 2006 and, currently, more than 8000

hospitals and 500,000 physicians’ information is presented on
this website. Studying such a large and popular OHC can
increase the generality of the results. Moreover, physicians
registered on the Good Physician Online website have a profile
home page, which contains information, such as physicians’
background (name, medical title, academic title, hospital
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department, specialty, brief introduction, etc), patients’ reviews,
and information about web-based services. The information in
a physician’s profile home page is considerable and can help

patients understand the physician and make a decision. Figure
2 shows an example of physician information shown on the
OHC.

Figure 2. An example of physician information in online health communities.

To reduce the influence of disease types, we only included
physicians who treated patients with coronary heart disease as
our sample. Using web crawler technology, we collected data
from February 2019 to July 2019 (once every month during
these six periods), which covered public information of hospitals
and physicians presented on this website. We designed a
longitudinal study to investigate whether a physician’s log-in

behavior and web reviews would change patient consultation
choices. The data collection process is illustrated in Figure 3.
After deletion of invalid data, short-panel data from 911
physicians over five periods were obtained for a total of 4555
physician data points. These physicians were currently active
on the website, and the most recent log-in time was within 1
month.
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Figure 3. Data collection and processing.

Variable Measurement
Table 2 presents the variable description. The dependent variable
in this study was patient consultation. We used the number of
patients before time t as a proxy for patient consultation, in
accordance with previous research [5,14]. The number of

patients included those who only consulted via the internet and
those who consulted again after offline consultation. This study
used the difference between the two periods as the dependent
variable to reduce the causal relationship between the dependent
and independent variables.

Table 2. Variable description.

ProxyDescriptionVariables

Dependent variable

PatientsPatients evaluate the information about a physician and
make the decision to consult online.

Patient consultation

Independent variable

Last web dateOne kind of online behavior that a physician launches his
profile home page and log-ins his accounts.

Log-in behavior

Thank-you lettersPositive reviews written by patients who have experienced
a physician's health care service.

Positive web reviews

Moderating variable

Medical title, academic title,
or hospital ranking

The offline prestige of a physician in the career.Offline status

Control variable

GenderThe gender of a physician, 0 is male, 1 is female.Gender

Usage yearsThe number of years that a physician using the OHCa.Usage years

VisitsThe number of patients for visiting a physician’s profile
home page.

Visits

ArticlesThe number of articles that a physician post on his or her
profile home page.

Articles

Service starsThe number of service stars displayed on a physician’s
profile home page.

Service stars

Written consultationOne type of online service. If a physician provided online
written service, then 1; If not provided then 0.

Written consultation

Phone consultationOne type of online service. If a physician provided online
phone service, then 1; If not provided then 0.

Phone consultation

aOHC: online health community.

The independent variables included physician’s log-in behavior
and positive web reviews. In this study, log-in behavior was
measured by the last date a physician was on the web at time t.
If the physician logged in today, the log-in behavior is marked
as 30; if the last on the web date is 30 days ago, the log-in

behavior is marked as 0. The values are decremented
individually. Figure 4 shows the frequency statistics of
physicians’ log-in behaviors over five periods. It can be seen
that physicians’ log-in patterns are different, and it is worth
studying.
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Figure 4. The frequency of physicians’ log-in behaviors in online health communities.

After the web-based consultation on the Good Physician Online
website, patients can express their satisfaction or dissatisfaction
with the physician’s service by sharing their treatment
experience and writing a thank-you letter. The difference
between a treatment experience and a thank-you letter is that
the latter is a positive web review, and the patient who chooses
to write a thank-you letter is definitely satisfied with the
physician’s service. Referring to previous research [14,27], we
used the number of thank-you letters a physician received from
patients at time t to measure the physician’s positive web
reviews.

The moderating variable in our research model is offline status,
which mainly reflects the offline prestige in the physician’s
career. According to previous research [27,42], we used the
physician’s occupational title ranking and hospital standing at
time t as a proxy for physicians’ offline status. A physician’s
occupational title indicates the duties of a physician in a hospital,
which is a manifestation of the physician’s professional
expertise, health knowledge, and experience. A physician’s
occupational title ranking includes medical title (chief physician,
deputy chief physician, attending physician, and resident
physician, coded from 4 to 1) and academic title (professor,
deputy professor, and lecturer, coded from 3 to 1). Hospital
standing can reflect an advantage in human capital, experience,
health facilities, and technology, which is ranked as 3, 2, and
1. According to the methodology of previous research [43], this
study integrated three variables to represent offline status. We
standardized three variables by subtracting the means and

dividing by the SEs, as shown in equation (1). Thus, the offline
status of a physician was measured using equation (2).

Offline status = STD [STD (medical title) + STD
(academic title) + STD (hospital ranking)] (2)

The control variables included the physician’s gender, usage
years, number of visits, articles, service stars, written
consultation, and phone consultation provided before time t.
This information about the physician has been shown to be
relevant to patients making consulting choices [5,7-9,13,14].
Gender is coded with “0” for male and “1” for female. Usage
years are measured by the difference between the launching
time of a physician’s personal website and time t. The number
of visits, articles, and service stars is the information displayed
on the physician’s profile home page before time t. Written
consultation and phone consultation are two important types of
services that physicians can provide on the Good Physician
Online website. As the distributions of visits and articles are
nonnormal, ln (x+1) transformations were also used for them.

Results

Descriptive Statistics and Correlation Results
Tables 3 and 4 show the descriptive statistics and correlations
of variables, respectively. As shown in Table 4, log-in behavior
is positively correlated with patient consultation and positive
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web reviews, and the β coefficients were .169 and .219,
respectively. Log-in behavior and web reviews have positive

correlations with offline status, with β coefficients of .047 and
.284, respectively.

Table 3. Descriptive statistics of variables (n=4555).

ValuesVariables

MaxMinMean (SD)

100.157 (0.364)Gender

11.34005.127 (3.176)Usage years

1.80e+0727718,657.100 (1,780,896.000)Visits

1314018.704 (72.534)Articles

500.818 (1.217)Service stars

100.503 (0.500)Written consultation

100.643 (0.479)Phone consultation

30028.025 (4.105)Last web-based date

1606038.225 (93.953)Thank-you letters

403.095 (0.850)Medical title

301.186 (1.241)Academic title

302.940 (0.351)Hospital ranking

678018.013 (38.372)Patients

Table 4. Correlations of variables (n=4555).

Consulta-
tion

StatusReviewsLog-in
behavior

Phone
consulta-
tion

Written
consulta-
tion

Service
stars

ln(Arti-
cles+1)

ln(Vis-
its+1)

Usage
years

GenderVariables

——————————a1Gender

—————————1−0.056Usage years

————————10.717−0.068ln(Visits+1)

———————10.5020.321−0.150ln(Articles+1)

——————10.1880.2230.082−0.041Service stars

—————1−0.068−0.148−0.203−0.1180.021Written consul-
tation

————10.750−0.088−0.195−0.268−0.1520.037Phone consulta-
tion

———1−0.037−0.0390.2590.1090.1310.066−0.035Log-in behavior

——10.219−0.174−0.1280.4980.2920.6470.448−0.088Reviews

—10.2840.047−0.050−0.0290.0970.1170.3880.4430.148Status

10.1680.4550.169−0.048−0.0200.5620.2100.2880.125−0.032Consultation

aNot applicable.

Estimation Model
As can be seen from Table 3, the dependent variables (patients)
were nonnegative integers and their variance was greater than
the mean; therefore, the negative binomial regression model
was suitable for this study. The negative binominal probability
function is as shown in equation (3), which has two parameters,
θ and λ. Parameter θ captures overdispersion in the data, and
parameter λ is the expected value of the distribution.

To test the hypotheses, the negative binomial regression model
with fixed effects is explicitly expressed as shown in equation
(4).

△Patient consultation = Patient consultationi,t+1 −
Patient consultationi,t

= α0 + α1Genderi + α2Usage yearsi,t + α3ln(Visitsi,t

+ 1) + α4ln(Articlesi,t + 1) + α5Service starsi,t +
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α6Written consultationi,t + α7Phone consulatationi,t

+ α8Log-in behaviori,t + α9Positive web reviewsi,t +
α10Service starsi,t × Positive web reviewsi,t +
α11Offline statusi,t + α12Log-in behaviori,t × Offline
statusi,t + α13Positive web reviewsi,t × Offline statusi,t

+ εi,t(4)

Let i=1, 2, 3,..., n be the index of physicians. For equation (4),
α0 to α13 are the parameters to be estimated.

Regression Results
This study estimated the models using STATA software version

15.0 (StataCorp). The result of the Hausman test (χ2
14=534.0;

P<.001) indicated that the fixed effects model was suitable for
this study. Table 5 shows the results of the fixed effects model
hierarchically. Model 1 contains only constant and control
variables, and model 2-model 5 add independent variables and
interaction terms.

Table 5. Regression results (fixed effects model).

Model 5Model 4Model 3Model 2Model 1Variable

P valueα (SE)P valueα (SE)P valueα (SE)P valueα (SE)P valueαa (SE)

.42−.280
(0.347)

.003−1.074
(0.357)

.02−1.059
(0.474)

<.001−1.449
(0.344)

.002−1.005
(0.324)

Constant

.001−.338
(0.100)

<.001−.367
(0.101)

.01−.241
(0.097)

.007−.266
(0.098)

.006−.269
(0.098)

Gender

.32.016 (0.017).37.015 (0.017).03.035 (0.016).04.033 (0.016).04.034 (0.016)Usage years

.002.110 (0.036)<.001.176 (0.031)<.001.135 (0.036)<.001.199 (0.031)<.001.199 (0.031)ln(Visits+1)

<.001−.106
(0.027)

<.001−.118
(0.027)

<.001−.110
(0.027)

<.001−.126
(0.027)

<.001−.126
(0.027)

ln(Articles+1)

<.001.106 (0.015)<.001.111 (0.015)<.001.101 (0.015)<.001.112 (0.015)<.001.118 (0.015)Service stars

.001.104 (0.030).001.107 (0.031).001.106 (0.031).001.106 (0.031).001.104 (0.086)Written consultation

<.001−.319
(0.085)

<.001−.323
(0.087)

<.001−.303
(0.085)

<.001−.311
(0.086)

<.001−.302
(0.086)

Phone consultation

——<.001.016 (0.004).20.014 (0.011)<.001.016 (0.004)——bLog-in behavior

.001.128 (0.037)——.39.105 (0.122)————Positive reviewsc

————.86.001 (0.004)————Log-in behavior×pos-
itive reviews

.80−.023
(0.088)

.12.220 (0.142)——————Offline status

——.80−.001
(0.005)

——————Log-in behavior×of-
fline status

.009.070 (0.027)————————Positive reviews×of-
fline status

—−9329.970—−9331.336—−9336.253—−9341.811—−9349.410Log likelihood

—334.1 (10)—317.9 (10)—311.9 (10)—296.0 (8)—282.6 (7)Wald chi-square (df)

—<.001—<.001—<.001—<.001—<.001P value

aCoefficient of the variable.
bNot applicable.
cPositive reviews: positive web reviews.

From model 2, the coefficient of log-in behavior (α=.016;
P<.001) is positive and statistically significant, which supports
hypothesis 1. The effects of log-in behavior on patient
consultation are shown in Figure 5. As the number of log-in
behaviors increases, the number of △patient consultation

increases. When log-in behavior was less than 10 or 15,
△patient consultation was 0 or <0. A comprehensive view of
the regression lines of the five periods shows that the value of
log-in behavior is ≤10, with the lowest number of patients
making consulting choices.
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Figure 5. The effect of log-in behavior and patient consultation on online health communities.

The results of model 3 show that the interaction between log-in
behavior and web reviews (α=.001) is positive but not
significant. This finding suggests that log-in behavior and web
reviews do not have a complementary relationship that affects
patient consultation. Therefore, hypothesis 2 is not supported.

The results of model 4 show that the interaction between log-in
behavior and offline status (α=−.001) is negative but not
significant. This means that the relationship between a
physician’s log-in behavior and patient consultation is not
negatively moderated by offline status. Therefore, hypothesis
3 is contradicted.

The results of model 5 show that the interaction between web
reviews and offline status (α=.070; P=.009) is positive and
significant. This finding means that the effect of web reviews
on patient consultation is stronger for physicians with a high
status. Therefore, hypothesis 4 is contradicted.

Robustness Check
This study added the time effect to the estimation model,
equation (5), and used the two-way fixed effects model to
recheck the robustness of the results. Time is defined as a

dummy variable, and t1 (February 2019) is used as the base
period. The new estimation model is shown in equation (5).
Table 6 shows the results of the robustness check, which are
consistent with the results of the previous model (Table 5). In
addition, the joint significance of the time dummy variable was
tested, and it was confirmed that the time effect should be
included in the estimation model. The robustness check results
suggest that hypothesis 1 is supported.

△Patient consultation = Patient consultationi,t+1 −
Patient consultationi,t

= β0 + β1Genderi + β2Usage yearsi,t + β3ln(Visitsi,t +
1) + β4ln(Articlesi,t + 1) + β5Service starsi,t +
β6Written consultationi,t + β7Phone consulatationi,t

+ β8Log-in behaviori,t + β9Positive web reviewsi,t +
β10Service starsi,t × Positive web reviewsi,t +
β11Offline statusi,t + β12Log-in behaviori,t × Offline
statusi,t + β13Positive web reviewsi,t × Offline statusi,t

+ β14t2 + β15t3 + β16t4 + β17t5 + εi,t(5)

Let i=1, 2, 3,..., n be the index of physicians. For equation (5),
β0 to β17 were the parameters to be estimated.
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Table 6. Robustness check (fixed effects model).

Model 5Model 4Model 3Model 2Model 1Variable

P valueβ (SE)P valueβ (SE)P valueβ (SE)P valueβ (SE)P valueβa (SE)

.69.141 (0.356).009−.966
(0.368)

.11−.736
(0.466)

<.001−1.283
(0.356)

.008−.896
(0.338)

Constant

.001−.329
(0.101)

<.001−.392
(0.104)

.02−.236
(0.098)

.003−.294
(0.100)

.003−.298
(0.101)

Gender

.002.055 (0.018).01.046 (0.018)<.001.072 (0.017)<.001.065 (0.018)<.001.067 (0.018)Usage years

.10.062 (0.038)<.001.200 (0.033).02.084 (0.038)<.001.220 (0.032)<.001.219 (0.032)ln(Visits+1)

.049−.056
(0.029)

.006−.081
(0.029)

.049−.056
(0.028)

.002−.090
(0.029)

.002−.090
(0.029)

ln(Articles+1)

<.001.112 (0.014)<.001.128 (0.014)<.001.109 (0.014)<.001.128 (0.014)<.001.133 (0.014)Service stars

.98−.001
(0.038)

.97−.001
(0.040)

.98.001 (0.039).94.003 (0.040).96.002 (0.040)Written consul-
tation

.04−.196
(0.093)

.04−.202
(0.097)

.06−.178
(0.094)

.04−.197
(0.096)

.06−.185
(0.096)

Phone consul-
tation

N/AN/A<.001.015 (0.004).06.020 (0.010).001.014 (0.004)N/AN/AbLog-in behav-
ior

<.001.278 (0.040)N/AN/A.002.346 (0.114)N/AN/AN/AN/APositive re-

viewsc

N/AN/AN/AN/A.46−.003
(0.004)

N/AN/AN/AN/ALog-in behav-
ior×positive
reviews

.13−.141
(0.092)

.03.294 (0.135)N/AN/AN/AN/AN/AN/AOffline status

N/AN/A.36−.004
(0.004)

N/AN/AN/AN/AN/AN/ALog-in behav-
ior×offline
status

<.001.109 (0.028)N/AN/AN/AN/AN/AN/AN/AN/APositive re-
views×offline
status

T

<.001−.390
(0.023)

<.001−.392
(0.024)

<.001−.389
(0.024)

<.001−.391
(0.024)

<.001−.391
(0.024)

2

<.001−.451
(0.031)

<.001−.444
(0.033)

<.001−.452
(0.032)

<.001−.442
(0.033)

<.001−.443
(0.033)

3

<.001−.467
(0.024)

<.001−.451
(0.025)

<.001−.472
(0.024)

<.001−.456
(0.025)

<.001−.461
(0.025)

4

<.001−0.552
(0.024)

<.001−.530
(0.025)

<.001−.560
(0.025)

<.001−.537
(0.025)

<.001−.540
(0.025)

5

N/A−9064.380N/A−9087.928N/A−9075.380N/A−9096.944N/A−9103.221Log likelihood

N/A1161.3 (14)N/A1040.8 (14)N/A1103.6 (14)N/A1015.4 (12)N/A1001.0 (11)Wald chi-
square (df)

N/A<.001N/A<.001N/A<.001N/A<.001N/A<.001P value

aCoefficient of the variable.
bN/A: not applicable.
cPositive reviews: positive web reviews.
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Discussion

Principal Findings
In contrast to previous studies on physicians’ web-based
behaviors, our research focused on log-in behavior and found
that it had a positive effect on patient consultation. The results
were consistent with those of Li et al [31], who believed that
physicians with higher-frequency log-ins are more likely to
attract patients, because they seem to be more responsible and
have a timely service process. The results also indicated that
physicians’ web-based behaviors positively influence patients’
consulting choices [6,9,13], including log-in behavior. Our
research also found that when a physician did not log in to the
OHC for more than 20 days, the number of patients who chose
them was small, even 0.

Our research used web reviews generated by patients after
receiving health care services as a web signal to represent
service outcomes. Our research found that a physician’s log-in
behavior and web reviews did not have a complementary
relationship in affecting patient consultation, which was different
from the findings of previous research on service quality [12,14].
On the one hand, it may be that log-in behavior and web reviews
have separate effects on patient consultation, and patients do
not consider both. On the other hand, although log-in behavior
is a web-based behavior, it may not be directly related to the
delivery process of a physician’s response to consultation.

Patients mostly rely on both offline and web signals to choose
a physician. This study found that web reviews were positively
moderated by offline status. This is inconsistent with the
findings of previous research, which suggests that web signals
should be negatively moderated by offline signals [18].
However, offline status cannot moderate log-in behavior. A
possible explanation is that most patients view offline signals
as a more reliable source than web signals. Compared with the
degree of initiative and effort, offline prestige (ie, offline status)
in a physician’s career can better reflect the service outcome
quality.

Theoretical Implications
This study offers theoretical contributions in the following ways.
First, previous studies have explored the influencing factors
related to patients’ consultation choices, including some
web-based behaviors of physicians, such as publishing articles,
providing written consultation, and phone consultation.
However, the literature on the role of physicians’ log-in behavior
is inadequate. Logging is the central working sphere and is the
first step for a physician to provide health care services. Log-in
behavior represents the central effort, activeness, and service
process quality. Our research found that log-in behavior could
influence patients’ consulting choices. This finding extends the
understanding of physicians’ web-based behaviors and may
also be used in other service fields.

Second, although some signaling literature in the context of
eHealth has discussed web reviews, no research considers web
reviews as service outcomes with the log-in behavior of
physicians. However, this study found that log-in behavior and
web reviews did not have a complementary relationship that

affected patient consultation. Therefore, these findings
contribute to research on patient consultation in OHCs.

Third, a clear distinction exists between web and offline signals.
This study investigated the main effects of web signals (log-in
behavior and web reviews) and their interactions with offline
signals (offline status). The results revealed that the moderating
effects of offline status on these two signals were different.
From this perspective, this study extended the understanding
of multiple signal interactions.

Implications for Practice
This study has several practical implications. First, for health
care service providers, our evidence-based research demonstrates
that log-in behavior is also an important factor in influencing
patients’ choice of consultation. Apart from other web-based
behaviors, patients can judge a physician’s activeness, efforts,
and service process quality by relying on their log-in behavior.
Physicians should value their web-based behaviors and log in
to OHCs proactively, transmitting signals of active participation
and timely responses to patients. Furthermore, operators of
OHCs should pay attention to physicians’ log-in issues. The
more actively physicians participate in web-based platforms,
the more successful the OHCs will be.

Second, the results show that log-in behavior and web reviews
do not have a complementary relationship that affects patient
consultation. Physicians should distinguish between log-in
behavior and other web-based behaviors. Although web-based
behaviors can reflect a physician’s activeness and effort, there
may be differences in service process quality.

Third, the results show that multiple signals from different
signaling mechanisms affect patient consultation. Offline signals
can have positive moderating effects on web signals. Hence,
physicians should value the impacts of both web-based and
offline service quality, and offline service quality is more
credible than web-based service quality for patients.

Limitations and Future Research
This study has certain limitations. First, this study used physician
data from only one OHC and one disease type. However,
interpretation of the results may be limited. Therefore, it is
necessary to collect data from physicians with various expertise
on different platforms simultaneously to further verify the
research model. Second, the study used the physician’s last date
displayed on the web on the day of crawling data to measure
log-in behavior, which has certain limitations. In future research,
we could measure log-in behavior through other methods, such
as counting physicians’ log-in times within a month. Third, the
control variables selected in this study may have ignored some
important variables, especially those related to patients. As
websites tend to obscure customer names to protect privacy, it
is difficult to obtain these data from the website.

Conclusions
Drawing on the signaling theory, this study explores the effects
of physicians’ log-in behavior and web reviews on patient
consultation in OHCs. This study hypothesized that two signals
(ie, log-in behavior and web reviews) and their interaction affect
patients’ consultation choices, and the relationships between
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web signals and patient consultation were moderated by offline
signals (ie, offline status). Short-panel data over five periods
were used to test these hypotheses. Our research found that a
physician’s log-in behavior positively affects patient
consultation, and a physician’s no–log-in days should be no

more than 20 days. Log-in behavior and web reviews had no
complementary relationship that affects patient consultation.
Furthermore, offline status could only positively moderate web
reviews instead of log-in behavior.
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Abstract

Background: Automated insulin delivery (AID) systems have been shown to be safe and effective in reducing hyperglycemia
and hypoglycemia but are not universally available, accessible, or affordable. Therefore, user-driven open-source AID systems
are becoming increasingly popular.

Objective: This study aims to investigate the motivations for which people with diabetes (types 1, 2, and other) or their caregivers
decide to build and use a personalized open-source AID.

Methods: A cross-sectional web-based survey was conducted to assess personal motivations and associated self-reported clinical
outcomes.

Results: Of 897 participants from 35 countries, 80.5% (722) were adults with diabetes and 19.5% (175) were caregivers of
children with diabetes. Primary motivations to commence open-source AID included improving glycemic outcomes (476/509
adults, 93.5%, and 95/100 caregivers, 95%), reducing acute (443/508 adults, 87.2%, and 96/100 caregivers, 96%) and long-term
(421/505 adults, 83.3%, and 91/100 caregivers, 91%) complication risk, interacting less frequently with diabetes technology
(413/509 adults, 81.1%; 86/100 caregivers, 86%), improving their or child’s sleep quality (364/508 adults, 71.6%, and 80/100
caregivers, 80%), increasing their or child’s life expectancy (381/507 adults, 75.1%, and 84/100 caregivers, 84%), lack of
commercially available AID systems (359/507 adults, 70.8%, and 79/99 caregivers, 80%), and unachieved therapy goals with
available therapy options (348/509 adults, 68.4%, and 69/100 caregivers, 69%). Improving their own sleep quality was an almost
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universal motivator for caregivers (94/100, 94%). Significant improvements, independent of age and gender, were observed in
self-reported glycated hemoglobin (HbA1c), 7.14% (SD 1.13%; 54.5 mmol/mol, SD 12.4) to 6.24% (SD 0.64%; 44.7 mmol/mol,
SD 7.0; P<.001), and time in range (62.96%, SD 16.18%, to 80.34%, SD 9.41%; P<.001).

Conclusions: These results highlight the unmet needs of people with diabetes, provide new insights into the evolving phenomenon
of open-source AID technology, and indicate improved clinical outcomes. This study may inform health care professionals and
policy makers about the opportunities provided by open-source AID systems.

International Registered Report Identifier (IRRID): RR2-10.2196/15368

(J Med Internet Res 2021;23(6):e25409)   doi:10.2196/25409

KEYWORDS

diabetes; artificial pancreas; automated insulin delivery; open-source; patient-led; user-led; peer support; online communities;
diabetes technology; digital health; mobile health; medical device regulation; motivation; sleep quality; do-it-yourself

Introduction

Background
Despite significant advances in health care, pharmaceuticals,
and technological developments, type 1 diabetes remains a
challenging chronic condition to manage, impacting life
expectancy and diminishing quality of life [1-3]. Only a small
proportion of people with type 1 diabetes achieve glycated
hemoglobin (HbA1c) levels below 7.0% (58 mmol/mol), as
recommended by therapeutic guidelines to reduce the risk of
long-term diabetes-related complications [4-6]. The complexity
of diabetes self-management bears a high cognitive load and
can cause distress in everyday life, with approximately 40% of
people with type 1 diabetes reporting distress and/or depressive
symptoms, particularly prevalent among adolescents and young
adults [7-10].

In addition to optimizing glucose levels and variability, diabetes
technologies have the potential to ease complex decision making
and thereby reduce the cognitive and emotional burden of
diabetes self-management. The latest advances in diabetes
therapy combine sensors for continuous glucose monitoring
and insulin pumps with computerized control algorithms,
thereby enabling automated adjustments to insulin delivery in
response to the user’s changing glucose levels. Automated
insulin delivery (AID) systems, also known as artificial
pancreas or (hybrid) closed-loop systems, are in various
iterations of development and automaticity. Although a variety
of commercial AID systems are under development, and some
have recently become available in a limited number of countries,
they are not universally available, accessible, or affordable.

To fill in the gap, open-source AID systems, also called
Do-It-Yourself Artificial Pancreas Systems (DIYAPS), have
been created by people with diabetes, in the web-based
community behind the hashtag #WeAreNotWaiting, with
instructions and codes for these systems available freely and
widely via open-source platforms. Although anyone can access
this, each user has to take responsibility to build their individual
system and use it at their own risk. Initial observational studies
have described significant improvements in glycemic outcomes
in smaller cohorts of open-source AID users of all age groups,
including children and adolescents whose caregivers build and
maintain these systems on their behalf [11-15]. Further studies
reported improved sleep quality and uninterrupted sleep, in

particular, reduced burden of diabetes management, increased
confidence in achieving diabetes management goals, increased
energy, and reduced mood swings among open-source AID
users [15]. An in-silico study of the AndroidAPS algorithm
showed similar glycemic improvements and concluded that this
algorithm is both safe and effective [16].

Despite the potential benefits of open-source AID systems, little
is known about the reasons why people with diabetes initially
chose to use this technology. It is important to determine the
lessons to be learned from the #WeAreNotWaiting movement,
especially for stakeholders involved in research and commercial
product development and regulation, such as academia, industry,
health care professionals, governance, and regulatory bodies.

Objectives
As part of the OPEN (Outcomes of Patients’ Evidence with
Novel, Do-it-Yourself Artificial Pancreas Technology) Project,
the aim of this study is to investigate motivational factors for
building, using, and maintaining an open-source AID system
among adults with diabetes (type 1, 2, and others) and caregivers
of children and adolescents with diabetes, as well as their
self-reported clinical outcomes, through a population-based
survey [17].

Methods

Study Design and Participants
From November 2018 to March 2019, we conducted a
web-based, cross-sectional survey titled DIWHY (Multimedia
Appendices 1 and 2). The survey design was created by the
patient-led OPEN consortium [17], in collaboration with
open-source AID users, and piloted by a small number of them
before the final release. The Checklist for Reporting Results of
Internet E-Surveys was used to guide survey development [18].
The survey was approved by the Charité–Universitätsmedizin
Berlin Ethics Committee (EA2/140/18). Participants were
eligible if they were adults (aged >18 years), living with diabetes
(type 1, 2, or other), or being caregivers of a child or an
adolescent with diabetes using an open-source AID system.

Procedures
Participants were invited through public announcements on the
OPEN Project website, in the Facebook groups Looped (>6000
members) and AndroidAPS users (>1800 members, November
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2018), other regional subgroups on Facebook, and by public
posts on Twitter using the hashtags #WeAreNotWaiting and
#DIYAPS. All posts were organic, meaning there was no paid
promotion or targeted advertising of posts on any platform. All
participants gave their consent electronically. Participation was
anonymous and voluntary; no financial or other compensation
was provided. Participants were able to choose between 2
language options (English and German). There was a version
for adults with diabetes and one for caregivers. Data were
collected and managed using secure Research Electronic Data
Capture electronic data capture tools hosted at Charité [19].

Measures
Initial questions focused on demographics, the type of
open-source AID systems used, estimated commencement date,
and 3 HbA1c values each preinitiation and postinitiation of
open-source AID (self-reported for adults; for caregivers, their
child’s). In addition, participants were asked to provide their or
their child’s average time in range (TIR; sensor glucose 70
mg/dL/4.0 mmol/L-180 mg/dL/10.0 mmol/L) before and after
the commencement of open-source AID.

Subsequently, participants’ motivation to build an open-source
AID was assessed with a single question: “What motivated you
to build a Do-It-Yourself Artificial Pancreas system for
yourself? Indicate your level of agreement with each statement.”
A total of 14 fixed-choice statements followed to conclude the
stem “I built a DIYAPS...” (eg, “...to achieve better glycemic
control,” “...to improve my own sleep quality”). For each
statement, a 5-point Likert-type scale was used (fully applies
to does not apply at all). In addition, participants could indicate
further motivational factors using free text.

Quantitative Analysis and Statistical Testing
To ensure the reporting of robust parameters regarding HbA1c

levels, entries with more than one missing HbA1c value either
before or after open-source AID implementation were not
considered in the calculation of arithmetic means, SDs, and
statistical tests related to HbA1c. The reduction in the average
HbA1c levels before and after open-source AID implementation
was assessed using the Wilcoxon signed-rank test (P value
threshold of .05, paired: TRUE, and alternative hypothesis:
greater). Entries not providing TIR values before and after
open-source AID implementation were not considered for the

computation of TIR-related descriptive statistics and testing for
the increased TIR after open-source AID implementation (same
statistical test as for HbA1c, with alternative hypothesis set to
lower). Quantitative analyses were conducted within the R
programming framework (v4.0.2; R Core Team), and the ggplot2
package was used to generate figures.

Content Analysis
Content analysis was performed to analyze responses to
open-ended questions [20]. A total of 3 researchers coded data
and analyzed the responses thematically in 2 rounds. After the
first round, which was open, inductive, and independent, 3 lists
of codes were merged and combined into a final version. The
second round of coding was deductive, and each of the coders
assessed the content according to the final list of codes. The
interrater reliability (percentage agreement for multiple raters)
method was used to calculate the level of agreement between
coders, and the final list of the most frequently discussed codes
was generated [21]. Codes were then compared with assess the
level of similarity, for example, an interrater reliability result
of 100% indicated that all codes generated by individual coders
matched.

Results

Characteristics of the Study Cohort
A total of 1125 individuals participated in the DIWHY survey.
After excluding 25.6% (288/1125) incomplete responses, data
from 897 individuals over 35 countries were analyzed. Detailed
demographic characteristics are shown in Table 1. Participants
were mostly from Europe (691/897, 77%), whereas 14%
(125/897) were from North America, and 9% (78/897) were
from other continents. Most adults (599/722, 82.9%) and
caregivers (153/175, 87.4%) had a university degree or higher.
Of the respondents, 26% (236/897) had a professional
background in information technology and 19% (170/897) in
biomedicine or health care. Furthermore, 82% (736/897) of the
participants reported out-of-pocket expenses, with an average
of US $530 and a maximum of US $1000 per year. In both
groups, various types of open-source AID systems were used
regularly, with Loop being the most popular system in North
America and AndroidAPS being the most frequently used
system in Europe. Otherwise, the geographical location and
household income did not indicate any specific patterns.
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Table 1. Participants’ demographic and self-reported clinical characteristics.

Total (N=897)Adults (n=722)Children and adolescents
(n=175)

Participant demographics

People with diabetes, gender, n (%)

394 (43.8)311 (43)83 (47.4)Female

503 (55.9)411 (56.8)92 (52.6)Male

2 (0.2)2 (0.3)0 (0)Other

35.6 (16.7)41.8 (11.8)9.7 (4.0)People with diabetes, average age, years (SD)

Type of diabetes, n (%)

888 (98.9)714 (98.9)174 (99.4)Type 1

4 (0.4)4 (0.6)0 (0)Type 2

5 (0.6)4 (0.6)1 (0.6)Other

21.4 (14.4)25.2 (13.3)5.1 (3.9)Average duration of diabetes, years (SD)

10.1 (17.6)10.0 (19.1)10.3 (10.0)Average duration of open-source AIDa use, mean (SD)

Type of open-source AID used regularly, n (%)

146 (18.8)104 (16.6)42 (28.4)OpenAPS

451 (58.2)380 (60.6)71 (48)AndroidAPS

221 (28.5)179 (28.5)42 (28.4)Loop

44 (5.7)39 (5)5 (3.4)Otherb

Region, country of residence, n (%)

691 (76.9)561 (77.6)130 (74.3)Europe

26 (2.9)23 (3.2)3 (1.7)Austria

16 (1.8)7 (1)9 (5.1)Bulgaria

21 (2.3)9 (1.2)12 (6.9)Czech Republic

18 (2)10 (1.4)8 (4.6)Finland

409 (45.5)363 (50.2)46 (26.3)Germany

10 (1.1)10 (1.4)0 (0)The Netherlands

14 (1.6)11 (1.5)3 (1.7)Spain

11 (1.2)3 (0.4)8 (4.6)Sweden

122 (13.6)99 (13.7)23 (13.1)The United Kingdom

49 (5.5)35 (4.8)14 (8)Otherc

125 (13.4)104 (13.9)21 (12)North America

23 (2.6)18 (2.5)5 (2.9)Canada

102 (11.3)86 (11.9)16 (9.1)The United States

26 (2.9)14 (2.9)12 (6.9)Asia

22 (2.4)10 (1.4)12 (6.9)South Korea

4 (0.4)4 (0.4)0 (0)Othersd

51 (5.7)39 (5.4)12 (6.9)Western Pacific

41 (4.5)29 (4)12 (6.9)Australia

10 (1.1)10 (1.4)0 (0)New Zealand

1 (0.1)1 (0.1)0 (0)Africa

1 (0.1)1 (0.1)0 (0)South Africa

Education: highest completed, n (%)
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Total (N=897)Adults (n=722)Children and adolescents
(n=175)

Participant demographics

73 (8.1)54 (7.6)19 (10.9)No or some high school

58 (6.5)67 (9.4)16 (9.2)High school

627 (71.1)449 (62.9)111 (64.1)University

82 (9.2)61 (8.5)21 (12.1)Degree or diploma

110 (12.4)89 (12.4)21 (12.1)Doctorate

Occupational statuse, n (%)

587 (65.8)486 (67.6)101 (58.4)Full time

169 (18.9)114 (15.9)55 (31.8)Part time

16 (1.8)6 (0.8)10 (5.8)Unemployed

38 (4.3)38 (5.3)0 (0)Retired

60 (6.7)58 (8.1)2 (1.2)Student

22 (2.4)17 (2.4)5 (2.9)Other

Professional backgrounde, n (%)

126 (19.2)102 (19.5)24 (18.5)Medicine

172 (26.3)137 (26.2)35 (26.9)Tech

355 (54.4)284 (54.3)71 (54.6)Other

Household annual net incomee, US $, n (%)

106 (13.6)87 (14.1)19 (12)<20,000

72 (9.2)60 (9.7)12 (7.6)20,000 to 34,999

107 (13.7)88 (14.2)19 (12)35,000 to 49,999

171 (22.1)138 (22.3)33 (20.9)50,000 to 74,999

108 (13.9)84 (13.6)24 (15.2)75,000 to 99,999

165 (21.2)124 (20)40 (25.9)>100,000

aAID: automated insulin delivery.
bxDrip, Nightscout, offline uploader for Medtronic 600 series, HAPP, and custom or own developments.
cBelgium, Croatia, Denmark, France, Greece, Hungary, Ireland, Italy, Lithuania, Luxembourg, Norway, Poland, Portugal, Russia, Slovakia, and
Switzerland.
dHong Kong, Kuwait, Palestine, and Singapore.
eFor adults: own; for caregivers: caregivers.

Motivations to Commence Open-source AID Use
As shown in Figure 1, the most frequently endorsed motivations
of adults as well as caregivers (as fully applies or largely
applies) were to improve the overall glycemic control (476/509
adults, 93.5%; 95/100 caregivers, 95%), reduce the risk of acute
(443/508 adults, 87.2%; 96/100 caregivers, 96%) and long-term
complications (421/505 adults, 83.4%; 91/100 caregivers, 91%),
put diabetes on auto-pilot mode and interact less frequently

with diabetes technology (413/509 adults, 81.1%; 86/100
caregivers, 86%), increase their own or their child’s life
expectancy (381/507 adults, 75.1%; 84/100 caregivers, 84%),
and improve their own or their child’s sleep quality (364/508,
adults 71.7%; 80/100 caregivers; 80%), because of the lack of
commercially available closed-loop systems in their countries
(359/507 adults, 70.8%; 79/99 caregivers, 80%) and unachieved
therapy goals with the therapy options available to them
(348/509 adults, 68.4%; 69/100 caregivers, 69%).
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Figure 1. Motivations for building an open-source automated insulin delivery system. The x-axis shows the percentage of responses for each motivation
question (y-axis). Bar colors represent the degree of relevance ranging from “does not apply at all” to “fully applies.” The left and right columns show
the responses of caregivers of children with diabetes and adults with diabetes, respectively. Responses are ranked from the most frequently endorsed
motivations (top) to the less frequently endorsed (bottom).

Overall, the motivations of adults and caregivers of children
and adolescents with diabetes were largely similar. As the most
noticeable difference between the 2 groups, improvement in
their own sleep quality (94/100, 94%) was a stronger motivation
for caregivers compared with adults with respect to their partners
or families (225/505, 44.6%). Curiosity (medical or technical
interest) was endorsed more frequently by adults with diabetes
(367/503, 73.0%) than by caregivers (45/97, 47%). Some
believed that commercial systems did not suit their own or their
child’s individual needs, more frequently reported by adults
(316/498, 63.5%) than by caregivers (46/98, 47%).
Out-of-pocket costs related to the use of commercially available
systems (166/496 adults, 33.5%; 31/99 caregivers, 31%) played

a subordinate role. Lack of adequate medical support (105/501
adults, 21.0%; 29/98 caregivers, 30%) or psychosocial support
(94/501 adults, 19.0%; 22/99 caregivers, 22%) were less
frequently endorsed as motivating factors, although caregivers
more frequently indicated a lack of medical support.

Further Motivations
In addition to the 14 predefined items, participants could indicate
further motivation in an open-text field. In total, 127 participants
(103 adults and 24 caregivers) provided a free-text response.
Textbox 1 provides a list, as well as representative quotes, of
the respondents. In the independent coders’ selection of
first-choice codes, there was an 83% interrater agreement
between them (Multimedia Appendix 3).
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Textbox 1. Illustrative quotes from adults with diabetes and the caregivers of children or adolescents with diabetes, highlighting additional motivation
factors to build an open-source automated insulin delivery system.

Improving Diabetes Management

The psychological benefits of being able to significantly improve active control over diabetes and outcomes, rather
than being more passively subjected to it.

Another important reason for me is that I FINALLY have an overview of all data combined for later analysis but also
direct decisions (values instead of opinions).

Improving Quality of Life or Reducing the Burden of Diabetes Management

I chose DIY to decrease the demands of living with diabetes every day, around the clock. I also needed help consistently
combatting the dawn phenomena, where I would wake up either too high, or too low from overcorrecting.

His quality of life (staying with friends, knowing we can remotely monitor and assist, knowing that loop will help
correct if he makes a mistake, attending sports training independently) is vastly improved. We can sleep! A happier,
healthier family.

Freedom to participate in normal 8 year old life eg play dates without having to pre-plan everything.

Management of diabetes is helped by support but it is very much a self managed disease and requires 24/7 attention.
Closed looping makes it just so much better, much of the time I can leave AAPS to take care of basals by itself. Quality
of life is so much better. I can sleep without worrying about not waking up because of a bad hypo.

We only wanted the best for our son. He should get exactly the same chances in life as his friends/children of the same
age.

To improve constant feeling of failure.

Diabetes Distress or Burnout

Tired of diabetes after almost 30 years [...] The first real relief for me in my everyday life as a single mom.

To reduce psychological distress, to be able to take responsibility for the course of diabetes, to enjoy life more since
you are not torpedoed by Hypos and Hypers. Freedom despite technically higher dependency.

There was no other way. The available treatments just did not control my diabetes sufficiently. The pressure and
hopelessness of that scenario caused major mental health problems.

I’ve lived my whole life [like] this & can’t take it anymore. Too hard to do. Worst problem is “brain fog” & lack of
energy due to blood sugar swings & hypoglycemic unawareness. I carry guilt for causing my family to lose sleep &
carry the burden of diabetes [...]. [The] burden of diabetes is terrible.

Autonomy

I feel so empowered by building my own system and taking control of my T1D. It’s an awesome feeling!

Daughter has learning difficulties, to make life easier for her and be less dependent on support, which in turn allows
her to live a more independent life.

To regain a sense of control on my diabetes management. I felt I was becoming dependent on my specialist for
interpreting the adjustments needed for my insulin regime.

Independent sleepovers with friends (without parents).

To expand our daughter’s independence and make her therapy decisions easier.

Dissatisfaction With Available Technology, Choice and Health Care

Out of frustration with the existing designs seeming to have prioritized all stakeholders other than patients.

Commercial closed loop systems do not allow users to specify a custom target BG but instead hard wire an unambitious
target more concerned with legal liability that doesn’t respect the autonomy, needs and wishes of the user.

Dissatisfied with commercially available options and choice in the market space. No other option is appealing or
provides the level of control and true artificial pancreas functions OR user interface.

Doctors and hospitals have been telling me for years that things are simply fluctuating for me (hormones, stress,
sensitivity to movement) and that you can’t do anything about it. ‘Resistant to all treatment options’and well-educated.
Unfortunately with no success.

We were desperate for something to use all the CGM data without sending our child crazy with in[sistent] requests
for the pump to set low temps etc. We were infuriated by the business based decisions around closed loop in Australia
- only the 640G was available and it was the worst decision for management and burden that we ever made. Now (as
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in within this fortnight) the 670G is available but still, no one can get training or sensors. We have been looping for
nearly 3 years. If we hadn’t then we would still be waiting today.

Improving Sleep Quality

Sleep was the main reason followed by time in range. However, after all these years I still wake up but go back to
sleep quickly.

Frequently woke up from sensor alarms, make corrections and still wake up in the morning with a high or low glucose.
Since closed looping, I get into bed knowing that Loop will keep me in range and I will wake up with a neat glucose.
The only alarms I would ever get during the first period of closed looping were compression lows, and with the
experience of loop keeping me in range I am now even confident enough to shut down all CGM alerts. Makes a huge
difference for both me and boyfriend now that we start our days well rested. Every single day.

Safety or Reducing Severe Hypoglycemia

Too many overnight hypos that require help.

My child was overdosed on insulin twice by untrained teacher aides at school and if it was not for DIY looping
technology- I would not have known about this at all until too late. Seeing the boluses appear on nightscout on real-time
allowed me to question the dose and sugar treatment could commence preventatively than child actually going into
severe hypo.

“DIY mindset” or Early Adopter of Technology

I was going to build my own and found existing projects.

Early adopter of all diabetes technologies. Turns disadvantage into a challenge.

I love tinkering and making things. I’d always rather DIY, in many aspects of life.

I initially built a closed DIY APS for a hackathon project out of pure tech curiosity. I planned to use the system for
only 12 hours and then give a presentation to other employees at our company involved with the hackathon. After 12
hours, I realized I was never going to stop using it. Once on the system, almost every single one of the survey questions
above are a “Fully Applies” as to why I decided to stay on the DIY APS.

I’m a doctor and I’d like to test the closed loop first for myself and then use it in the future in my patients’ treatment.

Community Spirit

Being part of the community of selfless, generous, caring, and talented people willing to volunteer their time, knowledge,
skills and experience to the benefit of the community.

Something that also influenced me to move to a DIY system was the support from the community, and the general
feeling that the community gives. It feel like I am part of a big people- powered movement. It feels like a revolution.

I felt a strong moral and ethical imperative that technology should serve people.

Help others to have healthier life.

Comorbidities

I started on AndroidAPS when I was diagnosed with cancer needing chemotherapy. I found it extremely beneficial
especially for those times when I was at my lowest and unable to control my BGs in the old way because of insulin
resistance. Also when I was admitted to hospital because of infections and sepsis it was a godsend.

More beneficial sexual activity, PDE-5 inhibitors no longer required.

Because of other conditions, I have to take cortisone in different doses on a regular basis. This has made my diabetes
management so difficult. The loop absorbs my BG fluctuations much better.

Achalasia (food gets stuck in the esophagus at night), making blood sugar uncontrollable.

I have been on a pump since 1992. I was on the 670G for over a year, and I felt helpless in my efforts to achieve
excellent glycemic control while still living my random and not standardized life, where I eat when I am hungry, or
forget to eat, and where pre-bolusing is dangerous, because I also have ADHD and I have forgotten to eat many
times. My insulin needs vary depending on what I do in terms of activity, but also randomly on the day of the week,
the time of the month and many other factors that i don’t understand. On the 670G every weekend of high physical
activity was followed by a couple of days of high BGs due to the user’s inability to interact with the proprietary
algorithms (Oh I am so done with Medtronic now).

Diabetes-Related Complications

After 29 years of MDI and [...] retinopathy I decided to improve my health. I’ve researched several ways to improve
control. Ultimately autonomy is the box I needed ticked! AAPS ticks that box 100%.
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Gastroparesis, I barely had nights where I wasn’t over 200 half the night. With the G5 I was woken up at 170 and
was able to intervene. Since the loop and some completed goals, I fall asleep again because the loop prevents the
uncontrollable rise!

Heart operation after 30+ years of poorly controlled diabetes.

Female Health

Wanted better control for pregnancy.

As someone whose hormone levels are not considered standard and rapidly change, the ability to [have] a helping
hand to smooth out these Diabetes related complications (notably hyperglycemia episodes) was very important to
me, as the situation is never the same twice and requires different treatment on a day-to-day basis.

Deteriorating HbA1c due to puberty and insulin resistance. Massive amounts of insulin needed giving unpredictable
blood glucose.

After manifestation of T1D, we made very high demands on HbA1c and TiR for the benefit of our daughter...but with
the onset of puberty, this led to an almost impossible workload (correcting 10-15 times at night).

To have more insight as to why my blood glucose was so volatile due to changing hormones (menopause).

Out-of-Pocket Expenses

It was questionable whether I would meet the health insurer’s criteria for the Minimed 670 system for reimbursement.
I don’t have a CGM either, just the Freestyle Libre with an additional transmitter.

Improving Performance

To improve my work at the office.

To improve athletic performance by controlling night time blood sugars.

Curiosity

To learn more about my diabetes in general. You have to acquire a lot of knowledge (technical as well as physiological
aspects) before you start looping, and you get excellent support from developers and the community.

The fact alone that you can be curious again about something new to the diabetes field, to see a form of therapy as
an exciting challenge, plus the (so far not yet fulfilled hope) to finally better control the hardly controllable variating
[postprandial] values.

Most of the indicated other motivations provided greater details
about the 14 predefined statements. The most frequently
mentioned motivations for all—adults and caregivers—were
better management and reducing the disease burden. The first
motivation appears consistent with several statements related
to hypoglycemia and hyperglycemia and risk reduction, whereas
the second motivation may correspond with to put diabetes
management more on auto-pilot and interact less frequently
with the therapy system. This aspect and sleep quality are
understood as the quality of life gains. Of motivations not
covered by the predefined responses, the most frequently
mentioned was autonomy gain in both adults and children or
adolescents, as indicated by the caregivers. All these aspects
were associated with improvements in family life:

This is for my wife. She wants me to live forever, this
is as close as I can do for her.

Psychosocial aspects, ranging from diabetes burnout and distress
to a desire to improve athletic performance to increasing efficacy
at work, were also identified as important motivating factors.
The following comments illustrate the wide-ranging benefits
experienced by many participants after adopting the technology:

Management of diabetes is helped by support, but it
is very much a self-managed disease and requires
24/7 attention. Closed looping makes it just so much
better, much of the time I can leave [AndroidAPS] to
take care of basals by itself. Quality of life is so much

better. I can sleep without worrying about not waking
up because of a bad hypo. [...] I am so grateful to all
the software developers who have freely given their
expertise and time to make this possible.

As highlighted in the example above, an important role was
played by the community spirit and peer support in social
networks:

Something that also influenced me [...] was the
support from the community, and the general feeling
that the community gives. It feels like I am part of a
big people-powered movement. It feels like a
revolution.

Not only a Do-It-Yourself mindset and being early adopters of
technology but also being motivated and empowered to improve
one’s life were frequently mentioned:

Because it’s the most natural thing to do, after getting
to know that it’s possible. Because I could.

Some motivations included other health-related aspects such as
improving the management of existing diabetes-related
complications and increasing safety by avoiding severe
hypoglycemia. Other comorbidities, such as cancer, sexual
health difficulties, or conditions requiring cortisone treatment,
were also mentioned:

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25409 | p.753https://www.jmir.org/2021/6/e25409
(page number not for citation purposes)

Braune et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


I have to take cortisone in different doses on a regular basis.
This has made my diabetes management so difficult. The loop
absorbs my BG fluctuations much better.

Women and caregivers of female children highlighted female
health aspects such as hormone-related changes in insulin
sensitivity, family planning, and pregnancy as reasons to
commence open-source AID:

To have more insight as to why my BG was so volatile
due to changing hormones (menopause).

For some, special features were only offered by open-source
AID and not by commercial systems, that is, customizable
targets and the option to bolus from a smartwatch. For
caregivers, remote real-time access to their child’s data and the

option to remotely control their child’s AID system have been
frequently described.

Improved Glycemic Outcomes Across All Age Groups
and Genders
To assess glycemic outcomes, participants were asked to report
their or their child’s 3 most recent HbA1c results before as well
as the first 3 HbA1c results after commencing the open-source
AID. HbA1c levels decreased significantly following
open-source AID implementation (P<.001) from an average of
7.14% (SD 1.13%; mean 54.5 mmol/mol, SD 12.4) to 6.24%
(SD 0.64%; mean 44.7 mmol/mol, SD 7.0), with an effect size
of −0.9% (Figure 2).

Figure 2. Positive effects of open-source automated insulin delivery on clinical outcomes: average self-reported glycated hemoglobin (%; y-axis) for
all 310 respondents, before and after open-source automated insulin delivery (x-axis) distinguished by orange and green colors, respectively. The left
side is displayed as a density plot, with horizontal lines indicating quartiles. The right side depicts the data as a scatter plot. DIYAPS: Do-it-Yourself
Artificial Pancreas System; HbA1c: glycated hemoglobin.

The average self-reported TIR across adults and children with
diabetes significantly increased by +17.4%, from 62.96% (SD
16.18%) to 80.34% (SD 9.41%; P<.001; Figure 3). Similar
outcomes were observed separately for adults and children with

diabetes (Multimedia Appendix 3) and were independent of age
and sex (Figure 4). Overall, 92.3% (286/310) of the respondents
reported a decreased average HbA1c level (Figure 5).
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Figure 3. Self-reported time in range (%; x-axis) of adults and children with diabetes, before and after implementing an open-source automated insulin
delivery system. The left side is displayed as a density plot, with horizontal lines indicating quartiles. The right side depicts the data as a scatter plot.

Figure 4. Improvements in self-reported glycated hemoglobin levels associated with open-source automated insulin delivery, independent of age or
gender: relation between average glycated hemoglobin levels (%; y-axis) and age (x-axis), shown separately for female and male respondents (top and
bottom rows, respectively). Colors separate average glycated levels before (orange) and after (green) open-source automated insulin delivery
implementation. Each point represents one respondent after filtering of responses (the Methods section). Solid lines and their gray areas represent the
trend and standard error for the respective groups. AID: automated insulin delivery; HbA1c: glycated hemoglobin.
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Figure 5. Improvements in self-reported glycated hemoglobin levels associated with open-source automated insulin delivery, independent of age or
gender: the y-axis shows the difference of average glycated hemoglobin levels after open-source automated insulin delivery, compared with before its
implementation. Colors distinguish respondents with reduced average glycated hemoglobin (blue) from those with unchanged or increased glycated
hemoglobin (red). AID: automated insulin delivery; HbA1c: glycated hemoglobin.

Discussion

Principal Findings
This study is the first to systematically analyze the motivations
found within the #WeAreNotWaiting movement of people with
diabetes, who have built and maintained their open-source AID
systems and created their own ecosystem of international
self-support networks. To the best of the authors’ knowledge,
this is also the largest study reporting the self-reported clinical
outcomes of open-source AID users across several continents.
We found large effect sizes for self-reported improvements in
HbA1c (−0.9% on average) and TIR (+17.4% on average),
indicating considerable biomedical benefits associated with
open-source AID, which were independent of sex and age.

Why #WeAreNotWaiting: Main Motivators to Choose
an Open-source AID
The main motivators for adults were improvements in overall
glycemic and long-term outcomes and quality of life, whereas
the strongest motivation for caregivers was improvement of
their own sleep, followed by improved glycemia of the child
and possibility of remotely controlling glycemia and insulin
delivery via the internet. The results indicate that motivations
are configured differently among caregivers and that other
motivations also scored a high level of consensus among the
respondents. These findings suggest that motivation to transition
toward open-source AID is multifaceted and complex, with

reasoning and decision making bound up with the psychological
and social intricacies of individuals’ lives.

Improvement in Sleep Quality
Caregivers experience reduced sleep quality because of fear of
hypoglycemia, which often requires them to regularly check
their child’s glucose levels overnight [22]. In our study,
caregivers reported experiencing fewer demands and less
apprehensiveness regarding their child’s glucose levels at
nighttime. As shown in the free-text responses, open-source
AID also appears to offer caregivers with the reassurance
necessary to provide their child more autonomy and engage in
activities that might otherwise present a risk, such as having a
sleepover with friends. Previous studies in adults using
open-source AID have shown self-reported improvement in
sleep quality [23,24]. These initial findings indicate a substantial
benefit for users and caregivers for sleep and most likely for
their psychological and physical well-being. Poor quality of
sleep negatively affects the psychological well-being, cognitive
functioning, and a diverse range of hormones that affect the
regulation of appetite and our homeostatic systems as well as
the immune system [25-34]. Recent research also points to sleep
as impacting the actual maintenance of the brain and our DNA
regenerative systems [35]. Thus, AID may play an important
role in improving the psychological and physical health of
people with diabetes and their family members. However, it
has been noted elsewhere that the potential discomfort or
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inconvenience of wearing devices and overnight alarms may
also hamper the benefits for some users [36].

The Importance of Customizability: One Size Does
Not Fit All
The majority of participants reported that currently approved
and available commercial therapy options may not be
sufficiently flexible or customizable to fulfill their or their
children’s individual needs. Among caregivers, features only
available in open-source AID, in particular, the possibility of
remote management was the main additional motivation. A
wider range of features and adjustable settings to improve user
experience may be beneficial for people with diabetes of all
ages, which mirrors a recent study in very young children using
a commercial AID [36]. Interestingly, for many adult
respondents, curiosity was cited as an important motivation. In
contrast, curiosity was a much lower motivating factor for
caregivers who chose to build a system for more practical or
psychosocial reasons.

Do-it-Yourself Is Not Do-it-Alone: The Impact of Peer
Support
The ability to receive and provide support within the
do-it-yourself (DIY) community and observe the success of
others was an important motivating factor associated with opting
to use open-source AID for some. Obtaining and exchanging
information and advice from open forums limits the spread of
misinformation because other users constitute a community of
inquirers ready to challenge and correct spurious or misleading
information [37]. Although open-source AID is individualized
and patient focused, it is also a grassroots community-driven
movement. The number of responses to our survey reflects the
enthusiasm and importance of open-source AID. In challenging
traditional top-down hierarchies in medicine, open-source AID
presents a patient-focused initiative that serves to empower
people with diabetes through personalized technology. Because
of the availability of current technology and individualized
innovations, open-source AID has previously been described
as having the potential to democratize health care,
revolutionizing treatment and the way people with diabetes as
well as other stakeholders such as care teams, researchers, and
device manufacturers view chronic conditions such as diabetes
[38]. The importance of peer support in the context of
open-source AID use has recently been highlighted elsewhere,
and a sense of community underpinning the development and
diffusion of open-source AID has been emphasized by individual
users [39]. Further research should consider community
phenomena as an integral part of the DIY experience.

Strengths and Limitations
This study is the first to investigate motivations of users and
caregivers to build and use open-source AID. In addition, this
is the largest study that reports self-reported clinical outcomes
of open-source AID users globally and adds to the existing
evidence base around glycemic outcomes in smaller cohorts
[11-15]. At the time of data collection, it surveyed the majority
of open-source AID users worldwide, with 897 respondents of
a population estimated in 2018 (N=1500). The sample is
impressive not only in size but also because people with diabetes

from various continents and regions of the world are represented.
Of other strengths, this study has been conducted by an
interdisciplinary consortium, with members of the diabetes
community directly involved. However, this firsthand experience
should be acknowledged as a potential bias. In addition, a key
limitation of the study is the fact that self-reported outcomes
have not been corroborated by clinical records. Some may
consider this has potential for inaccuracy, that is, by lacking
precision as witnessed by the overaccumulation of rounded TIR
values or to be biased by the specificity of the population that
participated. However, other studies have found that real-world
data are robust and reliable [40]. We acknowledge that
open-source AID users constitute a specific group of people
with diabetes who may be highly motivated, engaged, and
willing to improve the quality of their diabetes care and life,
limiting the scope of our findings to this group. However, a
recent study of newly available commercial AID systems
indicates that users are similarly motivated to achieve the best
possible outcomes but are dissatisfied with postprandial
glycemic outcomes under commercial AID systems [41]. The
earliest adopters of available commercial AID technology may
be more similar to the group of people with diabetes choosing
open-source AID in terms of motivation and engagement than
expected. The lack of widespread availability of AID technology
in general, including commercial systems with regulatory
approval, at the time of the study likely influenced the
perspectives of people with diabetes choosing open-source
systems. In the future, wider availability—and, importantly,
better funding or insurance coverage of commercial AID
systems—may further influence this cohort. Similarly, it remains
to be seen if the predicted second generation of commercial
systems—with a hypothesis of increased sophistication or
improvements on the first-generation devices and
algorithms—will enable people with diabetes to achieve results
similar to those they are currently achieving with their chosen
open-source AID system.

It should also be noted that those who benefit from and continue
to use open-source AID may be motivated to share their positive
experiences. Although the survey was open to people with type
2 and gestational diabetes, it was completed almost exclusively
by adults and caregivers of children with type 1 diabetes. This
is likely a reasonable reflection of the DIY community, but
efforts need to be made in the future to encourage participation
of those with other types of diabetes. The high percentage of
respondents from Europe may be influenced by the fact that the
majority of the research team is EU based, which may be another
bias. This may also be explained by the characteristics of the
European health services provision and reimbursement of
diabetes-related technology, which may provide a greater degree
of accessibility of the underlying components needed (eg, pumps
and continuous glucose monitors). Language barriers may have
limited responses from other parts of the world as the survey
was only available in 2 languages. Finally, the majority of
participants had a university degree, suggesting that open-source
AID uptake is more common among people of higher
socioeconomic status. Increasing socioeconomic inequalities
in access to the underlying technologies needed to build an
open-source AID system may help to explain some of these
variations. Thus, further investigation into how the wider
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diffusion of open-source AID is conditioned by factors such as
social class, gender, age, and geographic location is required.

Conclusions
This study provides new insights into the factors that motivate
people to adopt DIY solutions in relation to their diabetes and
beyond. Our findings contribute to a better understanding of
the unmet needs of people with diabetes and some of the current
challenges in the uptake of AID technology. This study,
alongside other efforts in the DIY community space, can help

key stakeholders, including academia, the medical device
industry, regulators, health care providers, and care teams, to
better address some of the fundamental gaps and needs that still
exist for people with diabetes worldwide, even with the advent
of first-generation commercial AID systems. The DIY
movement has resulted in impactful solutions addressing the
unmet needs of people with diabetes and represents an
exemplary case of how informed and connected patients are
shaping the direction of technological innovation in diabetes
care and potentially for other areas of health care in the future.
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Abstract

Background: Adolescents with irritable bowel syndrome (IBS) are increasingly seeking and sharing information about their
symptoms in web-based health care forums. Their posts and those from their parents contain critical insights that can be used by
patients, physicians, and caregivers to manage IBS symptoms.

Objective: The aim of this study is to examine the posts from adolescent patients and their parents in a health forum, IBS Group,
to better understand the key challenges, concerns, and issues of interest to young patients with IBS and their caregivers.

Methods: Using topic modeling and social network analysis, in this study, we analyzed all the messages (over 750 topics and
3400 replies) posted on the IBS Group forum from 2010-2019 by adolescents with IBS aged 13-17 years and parents having
children with IBS. We first detected 6 major topics in the posts by adolescent patients and parents on teenagers’ IBS symptoms
and the interaction between the topics. Social network analysis was then performed to gain insights into the nature of web-based
interaction patterns among patients and caregivers.

Results: Using the Latent Dirichlet Allocation algorithm and a latent Dirichlet allocation visualization tool, this study revealed
6 leading topics of concern in adolescents with IBS: school life, treatment or diet, symptoms, boys’ ties to doctors, social or friend
issues, and girls’ ties to doctors. The top 6 topics in the parents’ discussions were school life, girls’ issues, boys’ issues, diet
choice, symptoms, and stress. The analyses show that the adolescent patients themselves are most concerned about the effect of
IBS on their everyday activities and social lives. For parents having daughters with IBS, their top concerns were related to the
girls’ school performance and how much help they received at school. For their sons, the parents were more concerned about the
pain and suffering that their sons had to endure. Both parents and adolescents gained social support from the web-based platform.
Topic modeling shows that IBS affects teenagers the most in the areas of pain and school life. Furthermore, the issues raised by
parents suggest that girls are bothered more by school performance over pain, whereas boys show exactly the opposite: pain is
of greater concern than school performance.

Conclusions: This study represents the first attempt to leverage both machine learning approaches and social network analysis
to identify top IBS concerns from the perspectives of adolescent patients and caregivers in the same health forum. Young patients
with IBS must face the challenges of social influences and anxiety associated with this health disorder in addition to physical
pain and other symptoms. Boys and girls are affected differently by pain and school performance and view the IBS impacts
differently from the parents.

(J Med Internet Res 2021;23(6):e26867)   doi:10.2196/26867
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Introduction

Background
More than 58 million Americans are affected by irritable bowel
syndrome (IBS) [1], a gastrointestinal disorder that causes
abdominal pain, bloating, gas, and diarrhea or constipation.
However, IBS in adolescents is a less known problem than it is
among adults, although 6% of middle school students and 14%
of high school students in the United States have symptoms
indicative of IBS [2]. Patients with IBS, similar to others with
chronic medical conditions, are increasingly seeking and sharing
health information through web-based health care forums to
manage their symptoms [3]. The forums, functioning similarly
to online support groups, have served as a critical source of
health information for patients and caregivers. On the internet,
patients with gastrointestinal disorders could seek social,
emotional, and peer support in addition to the real-time exchange
of information related to medical concerns and symptom
management [4].

Using data from the IBS Group forum, prior studies have
investigated how the ways in which patients with IBS sought
out or offered social support affected their behavior toward
others on the forum [3,5]. For instance, expressing one’s
emotions in a post during support seeking significantly increases
the likelihood of receiving social support from others who are
active in the web-based forum, but reciprocating support with
a fixed set of peers discourages individuals from continued
social support to others in the larger community [3]. User
participation in the forum discussion was found to follow a
power law, meaning that a small number of users on the forum
became opinion leaders and generated most of the activity on
the forum.

IBS in Adolescents
IBS symptoms can be destructive to both adolescents and adults.
Despite the serious impact of IBS on patients’ quality of life,
this gastrointestinal disorder remains a clinical challenge that
lacks diagnostic, radiologic, or laboratory markers [3]. To
continue this stream of research, this research proposes to use
probabilistic topic models for text summarization and topic
detection by analyzing an unlabeled corpus of adolescent
patients’ posts on their IBS symptoms and their parents’ posts
on how their children coped with IBS. Specifically, we use the
latent Dirichlet allocation (LDA) approach, a generative
unsupervised probabilistic algorithm that isolates the top K
topics in a data set, as described by the most relevant N
keywords [6]. Thus, the posts and replies to them in the corpora
are treated as random mixtures of latent topics, where each topic
is characterized by a latent Dirichlet distribution over a fixed
vocabulary. Here, the word latent means that topics must be
inferred from keywords rather than directly observed.

Using the LDA topic modeling method [7], in this research, we
first detected major topics in parents’ posts on the IBS Group
forum discussing the IBS symptoms experienced by their

teenaged sons and daughters. All the topics uncovered in the
LDA analyses were analyzed and visualized to explore the
relationships among the topics, whose results would assist in
medical decision making for the teenagers, their parents, and
health professionals. A social network analysis was also
performed to gain insights into the nature of web-based
interaction patterns.

The remainder of this paper is organized as follows. The next
section provides the research background by reviewing the
related literature. In the following section, we discuss the
research questions (RQs) and explain the methodology.
Subsequent sections present the main results and conduct a
social network analysis. On the basis of the analyses, the
findings and their implications, including the limitations, are
examined in the Discussion section. Interventions have been
proposed to mitigate IBS symptoms in adolescents. Finally, the
conclusions are presented in the final section.

IBS Diagnosis
IBS diagnosis is currently based on a symptom complex, and
there is no definitive diagnostic test. In children and adolescents,
the prevalence of IBS-associated abdominal pain ranges from
6% to 17% and 13% to 38%, respectively [2,8-10]. Previous
studies of information flow on public patient-centered health
care forums—namely, forums initiated and maintained by
patients—have suggested that patients with IBS rely on health
information on such forums to evaluate their medical decisions,
health risks, and treatment options as well as seeking emotional
support [11].

Children and adolescents are particularly vulnerable to IBS.
Compared with adult patients, children and adolescents with
IBS are distinct in the prevalence of IBS subtypes [12] and are
typically prescribed with different pharmacologic and dietary
management plans than adult patients [13]. Hence, physicians
have difficulty in confirming their diagnoses [14] and may
overlook some of the associations among multiple symptoms
and facets of this health problem. The limited long-term
treatment options deemed safe for younger patients, coupled
with the intermittent and unpredictable recurrence of symptoms,
result in a chronic state of uncertainty that has profound and
formative impact on children’s and adolescents’ school
performance and their quality of life, particularly in eroding
younger patients’ self-esteem and magnifying their insecurity
as misfits in schools and society. Although a large amount of
work has been devoted to understanding IBS issues in adult
patients, challenges in managing pediatric IBS symptoms are
only beginning to garner the attention of researchers and health
care practitioners.

Previous studies on adolescents’ IBS issues are helpful in
understanding the pathophysiology of the disease and the
etiology of abdominal functional pain, food-induced
gastrointestinal symptoms, and other dietary consequences [2].
However, with rare exceptions [15], most studies did not
consider possible complications that arise from the symptoms
and everyday management of IBS during vulnerable
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developmental phases, such as childhood and adolescence. The
novel aspects of our work are that it is the first study to leverage
both machine learning approaches (eg, LDA [7,16]) and social
network analysis to identify top IBS concerns from the
perspectives of children, adolescents, and caregivers on
web-based health forums. Such state-of-the-art approaches
should be able to provide novel data-driven insights into factors
that facilitate and impede the translation and uptake of health
care knowledge and practices.

Therefore, this study proposed the following RQs to explore
informational insights by analyzing the posts of adolescents
with IBS and their parents who discussed the impact of IBS on
young patients:

• RQ1. What are the top 6 topics in parents’ posts regarding
the impact of IBS on their children?

• RQ2. What are the top 6 topics in teenagers’ posts on IBS
symptoms?

• RQ3. Are there any sex differences between the concerns
that parents post on the forum about their male and female
children?

• RQ4. What is the nature of the interactions in the social
network on the IBS health forum and what insights can we
learn from it?

Methods

Sampling
In this study, we analyzed the topics in web posts from 2010 to
2019 from adolescents with IBS and the parents’ posts
concerning the IBS symptoms experienced by their teenaged

daughters and sons. The data for this study were retrieved in
June 2019 from the subforum discussing Teens and Children’s
Issues on the IBS Group forum [17]. All 734 topics in 3370
replies posted were collected and analyzed for adolescent
patients. A preliminary analysis centers on identifying the topics
when parents discussed the IBS issues experienced by their
children aged between 13 and 17 years [18], involving 18 forum
topics with 64 replies in this subforum. The LDA approach
identified 6 major distinctive topics in their web-based
discussion, as the analyses showed that if the number of topics
was greater than 6, significant overlap could occur among them
in the corpora.

Social Network Analysis
For social network analysis, we parsed all posts to identify the
links that arose when a pair of users participated in a discussion
about a subject on the same thread. These links were further
dissected to identify the most active users on the forum and the
nature of the interactions among them. We also plotted the social
network graphs for this data set and performed further analyses.
To clean the data, we first removed the null and duplicate posts.
Then, we also deleted common stop words such as this, that, a,
and the. We first built a document-term matrix (eg, an N×M
document-term matrix D is a matrix with N documents and M
terms). We then applied term frequency-inverse document
frequency to process the data so as to eliminate the weight for
high-frequency words appearing in every document and add
weight for words appearing only in a few documents.
Scikit-learn and pyLDAvis libraries were then used to perform
topic modeling analyses in Python. Figure 1 shows the data
collection and analysis process.

Figure 1. The process of data collection and analysis. IBS: irritable bowel syndrome; LDA: latent Dirichlet allocation; TF-IDF: term frequency-inverse
document frequency.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26867 | p.764https://www.jmir.org/2021/6/e26867
(page number not for citation purposes)

Zhong & LiuJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Results

Overview
In this section, we first report the results from the Parent’s
Discussion subforum and then those from the Teens’ and
Children’s Issues forum.

Parents’ Perspectives on Their Children’s IBS Issues
In the subforum of Parent’s Discussion under the Teens and
Children’s Issues forum [18], we obtained 18 forum topics (or
threads) and 64 replies after removing the duplicate, null, and
invalid posts. A total of 82 posts were finally retrieved, including
several comments from parents in the main forum: Teens and
Children’s Issues. Hence, we wanted to separate the parents’
posts from those of the children. Parents’ posts usually refer to
their children as daughters, sons, he, and she. By looking for
such posts, it is possible to determine whether they were made

by a parent or caregiver and also the sex of their children. On
the other hand, posts by children or teenagers usually do not
refer to their own sex and, with some exceptions, it is usually
not possible to determine the sex of the person making the post.
By searching for sex-specific keywords, we identified and
manually transferred 455 posts from the main forum into the
parents’ discussion subforum so that there were a total of 537
posts for analysis. The 6 topics that were discovered with 10
keywords each are listed in Table 1.

We used the keywords to assign appropriate topic names to
each detected topic. We also used the modified pyLDAvis
library to generate an overview and visualization of the topic
distribution regarding girls’ issues (Figure 2) and boys’ issues
(Figure 3). In the figures, the sizes of the circles represent the
relative importance of topics and the distances between the
topics reflecting their similarity to one another [19].

Table 1. The top 6 topics in the parents’ discussion of their children’s irritable bowel syndrome issues.

KeywordsTopicaTopic number

school, know, like, feel, people, think, time, stomach, want, tellSchool life1

she, her, daughter, school, pain, help, know, good, get, timeGirls’ issues2

he, son, his, pain, school, help, year, doctor, old, knowBoys’ issues3

foods, diet, like, eat, food, try, lot, gas, good, helpDiet choice4

person, she, say, everything, problem, better, life, week, never, symptomsSymptom5

worse, think, keep, diet, stress, pain, bad, say, startedStress6

aThe topic order is based on the total number of posts and replies each topic had from 1 (highest) to 6 (lowest).

Figure 2. Latent Dirichlet allocation visualization of topic 2 (girls’ issues) in parents’ subforum.
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Figure 3. Latent Dirichlet allocation visualization of topic 3 (boys’ issues) in parents’ subforum.

As shown in Figures 2 and 3, for parents, their adolescent girls’
and boys’ issues related to IBS fell into two major topic groups.
The girls’ issues, according to keywords representing the topic,
are closely related to their school performance. Ignoring the
frequently used keywords such as she, her, daughter, the other
keywords indicate that parents seem to worry most about school
behavior and the need of their children for help. Parent concerns
about school attendance also appeared in their discussion on
the subforum. An example post is as follows:

I know where we live, the schools get paid by the state
based on how many days the kids are in school. So,
this is why they are so concerned about the missed
days. If I were you I would get a note from the doctor
and bring it down to the school in person. Give a copy
to the Principal, the Teacher and the School Nurse
and explain the situation to them. This should help
both your daughter and the school. Hopefully they
will become a little more sympathetic to your
daughter’s needs and she will feel better about going
to school overall. Don’t let them bully you. Best of
Luck and I hope your daughter starts feeling better
soon.

Furthermore, parental worries about their daughter missing
classes appeared in the discussion, as indicated by the following
post:

See if you can get a 504. I have a similar problem,
and when I first asked to start a 504, the school
counselor said she is fine and doing well and doesn’t
need one. She has not gotten into trouble for missing
school, however, it causes both of us a lot of stress.
I will be working on getting her a 504 next week so

she will have it in place for high school. (A 504 is a
plan for students who don’t qualify for an IEPER but
still have “disabilities” that impair their normal every
day activities.)

In contrast to the parents’ worries about their daughters’ school
performance, for their sons, they appeared to be most concerned
about their experience of pain and other symptoms brought on
by IBS. This type of reaction can be seen in the discussion
through posts such as the following:

My boy had a very strong reaction to the fructose
solution. But none to the lactose. This was the only
test in the long litany of tests around this miserable
thing we call IBS that actually came out with an
abnormal result. As a result he is on a low fructose
and no fructan (fructans are in wheat and in the onion
family especially). He has Post infectious IBS which
was very severe during the first year of having it (he
was treated by a chronic pain team in the end).
Currently he has months when he is OK, normal really
then the bowel problems always come back after a
virus involving a sore throat.

Some other examples of parents discussing treatment of their
child’s pain problems are as follows:

He is now on a very limited diet but his symptoms are
so much better. He no longer has diarrhea or
constipation on a regular basis, his stomach is no
longer distended and best of all he hardly ever
complains of stomach pains. We were also able to
take him off all medications which treated symptoms
but were not treating the cause of the pain. I suggest
you see a good GI and have her tested for lactose
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intolerance and fructose malabsorption through
Breath test and consider and endoscopy. Hope this
helps and best of luck. I know it can be horrible to
see your child in pain and feel you can’t do much
about it.

My son has had for over 2 weeks pain in his stomach
and usually in the middle and he goes to the bathroom
but not a lot. It’s not hard and not really diarrhea but
I think he has been backed up. He has had nausea
and a headaches with this. He either is really hungry
or not into eating at all.

Some other keywords also appeared in the discussion related
to boys, such as doctor indicating parents’ excessive attention
to doctors’advice, diagnosis, and treatment, as it relates to boys.
For example:

Now if your son is going to attend school great for
him! I have a couple tips that might help him out with
bathrooms etc. Go first to your doctor or specialist,
have them fill out a form for IBS or a Doctor’s note
that say the YES he does have IBS.

Adolescent Patients’ Perspectives on Their IBS Issues
In the Teens and Children’s Issues forum [17], discussion
occurred among the adolescents who were themselves the
patients. We crawled 734 topics (or threads) with 3370 replies
on this forum. After deleting the null and duplicate data, 2410
comments remained. Then, we removed the former 455 parents’
comments, which were transferred to the parents’ discussion;
thus, the comments of the 1955 teenagers and children were left
for further analysis. As done before, we cleaned the data and
applied the LDA method. This generated 6 main topics, which
are listed in Table 2. We also created visualizations for the topics
as shown in Figure 4.

Table 2. The top 6 topics in the adolescent patients’ discussion of their irritable bowel syndrome issues.

KeywordsTopicaTopic number

IBSb, school, know, life, try, think, hard, stress, want, needSchool life1

eat, day, time, stomach, bad, IBS, sick, think, lot, littleTreatment or diet2

IBS, pain, symptoms, diet, try, foods, help, food, find, thanksSymptoms3

he, help, doctor, feel, need, pain, know, IBS, tryBoys’ ties to doctors4

friends, know, school, feel, talk, understand, time, hope, thinkSocial or friend issues5

she, her, school, home, doctor, pain, class, work, problemGirls’ ties to doctors6

aThe topic order is based on the total number of posts and replies each topic had, ranging from 1 (highest) to 6 (lowest).
bIBS: irritable bowel syndrome.

Figure 4. Latent Dirichlet allocation visualization of the top 6 topics in the posts from adolescent patients.
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As shown in Table 2, we concluded based on the LDA topic
modeling analysis that there were 6 main topics in the posts.
The first topic was calculated with keywords such as IBS,
school, know, life, try, think, hard, and stress. We named this
topic school life. The second topic was calculated with keywords
such as eat, day, time, stomach, bad, IBS, sick, and think, and
we named this topic treatment or diet. The third topic was
calculated with keywords such as IBS, pain, symptoms, diet,
and try foods, and we named this topic symptoms. It should be
noted that schools, symptoms, and treatments were the most
mentioned topics.

Among the symptoms, keyword frequencies showed that
stomach and pain issues are the most devastating and irritating
symptoms bothering patients in their daily lives. It is evident
that for proper treatment, food and diet must be carefully
planned. Eating more or less, quantity and diet choices are most
frequently mentioned as ways to alleviate the problem in the
diet options–related discussion. However, different patients
have very personalized situations that they must pay attention
to. Some discussed whether chocolate is suitable for patients
with IBS, for example:

I feel your pain on not eating chocolate, but I’m so
used to not getting to eat good food’ anymore that I
just kind of pass right by it and don’t notice. Others
concluded, on no junk food, for example: “no junk
food, fried foods, dairy products, chocolate,
soda...nothing!” Some patients seek help from
doctors, some get advice from nutritionist, suggesting
that “Often times it’s your diet, and a nutritionist can
really help you in figuring out what foods are causing
these problems.”

School performance was also an important topic for young
patients and a cause of stress. They encountered difficulty in
fitting into society, some mentioning experiences such as:

In high school I missed 1.5-2 days a week, and it was
even more embarrassing because people noticed I
frequently took days off and when I did show up the
teachers, students used to brazenly point out my
attendance (good to see you! followed by laughter).
I avoided school even more. I wanted so desperately
to graduate and not be forced to sit in a classroom.

Evidently, it was hard for them to be understood by their peers
and teachers in school, with some complaining as follows:

Missing school is the worst as I know that nobody
really understands what I’m going through.

One theme consistent in both the parents’ and teens’ forums is
that although both worried and suffered stress or anxiety from
IBS, their emphases differed. For parents, the stress was mostly
related to IBS symptoms, such as pain, whereas for teenagers
and children, it came from school and social activities. This
means that parents should be encouraged to become more
closely involved in the psychological and social impact of IBS
on their children’s daily lives.

Social Network Analysis
The purpose of the social network analysis was to understand
the patterns of interaction among the users on this forum and
extract insights from them. An interaction occurs between a
pair of users when both are involved in the same thread by
making posts related to the same topic, say, in response to a
question raised on the forum. We found that there were 3010
unique interactions in all the posts on the Teens and Children’s
Issues forum, including the parents’ subforums. After excluding
the responses by the same author who created the thread, there
were 2053 interactions. On examining the data more closely,
we found that user Kathleen M, one of the top content
contributors, was an IBS expert who also participated in the
IBS forum for adults.

Next, we plotted the top 30 most active users who contributed
the most to the forum (Figure 5). The plot shows a typical power
law pattern, where most of the contributions come from a small
number of users and the participation of the remaining users is
very small. This is also consistent with the pattern observed for
the adult forum in our previous study [20,21].

Next, we used the Gephi tool [22] to create a social network
graph of all interactions (Figure 6). This graph shows that there
is a strongly connected core at the center from which there are
connections radiating to the other nodes. The nodes on the
outside have weak connections with each other. In this graph,
there are 1165 nodes and 2020 edges. The edges are weighted
by the number of exchanges that occur between the pair of users
on the 2 sides. The weights vary from 1 to 5. The graph is
undirected, so an edge with weight 1 represents the flow of a
message in both directions. The density of the graph is 0.001,
and its diameter is 16. The average degree of this graph is 1.734,
and the weighted degree is 2.411. The clustering coefficient is
0.034.
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Figure 5. Plot of number of posts made by the 30 top content contributors.
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Figure 6. A full social network for all 2053 interactions on the forum.

We also show a smaller filtered version of this graph in Figure
7. We deleted self-connected edges and showed a graph with
nodes of degree >25 using the filter feature of Gephi to focus
on the links among the most prolific contributors. The degree
of a node in a social network is the number of connections it
has to other nodes, and the degree distribution is the probability
distribution of these degrees over the entire network, including
both out degree, or the number of edges leaving a vertex, and
in degree, which is the number of edges entering a vertex. The
analyses show that this is a more tightly connected graph, as
expected. The average degree of this graph and the average
weighted degree are 2.6 and 4.867, respectively. The diameter
is much smaller at 5, and the density is higher at 0.186. The
clustering coefficient is 0.233.

As Figure 7 shows, the top contributors to the content in the
forum had more interactions among themselves than with all
other users in the same network. Among the top contributors,
Kathleen M was found to contribute the most. It is important to
note that this user or node did not have the highest closeness

centrality, which reflects the inverse of one node’s average
distance to all other nodes [23] and is one of the most important
centrality indices in a network for the nodes [24]. Rather,
Kathleen M was the top commentator on posts of others who
did not post any inquiries in the forum. Other top content
contributors, such as *~em~* and *sazzy*, posted inquires and
comments on others’messages and had the highest betweenness
centrality in the forum, which is a key measure of distance in
a network for a node that is calculated as the number of shortest
paths going through a node. For *~em~*, the degree is 62, the
closeness centrality is 0.275, and the betweenness centrality is
11,816.665, whereas for *sazzy*, the degree is 54, the closeness
centrality is 0.168, and the betweenness centrality is 9749.487.
These users were the 2 nodes with the highest degrees, closeness
centrality scores, and betweenness centrality scores, even higher
than those of the top content producer Kathleen M (degree=50,
closeness centrality=0, and betweenness centrality=0). The
results show that Kathleen M replies to many posts but did not
post in this forum section, whose out degree is 0 and in degree
is 50.
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Figure 7. The social network of users with high-degree nodes (degree >25).

Discussion

Principal Findings
This study has discovered that IBS can be a sensitive topic for
younger patients, particularly adolescents who are already
undergoing myriad other critical developmental changes that
deter them from sharing their feelings and emotions with adults,
including their parents, caregivers, and teachers. Given the
increasingly dominant role played by web-based platforms as
a source of information exchange in this digital age, especially
among adolescents [25], it is critical to harness information
from web-based patient- and caregiver-centered forums to better
understand key challenges, concerns, and issues of interest to
younger patients with IBS and their caregivers; examine how
health information, including misinformation and obsolete health
care practices, is propagated and perpetuated via web media;
and how the rates of information propagation and dissemination
depend on the sentiments underlying health-related messages
and links among forum members.

To date there is no definite cure for IBS, and hence, health care
forums for IBS are very helpful to adult patients in exchanging
medical information about their conditions and obtaining
emotional support from others. Our semantic analysis of the
posts reveals that adolescent patients with IBS and their parents
also benefit from raising their issues and concerns regarding a
forum dedicated to them. Physicians often advise them to follow
a diet low in fermentable oligosaccharides, disaccharides,

monosaccharides, and polyols and avoid trigger foods [13]. It
is also important for teenagers to learn how to manage pain and
stress, which are known to worsen the symptoms [26].

Previous research has found that adult patients tend to focus on
gastrointestinal discomfort in their posts, and the top three
causes were psychological factors, food, and allergens [27].
Using the LDA algorithm and an LDA visualization tool, we
identified and visualized 6 main topics in our study from 2
health forums, one for discussion among the parents who cared
for teen patients with IBS and another for discussion among the
adolescent patients themselves. For parents, a top concern was
the school performance of their daughters and how much help
they got at school. For their sons, they were more concerned
about the pain and suffering they had to endure. Teenagers
themselves are most concerned about the effect of IBS on their
everyday activities and social lives.

Although both sexes faced worries and anxieties from IBS, boys
and girls responded differently to IBS symptoms, especially
abdominal pain. It is evident that both teenagers with IBS and
their parents valued the social support they received from
web-based health care forums enormously. Our findings should
also assist medical professionals and school administrators in
enacting better health policies and lead to sound decisions and
higher care quality for patients with IBS. A better understanding
of the impact of IBS on young patients’ social and school lives
can provide powerful support to both adolescents’ caregivers
in self-caring IBS symptoms. Such self-management techniques
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based on the information shared on health forums are known
as a web intervention, which have positive outcomes for patients
with IBS [28]. Our research adds fresh evidence of the
effectiveness of such a web intervention.

Going beyond previous studies on patients with IBS that seldom
analyzed sex differences, we identified three reasons for the sex
differences that were observed on the forum. First, girls found
it difficult to describe their IBS issues to others to seek help and
support. Some even became more reticent and felt humiliated
easily. For instance, one adolescent was asked in front of her
parents whether she was pregnant. Second, some young women
have been brought up by parents to follow social norms and
expectations, more so than boys. Third, the tolerance of pain
varies between females and males with girls being more capable
of enduring pain than boys. The findings reveal that in addition
to coping with IBS symptoms, young patients have to face the
challenges of social influences and anxiety associated with this
health disorder in addition to physical pain and other symptoms.
Boys and girls are affected differently by pain and school
performance, and their views are different from those of parents.

Our social network analyses have identified multiple prolific
users in the forum who contributed most content, such as posts
and replies, in the forum. They functioned like opinion leaders
in the network that could strongly influence other users’ health
information processing concerning IBS. Their posts and replies
could be the major drivers that kept the conversation of
adolescent IBS symptoms going among the users, which also
added value to the information flow. It is important to note that
this study has found that one of the top content contributors
such as Kathleen M did not post any messages but commented
and replied to others’posts. Without the social network analysis,
it was impossible to know that the top content contributor
achieved the status by writing replies and comments only, who
was more influential than many other users who posted inquires
and comments about IBS. Other influential users in this network,
such as users sazzy, *~em~*, and smiley, posted inquires and
commented on messages from their peers. This finding has
important implications for users and caregivers when they
exposed, accessed, and accepted the health information
circulated in the forum. Without this study, average users would

not know the veiled features of the information flow from the
top contributors in the health forum.

Several limitations must be considered when interpreting these
findings. First, the results may not be representative of the entire
population of adolescents with IBS even when this study
analyzed all the posts and replies from adolescent patients and
parents on the IBS Group forum. Second, we cannot recognize
the sex of the parents based on their posts and can only indirectly
identify some of the adolescents’ sex by pronouns used, which
may not be completely accurate. Third, because this is an
anonymous forum, little information can be collected about the
users, such as age, school year, health history including
diagnoses, medicines, tests, allergies, immunizations, and
treatment plans. All these factors make it difficult to fully
understand their medical conditions, and thus, only limited
insights may be revealed.

Conclusions
IBS among children and teenagers is an underappreciated
problem in the medical and school communities, although about
1 of every 7 adolescents suffers from it. This research uses a
novel machine learning approach called the LDA algorithm to
perform topic analysis on 2 forums—one for parents and another
for teens to discuss their IBS problems. One of the important
findings is that certain IBS concerns in teenagers are sex
specific, which is not so apparent among adult patients. Parents
have different issues that bother them for their sons or daughters.
Some issues among girls and boys who suffer from this
condition are also different. Both parents and children derive
considerable medical and emotional benefits from IBS forums.
Our study shows that this condition is very debilitating for
adolescents, and in many cases, it has a devastating effect on
their everyday activities and social lives with potentially lifelong
consequences. This study represents the first attempt to leverage
both machine learning approaches and social network analysis
to identify top IBS concerns from the perspectives of adolescent
patients and caregivers on the same web-based health forums.
The insights revealed in this study, especially the social
influences of IBS-related concerns, should help adolescent
patients manage their symptoms and school lives. Moreover,
caregivers, teachers, and school administrators should also
benefit from the findings of this study.
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Abstract

Background: Antibiotic misuse is a serious public health problem worldwide. National health authorities release clinical practice
guidelines (CPGs) to guide general practitioners (GPs) in their choice of antibiotics. However, despite the large-scale dissemination
of CPGs, GPs continue to prescribe antibiotics that are not recommended as first-line treatments. This nonadherence to
recommendations may be due to GPs misunderstanding the CPGs. A web interface displaying antibiotic prescription
recommendations and their justifications could help to improve the comprehensibility and readability of CPGs, thereby increasing
the adoption of recommendations regarding antibiotic treatment.

Objective: This study aims to design and evaluate a web interface for antibiotic prescription displaying both the recommended
antibiotics and their justifications in the form of antibiotic properties.

Methods: A web interface was designed according to the same principles as e-commerce interfaces and was assessed by 117
GPs. These GPs were asked to answer 17 questions relating to the usefulness, user-friendliness, and comprehensibility and
readability of the interface, and their satisfaction with it. Responses were recorded on a 4-point Likert scale (ranging from
“absolutely disagree” to “absolutely agree”). At the end of the evaluation, the GPs were allowed to provide optional, additional
free comments.

Results: The antibiotic prescription web interface consists of three main sections: a clinical summary section, a filter section,
and a recommended antibiotics section. The majority of GPs appreciated the clinical summary (90/117, 76.9%) and filter (98/117,
83.8%) sections, whereas 48.7% (57/117) of them reported difficulty reading some of the icons in the recommended antibiotics
section. Overall, 82.9% (97/117) of GPs found the display of drug properties useful, and 65.8% (77/117) reported that the web
interface improved their understanding of CPG recommendations.

Conclusions: The web interface displaying antibiotic recommendations and their properties can help doctors understand the
rationale underlying CPG recommendations regarding antibiotic treatment, but further improvements are required before its
implementation into a clinical decision support system.

(J Med Internet Res 2021;23(6):e25741)   doi:10.2196/25741

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25741 | p.775https://www.jmir.org/2021/6/e25741
(page number not for citation purposes)

Madar et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:rosy.tsopra@nhs.net
http://dx.doi.org/10.2196/25741
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

clinical decision support system; visualization; usability; clinical practice guidelines; antibiotic; primary care

Introduction

Antibiotic misuse is a serious public health problem worldwide
[1,2]. It exposes patients to the risk of adverse effects and
complications, including death [3,4], as well as bacterial
resistance [5]. Most antibiotic prescriptions are made in primary
care settings. In this context, the choice of antibiotic is usually
empiric (ie, without identification of the causative bacterium)
and depends on various microbiological, epidemiological,
pharmacological, patient condition–, and general practitioner
(GP)-related factors [6].

National health authorities release clinical practice guidelines
(CPGs) to guide GPs in their choice of antibiotics. CPGs contain
evidence-based recommendations from a group of experts based
on scientific publications. However, despite the large-scale
diffusion of CPGs, GPs continue to prescribe antibiotics that
are not recommended for first-line treatment (eg, broad-spectrum
antibiotics) [7,8]. This noncompliance with recommendations
may be due to the GPs misunderstanding the CPGs or their lack
of confidence in these guidelines [9,10]. Indeed, it has been
shown that GPs are suspicious of the content of CPGs; they
believe that the recommendations are driven by economic issues
rather than a desire to improve patient care and that there is a
lack of evidence to support the recommendations [11]. They
also find the guidelines unclear, ambiguous, incomplete,
complex, and unusable in clinical practice [11].

An antibiotic prescription web interface displaying not only
recommendations of antibiotics but also their justifications could
help improve the GPs’ comprehensibility and readability of
CPGs, thereby increasing the adoption of recommendations
regarding antibiotic treatment. The justifications for antibiotic
recommendations can be found within CPG documents, but
they are often lost or hidden in large amounts of text [12,13].
A qualitative analysis of CPGs [12,13] for antibiotic treatment
showed that these justifications were based on antibiotic
properties [14,15]. For example, fosfomycin trometamol is
recommended for the treatment of uncomplicated cystitis
because of the following properties: short-duration protocol,
few side effects, and little collateral damage. The display of
antibiotic properties in an easily accessible and understandable
manner could therefore help improve the comprehensibility and
readability of CPGs for GPs, thereby increasing the chances of
them successfully adopting those recommendations.

It is not easy to display the recommended antibiotics and their
properties in a readily usable interface [16,17]. In the context
of antibiotic treatment, several kinds of interface have been
used, including textual formats [18,19], tables [19], diagrams
[20], hypertextual links [21], and tick boxes [18]. Outside the
domain of medicine, e-commerce interfaces (such as those used
by e-commerce organizations like Booking, eBay, and Amazon)
are widespread and make it possible for consumers to compare
particular parameters between products. However, surprisingly,
interfaces of this type are rarely used in the medical domain.

Such e-commerce interfaces could be an effective way of
displaying both antibiotics and their properties.

In this study, we aim to (1) design a web interface for antibiotic
prescription presenting recommendations and justifications, in
the form of an e-commerce interface displaying antibiotics and
their properties, and (2) evaluate the readability and utility of
this interface for improving the GPs’ comprehension of CPGs.

Methods

Interface Design
The elements involved in medical decision-making for antibiotic
prescription have been previously identified based on analyses
of clinical guidelines [14] and clinical expertise [6].

The best way to organize these elements into the proposed web
interface was determined by reviewing and analyzing the content
of the following:

1. Health care interfaces: However, no interface with a design
similar to that of an e-commerce interface was retrieved.

2. Several well-known e-commerce websites for booking trips
or hotels and web-based stores: A panel of websites were
reviewed and the interface of four selected e-commerce
websites (ie, Booking, Amazon, Tripadvisor, and
LeBonCoin) were analyzed in greater detail. This analysis
revealed that these interfaces contained three common main
sections: a summary section, a result section, and a filter
section (Figure 1). The same partitioned sections were then
used to organize the elements involved in medical
decision-making and to design the web interface.

The summary section of e-commerce interfaces usually displays
the search criteria entered by the user when searching for a
product (eg, “hotels in Paris from 21/12/2020 to 26/12/2020”).
In our web interface, the elements “patient profiles” and
“diseases” (eg, adult pharyngitis) were considered as search
criteria.

The filter section of e-commerce interfaces usually displays
optional parameters that users can click to filter the products
selected in response to the initial search criteria (eg, hotel price).
In our web interface, elements relating to certain generic patient
conditions that are taken into account during drug prescription
(eg, renal failure) were considered as optional parameters.

Finally, the result section of e-commerce interfaces usually
displays the products recommended after both the search criteria
and the optional parameters entered by the user have been taken
into account. The characteristics of the products are usually also
displayed in the form of icons to facilitate product comparison
(eg, an icon for a swimming pool). In the web interface, the
elements “antibiotic” and “antibiotic properties” were considered
as products and characteristics, respectively. The antibiotics
recommended in CPGs and the properties used by CPG experts
to make those recommendations would then be displayed. A
previous study identified seven preference properties (eg,
“convenient protocol”) that are currently used by experts for
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making recommendations [14]. Antibiotics satisfying these
properties are preferred over others, depending on the clinical
situation (eg, in women with uncomplicated cystitis, fosfomycin
trometamol is preferred over other antibiotics because it has the
property “convenient protocol”). For each preference property,

two junior doctors reviewed the icon web sites and designed
personalized icons using Inkscape. The seven preference
properties, as described by CPG experts, are shown along with
the representative icons in Table 1.

Figure 1. Basic wireframe of e-commerce interfaces compartmentalized into sections.

Table 1. Icons used for displaying antibiotic properties.

IconIcon descriptionDefinitionaPreference property

Symbolized by a capsule placed on a handIf the antibiotic is prescribed orally and for less than Z

daysb
Convenient protocol

Symbolized by a face with skin rash with an inter-
dictory stroke

If there is no risk of serious side effects and the frequency
of side effects is sufficiently low to allow prescription

Absence of serious and
frequent side effects

Symbolized by a diamond with an interdictory
stroke

If the antibiotic does not belong to a class of drugs that
must be preserved for more serious infections

Nonprecious class

Symbolized by mass spectrum graphIf the antibiotic is described as having a narrow antibacte-
rial spectrum

Narrow antibacterial
spectrum

Symbolized by a recycling iconIf the antibiotic is described as having a low risk of promot-
ing bacterial resistance

Low level of ecological
adverse effects

Symbolized by brachial biceps with a boxing
glove

If the antibiotic is described as very effective (eg, high
clinical cure percentage)

High level of efficacy

Symbolized by a face with tongue emojiIf the antibiotic is described as having an acceptable taste
for oral administration

Acceptable taste

aExpert definitions within clinical practice guidelines. Source: [14].
bZ: the period depends on the clinical situation.

Interface Assessment
The utility of the interface for improving GPs’ comprehension
of CPGs and their readability was evaluated using a
questionnaire tailored to the study.

GP Recruitment
GPs were contacted via emails sent to medical networks in the
Île-de-France region (including Paris) and by word of mouth,
between March 25 and April 25, 2018. A reminder was sent 15
days after the first contact was made. For inclusion in the study,
GPs had to be in training or practicing in primary care. The
evaluation was voluntary and anonymous.

Study Design
A web-based evaluation was carried in three steps. First, the
participating GPs were asked to answer five sociodemographic
questions. Their responses were rendered anonymous. Next,
the GPs were asked to use the web interface for the use case
“young adult woman with uncomplicated pyelonephritis.” The
information displayed on the web interface was derived from a
knowledge base describing 11 infectious diseases, 50 antibiotics,
and 21 patient profiles, constructed based on French CPGs and
clinical expertise (a description of this knowledge base is
available in the literature [14]). Then, the GPs were asked to
answer 17 questions relating to usefulness (3 questions),
user-friendliness (3 questions), satisfaction (3 questions) and
comprehension (8 questions). The responses were recorded on
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a 4-point Likert scale (ie, “absolutely disagree,” “tend to
disagree,” “tend to agree,” and “absolutely agree”). At the end
of the evaluation, GPs were provided with an opportunity to
write optional free comments.

Results

Web Interface for Antibiotic Prescription
The web interface for antibiotic prescription was divided into
three main sections, as in most e-commerce websites (Figure
2):

1. The clinical summary section, located at the top of the
interface, displays a short summary of the clinical situation
defined by both the disease and the profile of the patient
(eg, sex, age).

2. The filter section, located at the top left of the interface,
can be used to filter the recommended drugs according to
patient-specific conditions such as drug allergies, renal
failure, pregnancy, and/or breastfeeding.

3. The recommended antibiotics section, located in the center
of the interface, displays the recommended drugs, with
justifications in the form of drug properties. These
preference properties are represented by seven icons. Each
icon is shown in a different color, as follows: green, if the
recommended antibiotic satisfies the property; red, if the
recommended antibiotic does not satisfy the property; and
grey, if no information is available. For each recommended
drug, the recommendation rank is displayed with a
numbered thumbs-up icon, as per the CPGs.

4. The legend located at the bottom of the interface highlights
the icons used in the recommended antibiotics section and
displays hypertextual links to the original CPGs.

Figure 2. Web interface for antibiotic prescription displaying recommended drugs and their properties.
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Evaluation of the Antibiotic Prescription Web Interface

Characteristics of Participating GPs
Given the opportunistic nature of the recruitment method used,
it is difficult to estimate accurately how many GPs received the
invitation email. The number of GPs contacted was estimated
to range between 850 and 880.

In total, 117 GPs working within distinct GP surgeries accepted
the invitation and assessed the web interface. More than half
(73/117, 62.4%) were female. More than three-fourths (104/117,
89.0%) were under 40 years of age and had been in practice for
less than 10 years. More than half (77/117, 65.8%) were working
in private practice (Table 2).

Table 2. Sociodemographic characteristics of the general practitioners (GPs) (N=117).

Value, n (%)Characteristic

Sex

73 (62.4)Female

44 (37.6)Male

Age (years)

42 (36.0)20-30

62 (53.0)30-40

7 (6.0)40-50

3 (2.5)50-60

3 (2.5)>60

Professional status

74 (63.3)GP with an MD thesis

39 (33.3)GP without an MD thesis

4 (3.4)GP in training

Time in practice (years)

81 (69.2)<5

20 (17.1)5-10

10 (8.5)10-20

6 (5.2)>20

Practice type

77 (65.8)Private

15 (12.8)Salaried

25 (21.4)Mixed

Satisfaction, Usefulness, Comprehensibility, and
Readability of the Web Interface
Overall, 82.9% (97/117) of GPs found the display of drug
properties useful (95% CI 76-90); 65.8% (77/117) reported that
the interface improved their understanding of CPG
recommendations (95% CI 57-74), and 59.8% (70/117)
considered the interface useful for clinical practice (95% CI
51-69), as shown in Figure 3.

Only 54.7% (64/117) of all GPs were satisfied with the global
interface (95% CI 46-64), probably because of dissatisfaction
with some of the icons. Indeed, the majority of GPs appreciated
the clinical summary (90/117, 76.9%) and filter (98/117, 83.8%)

sections, whereas 48.7% (57/117) of them reported difficulties
understanding some of the icons (Figure 3).

Five of the eight icons were considered sufficiently readable.
The icons for recommended rank, ecological adverse effects,
and taste were considered easily understandable by more than
80% of GPs; both the precious class and the side effects icons
were considered comprehensible by more than 60% of all GPs.
By contrast, three icons were not sufficiently readable; icons
for antibacterial spectrum and convenient protocol were
considered poorly understandable by nearly half the GPs and
that for efficacy level was considered poorly understandable by
about 84% of GPs (Figure 3).
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Figure 3. Satisfaction, usefulness, readability, and comprehensibility of the web interface according to general practitioners. In the questionnaire, each
item was turned into an affirmative sentence to be graded on a 4-point Likert scale ranging from “absolutely disagree” to “absolutely agree” (eg, the
item “Utility of displaying drug properties” was converted to the statement “I found the display of drug properties useful” and this affirmation was then
graded).

Areas for Improvement
Some GPs said that they found the web interface interesting but
that it could take time for them to get familiar with it. They
suggested several areas for improvement (Table 3).

For the clinical summary section, GPs suggested displaying
more details about the probable causal microbes, patient history,
treatment, and signs of gravity. For the filter section, they
suggested adding filters for hepatic conditions and galenic forms.
Regarding the recommended antibiotics section, the GPs thought
it included too much information and needed to be simplified
to improve readability. For example, some GPs said that only
the most important properties should be displayed and that other
properties should be hidden and accessible only on request (eg,

nonprecious class, efficacy level, and taste). Surprisingly, some
GPs reported that some properties were not important for the
choice of antibiotic, whereas these properties were used by CPG
experts in the formulation of recommendations (eg, ecological
adverse effects, activity spectrum, antibiotic taste). Other GPs
also had doubts about the nonprecious class property because
they did not understand what this meant. Conversely, other GPs
suggested including additional properties such as drug cost,
drug-drug interactions, and contraindications. Some others said
that some of the icons were not sufficiently intuitive and
required revision. They suggested, for example, replacing the
efficacy level by a graduated scale, speedometer, or weapon
symbol. Finally, some GPs said that they thought the web
interface could be useful for shared decision-making with
patients.
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Table 3. Areas for improvement extracted by analysis of free comments by general practitioners (GPs) (N=117).

GP, n (%)Interface section and suggested improvement

Clinical summary

9 (7.7)Add more information about patient history and current treatment

1 (0.9)Add more information about clinical signs of gravity

1 (0.9)Add details about the suspected causal microbes

Filter

1 (0.9)Add hepatic condition filter

2 (1.7)Add galenic form preference (eg, syrup, pill)

Recommended antibiotics

31 (26.5)Improve readability

8 (6.8)Add some properties (eg, duration, cost)

2 (1.7)Specify important patient contraindications for each antibiotic

3 (2.6)Specify drug-drug interactions

Discussion

Principal Findings
An interface for antibiotic prescription displaying the
recommendations and their justifications was designed and
assessed. The web interface was divided into three main
sections: a clinical summary section, a filter section, and a
recommended antibiotics section enlisting recommended
antibiotics and their properties displayed as icons. Overall,
82.9% of participating GPs found the display of drug properties
useful, and 65.8% of them reported that the interface helped to
improve their understanding of CPG recommendations.
Nevertheless, the interface requires further improvement before
its implementation in a clinical decision support system (CDSS).

Limitations

Interface Design

Icon Design

Despite 82.9% of the GPs reporting that they found the display
of antibiotic properties useful, 48.7% reported difficulty in
reading the corresponding icons. Starren et al [22] described
five kinds of presentation for displaying medical data (ie, table,
list, graph, generated text, and icon). We believed that icons
were the most suitable presentation for displaying the antibiotic
properties because they are small pictorial symbols that are
particularly well adapted for displaying qualitative data within
computer interfaces [22]. Furthermore, they are already widely
used for displaying medical data such as for medication
administration or patient events [22]. Iconic languages [23-25]
have even been developed in the medical domain, such as the
Visualisation des Connaissances Médicales (Visualization of
Medical Knowledge [VCM]) language [25,26], which is used
to represent signs, diseases, physiological states, life habits, and
drugs. However, as there were no existing icons for representing
antibiotic properties, the icons for this interface were designed
by ourselves. Designing unambiguous icons for displaying
precise concepts, such as “low level of ecological adverse
effects” or “narrow antibacterial spectrum” was not an easy

task, and it can take time for the GPs to become familiar with
these icons. In our study, GPs discovered the icons for the first
time during the evaluation period, with no prior tutorial or
training, potentially accounting for their lack of satisfaction
with the existing icons. The next step will be improving the
design of some icons in accordance with the suggestions made
by the GPs participating in this study (eg, “efficacy level” could
be represented by a graduated scale). A tutorial and interactive
information bubble will also be added to improve the readability
of icons.

Missing Elements

The interface displayed the recommendations and the elements
required for antibiotic prescription according to the experts
writing CPGs. However, the qualitative analysis of the free
comments highlighted the following: (1) some properties were
considered important by CPG experts but not by GPs (eg, CPG
experts considered antibiotic taste to be important for improving
treatment adherence, whereas this was not the case for all GPs);
(2) GPs considered other properties not mentioned in CPGs to
be important (eg, some GPs reported needing to visualize drug
interactions, which are seldom dealt with in CPGs); and (3)
some properties are currently used by CPGs experts but are not
understood by GPs (eg, the property nonprecious class). This
gap between real-life practice and writing CPGs should be
considered when designing CDSS interfaces. Thus, interfaces
should also include the properties used by GPs in real-life
practice, even if the evidence for their use is poor or not given
in CPGs. For example, with regard to antibiotic prescription,
Krishnakumar et al [6] developed a model of the rationale used
by GPs for antibiotic choice. Some of the factors included in
this model, such as drug pharmacokinetics, marketing
authorization, and drug cost, will be included in the web
interface in the future.

Interface Evaluation
The participating GPs were recruited via emails sent to medical
networks and by word of mouth. This mode of recruitment was
chosen because it is faster and cheaper than traditional
approaches [27,28]. However, it may have introduced a selective
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participation bias [28] (eg, by selecting GPs keen on the use of
new technologies). This bias was limited by using large mailing
lists (>850 GPs), including GPs working in various health care
centers, from a large French region (including Paris). The
readability of the interface and its utility for improving GPs’
comprehension of CPGs were also evaluated. Assessments of
readability and comprehensibility are part of the software
lifecycle and may prevent serious usability problems, which
often occur during the design of new technologies [29]. Early
testing makes it possible to identify serious issues and to
improve the interface before its implementation in a CDSS.

Comparison With Previous Work

Comparison With Other Drug Comparison Interfaces
Other types of interfaces have been developed for comparing
drugs in medical domains. With regard to Dopamine [30], for
instance, double-entry tables were used to compare the
contraindications and side effects of drugs. More sophisticated
tables, including the possibilities of overlapping data and
interactions, have also been developed, such as Twinlist [31]
for medication reconciliation or rainbow boxes [32,33] for
comparing drug information such as contraindications or side
effects. Rainbow boxes were previously adapted for use in
antibiotic prescription [34]; the resulting rainbow interface was
perceived as easy to read for 27.5%-64% of GPs, depending on
the clinical situation. However, as smartphones are increasingly
being used by medical doctors for learning, information
retrieval, and/or clinical decision support [35-38], it is important
to consider interfaces more suitable for use with a smartphone.
Tabular representations take up a large amount of space and are
therefore more suitable for computer interfaces [39,40]. Here,
an e-commerce interface adaptable for smartphones was
designed as a means of overcoming this limitation. Graphs have
also been used for drug comparisons, such as Rxplore [41] for
the rapid review of potential drug events caused by drugs and
Network graph [42] for chemotherapy treatment. However, in
these cases, graphical representations were interesting because

of the need to add quantitative information such as the results
of clinical trials [42]. As antibiotic properties are qualitative
data, graphical representations were not considered appropriate
for this situation.

Comparison With Other Antibiotic Prescription
Interfaces
Other interfaces have been developed for the empiric
prescription of antibiotics in primary care, for example, IAAP
Smart phone [43], ARI Smart Form [44], and ABX TRIP [21]
for acute respiratory infections. These interfaces display
antibiotic recommendations without their justifications—that
is, only the recommended antibiotics are displayed in a textual
format without their properties. This type of presentation suffers
from “the black box effect” [45] and may make GPs passive in
their decision-making process, simply accepting the decision
suggested by the CDSS. GPs may also be suspicious of the
recommendations due to a lack of understanding of the
suggestions made by the CDSS. In our proposed interface, drug
properties were displayed to involve GPs in the decision process.
This improves their understanding of the underlying reasons
for recommendations and enables them to compare the
advantages and disadvantages of the recommended antibiotics.
Preserving GP autonomy is an important factor to be considered
when trying to increase the chances of CDSS being successfully
adopted [46].

Conclusions
A web interface for antibiotic prescription presenting drug
recommendations and their justifications was designed following
the basic framework of an e-commerce interface. The
justifications of CPG recommendations were displayed in the
form of antibiotic properties, which was considered useful by
more than three-fourths of GPs and helpful for understanding
CPGs by two-thirds of GPs evaluating the interface. Further
improvements are required before the implementation of this
interface in a CDSS.
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Abstract

Background: Phenotypes characterize the clinical manifestations of diseases and provide important information for diagnosis.
Therefore, the construction of phenotype knowledge graphs for diseases is valuable to the development of artificial intelligence
in medicine. However, phenotype knowledge graphs in current knowledge bases such as WikiData and DBpedia are coarse-grained
knowledge graphs because they only consider the core concepts of phenotypes while neglecting the details (attributes) associated
with these phenotypes.

Objective: To characterize the details of disease phenotypes for clinical guidelines, we proposed a fine-grained semantic
information model named PhenoSSU (semantic structured unit of phenotypes).

Methods: PhenoSSU is an “entity-attribute-value” model by its very nature, and it aims to capture the full semantic information
underlying phenotype descriptions with a series of attributes and values. A total of 193 clinical guidelines for infectious diseases
from Wikipedia were selected as the study corpus, and 12 attributes from SNOMED-CT were introduced into the PhenoSSU
model based on the co-occurrences of phenotype concepts and attribute values. The expressive power of the PhenoSSU model
was evaluated by analyzing whether PhenoSSU instances could capture the full semantics underlying the descriptions of the
corresponding phenotypes. To automatically construct fine-grained phenotype knowledge graphs, a hybrid strategy that first
recognized phenotype concepts with the MetaMap tool and then predicted the attribute values of phenotypes with machine learning
classifiers was developed.

Results: Fine-grained phenotype knowledge graphs of 193 infectious diseases were manually constructed with the BRAT
annotation tool. A total of 4020 PhenoSSU instances were annotated in these knowledge graphs, and 3757 of them (89.5%) were
found to be able to capture the full semantics underlying the descriptions of the corresponding phenotypes listed in clinical
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guidelines. By comparison, other information models, such as the clinical element model and the HL7 fast health care
interoperability resource model, could only capture the full semantics underlying 48.4% (2034/4020) and 21.8% (914/4020) of
the descriptions of phenotypes listed in clinical guidelines, respectively. The hybrid strategy achieved an F1-score of 0.732 for
the subtask of phenotype concept recognition and an average weighted accuracy of 0.776 for the subtask of attribute value
prediction.

Conclusions: PhenoSSU is an effective information model for the precise representation of phenotype knowledge for clinical
guidelines, and machine learning can be used to improve the efficiency of constructing PhenoSSU-based knowledge graphs. Our
work will potentially shift the focus of medical knowledge engineering from a coarse-grained level to a more fine-grained level.

(J Med Internet Res 2021;23(6):e26892)   doi:10.2196/26892

KEYWORDS

knowledge graph; knowledge granularity; machine learning; high-fidelity phenotyping; phenotyping; phenotype; semantic

Introduction

When people are sick, their bodies present a series of observable
or perceptible abnormalities, which are called phenotypes. In
medicine, the phenotype concept covers signs and symptoms,
laboratory test results, and imaging findings [1]. Phenotypes
characterize the clinical manifestations of diseases, which
provide important clues for diagnoses. Knowledge about disease
phenotypes is usually documented as free text in medical
textbooks or clinical guidelines, and such knowledge forms are
hard for computers to use. Therefore, it is essential to transform
phenotype knowledge into a machine-understandable format to
facilitate the development of automated systems that could
improve health care [2].

To date, many structured knowledge bases, such as WikiData
[3], MalaCards [4], and DBpedia [5], have been constructed for
disease phenotypes. In these knowledge bases, the phenotype
knowledge of a disease is represented as a list of phenotype
concepts or terms (Multimedia Appendix 1). However, such a
concept-based representation only focuses on the presence or
absence of a phenotype but neglects its contextual properties
[6,7]. The description “sudden, severe abdominal pain in the
lower right abdomen,” for example, names three attributes of
abdominal pain, including the onset pattern (sudden), severity
(severe), and quadrant pattern (lower right abdomen). These
attributes are valuable for diagnosis but missing in the provided
concept-based representation. Due to the neglect of phenotypic
details, current phenotype knowledge bases only characterize
disease manifestations at a very coarse-grained level [8], which
is considered to be “sloppy and imprecise” [9,10].

To precisely represent phenotype knowledge in clinical
guidelines, it is necessary to introduce fine-grained semantic
information models [11], which consider phenotypes and
attributes simultaneously. The currently available semantic
models for representing phenotype information include but are
not limited to clinical element models (CEMs) [12], the Health
Level Seven fast health care interoperability resource (FHIR)
model [13], and the clinical quality language model [14]. All
these models can be viewed as standard entity-attribute-value
structures, which represent phenotype information with
sufficient details by using various attributes and qualifier values.
For example, a CEM model considers 17 attributes associated
with phenotypes, such as phenotype severity, laterality, and
duration. Although semantic information models such as CEM

and FHIR have defined many attributes for phenotypes, it should
be noted that these attributes are mainly designed for recording
phenotypic information in electronic medical records. However,
the logic underlying phenotypic descriptions in clinical
guidelines is quite different from that in electronic medical
records. For example, clinical guidelines usually describe the
frequency of a phenotype in a population (eg, 30% of patients
may have a loss of smell); however, this attribute is not defined
in CEM and FHIR models. In addition to the frequencies of
phenotypes, other often used attributes such as temporal patterns
(eg, acute, chronic) and pain characteristics (eg, sharp, dull) are
also neglected by the CEM and FHIR models. Therefore, it is
necessary to optimize the attributes included in current
information models to make them more suitable for representing
phenotype knowledge in clinical guidelines.

In this work, we aimed to develop a semantic information model
that could effectively characterize the details of disease
phenotypes for clinical guidelines. A semantic information
model named PhenoSSU (semantic structured unit of phenotype)
was developed based on the clinical guidelines for 193 infectious
diseases from Wikipedia. A total of 12 attributes were included
in PhenoSSU, which characterized the details of phenotypes
from various aspects. Based on PhenoSSU, we constructed
fine-grained phenotype knowledge graphs for these infectious
diseases. Considering the increased annotation costs associated
with the introduction of PhenoSSU, we also explored the
potential of machine learning for performing automatic
recognition for PhenoSSU based on free text. It is hoped that
our work will contribute to the large-scale construction of
fine-grained phenotype knowledge graphs for more diseases.

Methods

Materials
We collected the clinical guidelines for 193 infectious diseases
from Wikipedia [15] as the corpus for constructing fine-grained
phenotype knowledge graphs. In Wikipedia, the phenotypic
knowledge of infectious diseases was usually buried in a section
named signs and symptoms (Multimedia Appendix 1). Although
Wikipedia is created and edited by volunteers worldwide, many
studies have proven the high quality of its biomedical content
[16,17]. In addition, phenotype knowledge graphs for WikiData
[3] and DBpedia [5] were also constructed based on clinical
guidelines from Wikipedia.
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Design of PhenoSSU
PhenoSSU, by its very nature, is an entity-attribute-value model
that consists of a phenotype concept along with a collection of
attributes. Determining the attributes associated with various
phenotypes is the key to the design of PhenoSSU. Four inclusion
criteria for attributes were considered in this study:

• Introduced attribute and value set should come from a
standard medical ontology to avoid the arbitrariness of
defining new attributes. Systematized Nomenclature of
Medicine–Clinical Terms (SNOMED-CT) [18,19], one of
the most comprehensive clinical terminology databases in
the world, was selected as the standard for normalizing both
phenotypes and attributes.

• Introduced attribute should be a modifier associated with
phenotypes rather than an entity independent of phenotypes.
The concepts found in SNOMED-CT were organized into
19 distinct hierarchies. Phenotypes and attributes were
mainly located in the clinical finding and qualifier value
hierarchies, respectively (Multimedia Appendix 1).

• Value set of the introduced attribute should contain
categorical variables with limited dimensionality. For
example, the severity attribute in SNOMED-CT contains
a value set including mild, moderate, and severe. This

criterion is for convenience when configuring attributes in
the brat rapid annotation tool (BRAT) [20] (Multimedia
Appendix 1).

• Introduced attribute should occur at least once in the studied
corpus. This criterion is for reducing redundancy when
introducing many unused attributes.

To effectively find the attributes associated with various
phenotypes, we developed a simple co-occurrence–based method
for attribute filtering (Figure 1A). Specifically, the phenotypes
in the corpus were annotated with the MetaMap tool [21], a
state-of-the-art concept recognizer, and the values of the
attributes in the corpus were annotated with the Flashtext tool
[22], a string-based concept recognizer. If an attribute
co-occurred with any phenotypes in at least 2 sentences from
the whole corpus, we selected the attribute as a candidate that
was potentially associated with phenotypes. Then, we manually
filtered the attributes that were truly related to phenotypes and
built an initial version of PhenoSSU. The initial PhenoSSU
model was optimized during the annotation process. When
annotators found a new contextual property associated with
phenotypes, we searched for its existence in SNOMED-CT and
added the standard attribute corresponding to that contextual
property into the initial PhenoSSU model.

Figure 1. Modeling process of PhenoSSU: (A) modeling PhenoSSU based on sentence-level cooccurrences of phenotype concepts and attribute values
in clinical guidelines and (B) components of the PhenoSSU model consist of a phenotype concept and 12 attributes.

The final PhenoSSU model contained 12 attributes, which could
be classified into 3 categories according to the phenotypic details
they characterized (Figure 1B): (1) details about the presence
of phenotypes, including a phenotype’s assertion, frequency in

a population, age specificity, sex specificity, and specificity
regarding the severity of illness; (2) details about the
manifestations of phenotypes, including a phenotype’s temporal
pattern, severity, appearance color, and sensation characteristics;
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and (3) details about the spatial distributions of phenotypes,
including a phenotype’s laterality, spatial pattern and quadrant
pattern. The SNOMED-CT codes, definitions, and value sets

of these attributes are listed in Multimedia Appendix 1. The
distribution of these 12 attributes in the studied corpus is shown
in Figure 2A.

Figure 2. Expressive power of PhenoSSU: (A) prevalence of the 12 attributes in the studied corpus, (B) examples of precise and imprecise representations
for original phenotype descriptions with the PhenoSSU model, and (C) comparisons of precise representation percentages among different information
models.

Annotation and Normalization of PhenoSSU
The annotation task of PhenoSSU can be divided into 2 steps:
annotating a phenotype and annotating the attributes associated
with that phenotype. Some annotation examples of different
phenotypes attributes defined in PhenoSSU are presented in
Multimedia Appendix 1. The clinical guides of 193 infectious
diseases were annotated with the BRAT (Multimedia Appendix
1). To facilitate the annotation process, we preannotated the
phenotypes found in clinical guidelines with the MetaMap tool.
Then, two annotators (TY and SL) independently annotated the
193 clinical guidelines by following the annotation guide
developed by LD and TJ. Their independent annotations were
merged and visualized in the BRAT. To mark inconsistent
annotations, we introduced a virtual attribute named agreement
into PhenoSSU. Two independently annotated PhenoSSU
models were regarded as consistent when both their phenotypes
(text spans) and associated attribute values were the same. If
there were inconsistencies in any part of a PhenoSSU model,
the value of the agreement attribute was set to disagreement.
The initial interannotator agreement at the PhenoSSU level was
calculated with a Cohen kappa statistic [23] of 0.861. All
inconsistent annotations were solved by an adjudication process
(TJ).

The phenotypes annotated in BRAT were normalized with
SNOMED-CT. To facilitate the normalization process, we also
leveraged the MetaMap tool to obtain candidate concepts from
the SNOMED-CT database and then manually selected the
concept corresponding to each query phenotype. There was no
need to normalize the attribute values because they were already
normalized in SNOMED-CT.

One aspect to note about the normalization process is the special
treatment used for finding sites of phenotypes. Finding sites
were not explicitly included in the PhenoSSU model because
they are entities independent of phenotypes. In SNOMED-CT,
there were more than 39,000 concepts of finding sites in the
body structure hierarchy, and these were hard to set as a value
list in the BRAT. However, finding sites are indispensable
information for describing phenotypes. Therefore, we also
annotated the entities of finding sites associated with
phenotypes. Taking the annotation of “bleeding from the nose
and gum” as an example, the entities of the phenotype (bleeding)
and two finding sites (nose, gum) were annotated separately
and connected with a relation curve named locate (Multimedia
Appendix 1). If a phenotype had an associated finding site, the
phenotype together with the finding site was regarded as an
integral concept in the normalization process. For example, the
annotation of “bleeding” associated with “nose” was normalized
as “249366005|epistaxis,” which shared the same codes as the
annotation of “bleeding from nose.” If a composite concept
could not be normalized as a whole (eg, “rash associated with
hands”), we standardized the phenotype and its corresponding
finding site separately and combined them into a
postcoordination expression [24] (eg, “271807003|Rash”:
“33712006|Skin structure of hand”; Multimedia Appendix 1).
In summary, information about finding sites was implicitly
considered an integral part of a phenotype concept rather than
its attribute.

Automatic Recognition of PhenoSSU
The manual annotation of a PhenoSSU model is a very
time-consuming process because annotators not only need to
find the mention of a phenotype but also need to determine the
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existence of attribute trigger terms in the context surrounding
a phenotype. To reduce annotation costs, it is necessary to
develop algorithms for the automatic annotation of PhenoSSU
models.

The recognition task of PhenoSSU can be divided into 2
subtasks: phenotype concept recognition and attribute value
prediction. The first subtask aims to recognize the text spans
corresponding to phenotypes, and the second subtask aims to
select appropriate values for 12 attributes based on a phenotype’s
context.

The 193 annotated clinical guides were randomly divided into
a training set and a test set at a ratio of 6:4. For the subtask of
phenotype concept recognition, we still used the MetaMap tool,
which can recognize phenotype concepts based on the
Metathesaurus in the Unified Medical Language System
(2020AA release) [25]. We optimized the parameters of the
MetaMap tool based on its performance on the task of
recognizing phenotype concepts in the training set (Multimedia
Appendix 1).

The subtask of attribute value prediction can be regarded as a
classification problem, and two machine learning-based models
were explored for this subtask. One model was based on a
support vector machine (SVM), and the other model was based
on a bidirectional long short-term memory (BiLSTM) neural
network. For the value classification model of a specific
attribute, the input was the encoded feature vectors of a
phenotype’s context and the output was one of the normalized
values for this attribute.

We chose an SVM for developing attribute value prediction
models because SVM-based models have proven their efficiency
in the 2010 Informatics for Integrating Biology & the
Bedside/Veterans Affairs challenge [26] and SemEval-2015
Task 14 [27]. In the SVM-based model (Multimedia Appendix
1), the context of a phenotype was encoded with the existence
of trigger terms (terms that indicated a normalized value [eg,
“sudden onset” was the trigger term of the normalized value
“acute”]) and their distances to the target phenotype [26,27].
The SVM-based model was developed by using the scikit-learn
package (version 0.23.1) [28]. The parameters of the SVM-based
model were optimized by using a grid search strategy [29] on
the training set.

Inspired by recent methodology developments for the assertion
status prediction task [30,31], we chose BiLSTM for developing
attribute value prediction models. The referenced studies [30,31]
showed that BiLSTM and attention mechanisms could achieve
better performances than other approaches when classifying
assertions of medical concepts. Since assertion status prediction
belonged to the task of attribute value prediction, we transferred
the attention-enhanced BiLSTM model to our study. In a given
BiLSTM-based model (Multimedia Appendix 1), the context
of a phenotype was first split into 3 segments, including the left
context, the phenotype itself, and the right context, which were
then encoded into a 3×768 vector with a pretrained language
model named BERT (bidirectional encoder representation from
transformers) [32-34]. Each BiLSTM-based model was
developed by using the Keras package (version 2.3.1) [35], and
the BERT encoding process was performed by using the

bert-as-service package (version 1.10.0) [36]. Considering the
very imbalanced distributions of attribute values in our dataset
(Multimedia Appendix 1), we used the synthetic minority
oversampling technique [37] from the imbalanced-learn package
(version 0.7.0) [38] to balance the sample distributions. The
hyperparameters of the constructed BiLSTM-based models were
optimized using an early stopping strategy [39] on the training
set.

Evaluation of the Performance for Recognizing
PhenoSSU
To evaluate the performance of the proposed algorithm in
extracting PhenoSSU models from free text, we used the
evaluation metrics from SemEval-2015 Task 14: Analysis of
Clinical Text [27].

The evaluation metric for the subtask of phenotype concept
recognition was the F1-score. A predicted phenotype concept
was regarded as a true positive if its text span overlapped with
a gold standard text span. The precision metric was calculated
as the fraction of correctly predicted phenotypes among all
phenotypes identified by MetaMap, and the recall metric was
calculated as the fraction of correctly predicted phenotypes
among all phenotypes identified by the annotators. The F1-score
was calculated as the harmonic mean of precision and recall.

We chose the average weighted accuracy as the evaluation
metric for the subtask of attribute value prediction because the
distributions of different attribute values were very imbalanced.
The average weighted accuracy metric considers the prevalence
of an attribute value in the corpus, so it can measure how good
an algorithm is at predicting the rare values of an attribute. The
detailed calculating process of the average weighted accuracy
can be found in Multimedia Appendix 1.

Evaluation of the Expressive Power of PhenoSSU
Since the aim of this work was to develop a semantic
information model that was more suitable than current
approaches for representing phenotype knowledge in clinical
guidelines, it was necessary to evaluate whether the annotated
PhenoSSU model could capture the full semantics underlying
the original descriptions of phenotypes. For example, in Figure
2B, the description “common symptoms include sudden onset
of fever” could be perfectly represented by the PhenoSSU model
(phenotype: fever; assertion: possible; frequency: frequent;
temporal pattern: acute). By comparison, the description
“abscesses grow larger as disease progress, often over months”
was only partially represented by the PhenoSSU model
(phenotype: abscess; assertion: present), which missed the
information regarding the course and duration of abscess
associated with the description.

To evaluate the expressive power of PhenoSSU, we introduced
a virtual attribute named “equal to the original description” into
the PhenoSSU model. If the annotated PhenoSSU did not
capture the full semantics of an original description, we set the
value of this attribute to “partial.” Two annotators (TY and SL)
independently evaluated the expressive power of the annotated
PhenoSSU model. The initial interannotator agreement as
measured with Cohen kappa statistic was 0.903 (3631/4020).
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We reached a consensus for those inconsistent judgments by
an adjudication process (TJ).

Results

Overview of the PhenoSSU Model and
PhenoSSU-Based Knowledge Graphs
To characterize the details of phenotypes for clinical guidelines,
a semantic information model named PhenoSSU was proposed.
With the introduction of 12 attributes associated with various
phenotypes, the obtained knowledge graphs based on PhenoSSU
were more fine-grained than those based on phenotype concepts.
In this work, 193 PhenoSSU-based knowledge graphs for
infectious diseases were constructed. At the concept level, we
annotated 4020 phenotypic terms, 3962 of which could be
normalized with 1508 concepts in SNOMED-CT. At the
attribute level, we annotated 5278 nondefault attribute values
(“present” was the default attribute value for the assertion
attribute, and “none” was the default attribute value for other
attributes), which indicated the widespread presence of
contextual properties for phenotypes in clinical guides. The
most commonly used attributes included assertion, frequency
in a population, age specificity, phenotype severity, and temporal
pattern (Figure 2A).

Since the knowledge graphs in WikiData were also extracted
from Wikipedia, we compared our knowledge graphs with those
in WikiData at the concept level. WikiData built knowledge
graphs for 66 of the 193 diseases, and these graphs included
354 phenotype concepts. Our annotations covered 297 of the
354 (83.9%) phenotypes from WikiData. For the uncovered
phenotypes, we could not confirm their existence on the
corresponding webpages of Wikipedia (including current and
historical webpages). Most of these uncovered phenotypes may
come from the manual additions of volunteers, who made use
of sources other than Wikipedia (Multimedia Appendix 1).

Expressive Power of PhenoSSU for Representing
Phenotype Knowledge
To evaluate the expressive power of the PhenoSSU model
quantitatively, we manually analyzed whether a PhenoSSU
instance could capture the full semantics underlying the
corresponding descriptions of phenotypes (Figure 2B).

In this study, we annotated 4020 PhenoSSU instances, 3757 of
which (89.5%) were determined to precisely represent the

original phenotype knowledge described by natural language
(Figure 2C). If we only considered the presence and absence of
phenotype concepts (concept-based representation), the
percentage of precise representations decreased to 20.3%
(853/4200). This result further suggested the necessity of
introducing the attributes associated with phenotypes into the
developed model. We also analyzed the expressive power of
the CEM and FHIR models for phenotypes and found that their
percentages of precise representations were 48.4% (2034/4200)
and 21.8% (914/4200), respectively. Most of the attributes
defined in the CEM and FHIR models were not used in clinical
guidelines except for the severity and laterality of phenotypes.
The CEM model achieved a higher expression power than that
of the FHIR model because it considered the uncertainty of
phenotypes (assertion: possible), which is a frequently used
attribute in clinical guidelines. Please see Multimedia Appendix
1 for detailed comparisons between the attributes used in the
PhenoSSU, CEM, and FHIR models.

Potential for Increasing the Speed of PhenoSSU Model
Annotation With Machine Learning
With the introduction of attributes, it would take more time to
annotate a PhenoSSU model than to annotate phenotype
concepts. To increase the efficiency of annotating PhenoSSU
models, we developed a hybrid strategy that first recognized
phenotype concepts with the MetaMap tool and then predicted
the attribute values of phenotypes with SVM-based or
BiLSTM-based classifiers (Figure 3). For the subtask of
phenotype concept recognition, the MetaMap tool achieved an
F1-score of 0.732 (precision 0.660; recall 0.824), which was
comparable to its performance on other medical corpora [40].
For the subtask of attribute value prediction, the average
weighted accuracy of the SVM-based method (0.776) was better
than that of the BiLSTM-based model (0.691). This may be due
to limited number of training data, which made it hard for the
deep learning-based approach to learn useful features from
contexts. However, the performance of the BiLSTM-based
model was still higher than the performance of a reference model
(0.542) that always selected default values for attributes (it
selected “present” for the assertion attribute and “none” for
other attributes). These results indicate that machine learning
methods have the potential to speed up PhenoSSU annotations.
The detailed performances of the compared models for
predicting the values of different attributes are listed in
Multimedia Appendix 1.
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Figure 3. Automatic recognition of PhenoSSU.

Discussion

Principal Findings
In this work, we designed a fine-grained information model
named PhenoSSU, which can precisely represent phenotype
knowledge for clinical guidelines. We also developed an
automatic strategy to extract PhenoSSU models from clinical
guidelines and found that machine learning could be used to
improve the efficiency of PhenoSSU annotation. Taken together,
our work will provide a useful theoretical and technical guide

for the construction of fine-grained phenotype knowledge
graphs.

From the design of PhenoSSU, it can be seen that PhenoSSU
was derived from SNOMED-CT because both the phenotype
concepts and attribute values in PhenoSSU came from
SNOMED-CT. PhenoSSU strengthened the expressive power
of SNOMED-CT by combining 12 attributes with phenotype
concepts. In SNOMED-CT, there was a technique named
postcoordination expression [24] that could also capture the
details of phenotypes by using combinations of existing
concepts. For example, the out-of-vocabulary concept “severe
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headache, unilateral” can be expressed as a postcoordination of
3 concepts—headache (25064002): severity (272141005) =
severe (24484000) and laterality (272741003) = unilateral
(66459002). Compared with the postcoordination expression
technique, PhenoSSU is a predefined information model that
provides a general framework for knowledge representation. It
is more convenient to configure the PhenoSSU model into the
BRAT annotation tool to construct fine-grained phenotype
knowledge graphs than to use the competing approach.

In recent years, machine learning, especially deep learning, has
been widely used for processing medical information [41-44].
In this work, we also explored the potential of automatically
constructing fine-grained phenotype knowledge graphs based
on machine learning. The results in Figure 3 suggest that
machine learning can assist with the human annotations of
PhenoSSU to some extent. However, there are still great
challenges to overcome to improve the performance of machine
learning, especially the insufficiency and imbalanced
distributions of training data. In future work, an active learning
framework [45] that incorporates both human intelligence and
machine intelligence may be a better strategy for constructing
fine-grained knowledge graphs.

The improvement of knowledge granularity for disease
phenotypes may potentially benefit knowledge-based diagnosis
systems because the differential diagnostic capability of a
PhenoSSU model is theoretically stronger than that of a single
phenotype concept. From the perspective of coarse-grained
knowledge graphs, some diseases (eg, the flu and common cold)
have many similar symptoms (eg, fever and cough); however,
these similar symptoms may have obvious differences from the
perspectives of fine-grained knowledge graphs. For example,
fever may be present in both flu and common cold. However,
fever is more common in flu patients and usually appears
suddenly with a body temperature of 38 degrees or above. By

comparison, fever is rarely seen in common cold cases and
usually appears gradually. Therefore, a diagnosis system cannot
exclude the common cold if a patient has fever; however, it can
safely exclude the common cold if a patient has such a
PhenoSSU instance like “phenotype: fever; temporal pattern:
acute; severity: severe.” PhenoSSU-based knowledge graphs
should be very suitable for dialogue-based symptom checkers
such as babylon [46] and symptoma [47], which collects the
symptoms of a patient one by one. Considering the details of
phenotypes in inquiry processing may potentially improve the
efficiency and accuracy of dialogue-based symptom checkers.

Limitations
One limitation of this work is that we only considered the corpus
of infectious diseases during the modeling process of PhenoSSU.
In addition, we only considered attributes with categorical values
and did not consider attributes with numeric values. Another
limitation of this study is that we only tested the effectiveness
of the PhenoSSU model for 193 infectious diseases, which is a
small number considering that thousands of other diseases exist.
In addition, attributes suitable for infectious diseases may not
be suitable for other types of diseases. We will solve these
limitations during the process of constructing PhenoSSU-based
knowledge graphs for more diseases in future work.

The annotation guidelines for PhenoSSU and the
PhenoSSU-based knowledge graphs for 193 infectious diseases
can be found by visiting our website [48]. The scripts for
modeling and extracting PhenoSSU can be found on GitHub
[49].

Conclusions
PhenoSSU is a fine-grained semantic information model that
can precisely represent phenotype knowledge in clinical
guidelines, and machine learning can be used to improve the
efficiency of constructing PhenoSSU-based knowledge graphs.
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Abstract

Background: The Multidimensional Prognostic Index (MPI) is an aggregate, comprehensive, geriatric assessment scoring
system derived from eight domains that predict adverse outcomes, including 12-month mortality. However, the prediction accuracy
of using the three MPI categories (mild, moderate, and severe risk) was relatively poor in a study of older hospitalized Australian
patients. Prediction modeling using the component domains of the MPI together with additional clinical features and machine
learning (ML) algorithms might improve prediction accuracy.

Objective: This study aims to assess whether the accuracy of prediction for 12-month mortality using logistic regression with
maximum likelihood estimation (LR-MLE) with the 3-category MPI together with age and gender (feature set 1) can be improved
with the addition of 10 clinical features (sodium, hemoglobin, albumin, creatinine, urea, urea-to-creatinine ratio, estimated
glomerular filtration rate, C-reactive protein, BMI, and anticholinergic risk score; feature set 2) and the replacement of the
3-category MPI in feature sets 1 and 2 with the eight separate MPI domains (feature sets 3 and 4, respectively), and to assess the
prediction accuracy of the ML algorithms using the same feature sets.

Methods: MPI and clinical features were collected from patients aged 65 years and above who were admitted to either the
general medical or acute care of the elderly wards of a South Australian hospital between September 2015 and February 2017.
The diagnostic accuracy of LR-MLE was assessed together with nine ML algorithms: decision trees, random forests, extreme
gradient boosting (XGBoost), support-vector machines, naïve Bayes, K-nearest neighbors, ridge regression, logistic regression
without regularization, and neural networks. A 70:30 training set:test set split of the data and a grid search of hyper-parameters
with 10-fold cross-validation—was used during model training. The area under the curve was used as the primary measure of
accuracy.

Results: A total of 737 patients (female: 370/737, 50.2%; male: 367/737, 49.8%) with a median age of 80 (IQR 72-86) years
had complete MPI data recorded on admission and had completed the 12-month follow-up. The area under the receiver operating
curve for LR-MLE was 0.632, 0.688, 0.738, and 0.757 for feature sets 1 to 4, respectively. The best overall accuracy for the nine
ML algorithms was obtained using the XGBoost algorithm (0.635, 0.706, 0.756, and 0.757 for feature sets 1 to 4, respectively).

Conclusions: The use of MPI domains with LR-MLE considerably improved the prediction accuracy compared with that
obtained using the traditional 3-category MPI. The XGBoost ML algorithm slightly improved accuracy compared with LR-MLE,
and adding clinical data improved accuracy. These results build on previous work on the MPI and suggest that implementing risk
scores based on MPI domains and clinical data by using ML prediction models can support clinical decision-making with respect
to risk stratification for the follow-up care of older hospitalized patients.
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Introduction

Background
Previous studies have highlighted the importance of using
functional measures to predict mortality among older
hospitalized patients, a complex population characterized by
different degrees of frailty, comorbidity burden, and
polypharmacy [1,2]. In particular, the Multidimensional
Prognostic Index (MPI), an objective and quantifiable
comprehensive geriatric assessment (CGA)–based tool
developed from 8 separate CGA domains, is an example of a
cumulative deficit model of frailty [3]. The MPI is strongly
associated with mortality [2], length of hospital stay [4], and
hospital readmission [3] in subpopulations suffering from acute
and chronic conditions, including general and geriatric hospital
patients. The MPI patient score is created by aggregating the
total scores from the 8 separate CGA tools and normalizing the
resulting total score to provide a value in the range from 0 to 1.
The latter is then categorized into three categories of risk: low
(0.0-0.33), moderate (0.34-0.66), and severe (0.67-1.0), allowing
clinicians to better tailor their care management.

Prediction accuracy for 12-month mortality (12MM) using the
area under the receiver operating curve (AUC) of 0.751 was
achieved with the three MPI categories when validated in an
older Italian population [2]. However, despite it being a
significant predictor of 12MM in a similar older hospital
population within Australia [5], its diagnostic accuracy was not
confirmed (AUC=0.64, with age and gender adjustment). The
relatively poor performance for prediction compared with the
prediction accuracy with the Italian cohort might be partly
explained by the homogenization of scores from the separate
MPI domains into a single aggregate-weighted scoring system.
Although this simplifies risk classification, the use of an
aggregate-weighted scoring system has been shown in general
to remove important domain-specific information, resulting in
poorer risk prediction [6]. Conversely, the use of individual
MPI domains in place of an aggregate score has the potential
to cause overfitting of the prediction model (ie, reduced bias),
which results in lower accuracy when used on independent data
sets (ie, increased variance) [7].

Machine learning (ML) is a branch of artificial intelligence in
which various algorithms are used to make predictions [8]. The
algorithms differ from standard statistical modeling approaches
such as those using least squares or maximum likelihood, which
focus on linear relationships and have no additional aspects to
their respective error functions (such as the use of regularization)
that help reduce the likelihood of model overfitting. The
strengths of ML algorithms include their ability to handle feature
selection in the presence of collinearity, and the ability to deal
with a larger number of features including complex nonlinear
patterns and interactions [9]. Furthermore, the validation of
ML-based approaches is generally more rigorous than that of
the standard statistical approaches, with special care taken to

consider the aforementioned trade-off between bias and variance
when developing the prediction model during the training
process [10]. Finally, model development is more data driven;
it does not rely solely on content knowledge, thereby increasing
the opportunity to identify previously unconsidered features for
enhanced prediction [8].

Objective
Given the relatively poor performance of the aggregate MPI
score in predicting 12MM in an Australian cohort, we seek to
improve the prediction accuracy in several ways. First, we use
the separate components of the MPI as input features for a
traditional logistic regression with maximum likelihood
estimation (LR-MLE). Second, we assess nine different
binary-classification ML algorithms that might perform better
than LR-MLE. Third, we add 10 routinely collected clinical
measures to the MPI domain-based feature data set.

Methods

Overview
Details of the data collection methods, including a description
of the study design, study cohort, and collected data, have been
previously published [5]. Briefly, the cohort consisted of patients
aged 65 years and above admitted to the Flinders Medical Centre
Acute Medical Unit and then transferred to either the general
medical or acute care of the elderly wards between September
14, 2015, and February 17, 2017. Flinders Medical Center is a
593-bed metropolitan teaching and trauma hospital within the
Southern Adelaide Local Health Network, which has a
catchment area of approximately 350,000 people. Acute care
of the elderly wards provides a comprehensive individualized
approach for assessing older frail medical inpatients using a
multidisciplinary team. The study was conducted in accordance
with the Declaration of Helsinki and the guidelines for Good
Clinical Practice. Approval for the study was obtained from the
local ethics committee (reference number: 170.15).

Feature Sets
The 63-item MPI is a prognostic tool based on averaging the
standardized scores obtained from the eight core domains of
the CGA, which were obtained in all study participants within
the first 3 days of hospital admission. We trained the prediction
models using four different feature sets. The first feature set
contained age, gender, and the 3-category MPI as three separate
dummy variables (n=5 features in total). The second feature set
contained the five features from the first feature set as well as
10 additional clinical features: BMI, anticholinergic risk score
(ARS) [11], serum sodium, hemoglobin, serum albumin,
creatinine, urea, urea-to-creatinine ratio, estimated glomerular
filtration rate (eGFR), and C-reactive protein (CRP; n=15
features in total). The third and fourth feature sets included the
eight separate MPI domains used in the calculation of the overall
MPI score, in place of the 3-category MPI used in the first and
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second feature sets, resulting in n=10 and n=20 features,
respectively. The eight MPI domains consist of cohabitation
status (living alone, with family or friends, or in an institute),
the total number of prescribed medications (taken at admission),
functional status evaluated with activities of daily living (ADL)
and instrumental ADL (IADL) scales; cognitive status evaluated
by the Short Portable Mental Status Questionnaire; evaluation
of pressure sores using the Exton Smith Scale (ESS);
comorbidities assessed using the Cumulative Illness Rating
Scale (CIRS); and nutritional status evaluated by the Mini
Nutritional Assessment (MNA). The additional biochemical
features are known to be associated with adverse outcomes in
older patient populations [12-18]. The target variable for the
prediction models was all-cause mortality within 12 months
(12MM), defined as death from any cause and obtained using
the Australian national death registry.

ML Algorithms
We implemented a systematic ML-based framework to construct
the 12MM prediction models. The steps included data
preprocessing, splitting of the data into training and validation
data sets, model development using the training data set for
each algorithm, and final assessment of the accuracy of each
algorithm using the validation data set. The data preprocessing
step included imputation of missing values and the scaling of
continuous features, which included all features except for
gender, the 3-category MPI, and cohabitation status. Any
continuous features with missing values were imputed using
the mean value of that feature before scaling the features and
data splitting. Continuous features were scaled to have a zero
mean and unit variance. Following preprocessing, the data were
split into a training data set for the development of the prediction
models and a test data set for accuracy validation. Data were
split randomly into two sets in the ratio 70:30 with the 69.9%
(515/737) sample defined as the training set and used for
development of the prediction models, and the 30.1% (222/737)
sample defined as the test (ie, validation) set and used to validate
the accuracy of the algorithm. Once the training set was defined,
an optimal model was developed for nine different ML
algorithms: decision trees (DTs), random forests (RFs), eXtreme
Gradient Boosting (XGBoost), support vector machines (SVM),
naïve Bayes, K-nearest neighbors (KNN), ridge regression
(logistic regression with L2 regularization), logistic regression
without regularization, and neural networks (NNs). A description
of each algorithm is provided in Multimedia Appendix 1.
Multimedia Appendix 2 provides the data set for the study and
Multimedia Appendices 3-7 contain the Python code for all of
the analysis performed for this study. All features were used
without creating interactions or higher-order terms. However,
as a sensitivity analysis, we also assessed each algorithm using
all linear and second-order polynomial terms, that is, after
squaring each feature and including all 2-way interactions.

For each algorithm, a grid search of hyper-parameters was
performed to find the optimal set of hyper-parameters for
training data accuracy. Each grid search was performed using
10-fold cross-validation, in which the training data set was split
into 10 equally sized discrete folds. A model was then created
using 90% (9/10 folds) of the data, and its accuracy was assessed
using the remaining fold of data. The process was repeated 10

times, with each fold held out for one of the 10 training steps
and used to assess the model accuracy for the training data. The
AUC was used as the accuracy metric during the grid search.
Once the optimal set of hyper-parameters was defined for each
of the algorithms based on the training data, the performance
of the optimal model for each ML algorithm was assessed on
the test data set using the AUC as the primary accuracy metric.
Although numerous accuracy measures are available for ML
algorithms, the AUC is the most used in clinical settings and
allows comparison with other studies, and we therefore used
this as our primary accuracy measure. However, for
completeness, we also report accuracy, precision, recall, and
F1 score, given the imbalance in the number of positive and
negative outcomes (dead and alive patients) that can, by itself,
lead to higher AUC values [19].

Logistic Regression With Maximum Likelihood
Estimation
For each feature set, the estimated logit coefficients obtained
for the LR-MLE using the training data set were used to predict
and assess the accuracy of the model on the test data set. The
odds ratios (ORs), 95% CIs, and P values for the training data
set with feature set 4 are reported.

Statistical Analysis
All analyses were performed using Python version 3.8.3. The
normal distribution of the features was assessed using
quantile-quantile plots and histograms, and descriptive statistics,
including the mean, median, or frequency, were used for each
feature as appropriate. Between-group comparisons for those
alive and deceased at 12 months were performed using
two-tailed independent t tests, Mann-Whitney tests, or chi-square
tests. Each ML algorithm was implemented using Python’s
scikit-learn library [20], except for the XGBoost algorithm,
which has its own Python package [21]. Relative importance
feature plots and calibration plots were produced for the best
algorithm, and violin plots were used to describe the distribution
of the most important features. The calibration of the
best-performing algorithm was shown by plotting the observed
versus predicted deciles of risk. LR-MLE was performed using
the logit function of Python’s statsmodels module, and the
LR-MLE models included all features within each feature set.
Descriptive statistics were analyzed using the SciPy library
(version 1.4.1) stats module, and plots were drawn using the
matplotlib and seaborn libraries.

Data Sharing Statement
All data generated or analyzed during this study are included
in Multimedia Appendix 2. The Python code used to analyze
the data is also available in the Multimedia Appendices 3-7.

Results

Overview
The cohort included a total of 737 patients that were each
assessed for MPI and followed up for 12 months. There were
no missing values for age, sex, or each of the MPI domains.
Among the additional five variables used in feature set 4, there
were a total of 66 missing values, including sodium (n=1)
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albumin (n=3) hemoglobin (n=2), urea (n=1) creatinine (n=1),
urea-to-creatinine ratio (n=1), eGFR (n=1), and CRP (n=56).
Table 1 describes the characteristics of the patients according
to their vital status at 12 months after mean imputation for

missing values. There were significant differences between the
two groups for all 20 features except for sex, the total number
of medications used, the Short Portable Mental Status
Questionnaire score, eGFR, creatinine, and the ARS.
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Table 1. Patient characteristics according to vital status at 12 months after hospital discharge.

P valueaDeceased (n=201)Alive (n=536)Characteristics

.00282 (74-88)79 (72-85)Age (years), median (IQR)

.14Gender, n (%)

92 (45.6)278 (51.9)Female

110 (54.4)257 (47.9)Male

<.001MPIb category, n (%)

39 (19.3)211 (39.4)Mild

136 (67.3)290 (54.2)Moderate

27 (13.4)34 (6.4)Severe

MPI domains

<.0015 (4-6)6 (5-6)ADLc, median (IQR)

<.0014 (3-6)6 (4-8)IADLd, median (IQR)

.051 (0-3)1 (0-2)SPMSQe, median (IQR)

<.00117 (15-18)18 (17-19)ESSf, median (IQR)

<.0012.6 (0.4)2.4 (0.4)CIRSg, mean (SD)

<.00118.0 (4.6)20.9 (3.9)MNAh, mean (SD)

.5510.3 (4.5)10.0 (4.4)Total number of medications, mean (SD)

.009Cohabitation status, n (%)

70 (34.7)199 (37.2)Living alone

104 (51.5)300 (56.1)Family or friends

28 (13.9)36 (6.7)Institute

<.00125.2 (22.0-29.1)26.9 (23.8-31.8)BMI (kg/m2), median (IQR)

.006138 (135-140)138 (135-140)Sodium (mmol/L), median (IQR)

<.00130.4 (5.7)32.5 (5.6)Albumin (g/L), mean (SD)

<.001112.0 (18.3)118.7 (18.2)Hemoglobin (g/L), mean (SD)

.1452.2 (26.6)55.3 (24.2)eGFRi (mL/min/1.73m2), mean (SD)

.04833.0 (14.2-84.0)29.0 (6.0-81.0)CRPj (mg/L), median (IQR)

.09103 (72-151)95 (74-134)Creatinine (mmol/L), median (IQR)

<.0018.90 (5.7-15.0)7.40 (5.3-11.6)Urea (mmol/L), median (IQR)

.0010.09 (0.06-0.10)0.08 (0.06-0.10)Urea-to-creatinine ratio, median (IQR)

.410 (0-2)0 (0-2)ARSk, median (IQR)

aUsing two-tailed independent t test, Mann-Whitney U test, or chi-square test, as appropriate.
bMPI: Multidimensional Prognostic Index.
cADL: activities of daily living.
dIADL: instrumental activities of daily living.
eSPMSQ: Short Portable Mental Status Questionnaire.
fESS: Exton Smith Scale.
gCIRS: Cumulative Illness Rating Scale.
hMNA: Mini Nutritional Assessment.
ieGFR: estimated glomerular filtration rate.
jCRP: C-reactive protein.
kARS: anticholinergic risk score.
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Correlation Matrix Heatmap
Figure 1 shows the Spearman ρ correlation matrix heatmap for
features in feature set 4. Moderate to strong positive correlations
were observed between creatinine and urea (ρ=0.75), ADL and
ESS (ρ=0.69), IADL and ESS (ρ=0.58), ADL and IADL
(ρ=0.57), and between CIRS and number of medications
(ρ=0.51). There were also strong to moderate negative

correlations between cohabitation status 1 and 2, that is, living
alone and living with family or friends (ρ=−0.84), eGFR and
creatinine (ρ=−0.94), eGFR and urea (ρ=−0.77), and CRP and
albumin (ρ=−0.41). The absolute strengths of all other
correlations were │ρ│≤0.40. The lack of many highly
correlated features suggested that the use of data reduction
techniques such as principal component analysis before
modeling was unnecessary.

Figure 1. Spearman ρ correlation matrix heatmap for feature set 4. ADL: activities of daily living; ARS: anticholinergic risk score; CIRS: Cumulative
Illness Rating Scale; Cohab1: living alone; Cohab2: living with family or friends; Cohab3: living in an institute; CRP: C-reactive protein; eGFR:
estimated glomerular filtration rate; ESS: Exton Smith Scale; Hgb: serum hemoglobin; IADL: instrumental activities of daily living; MNA: Mini
Nutritional Assessment; No.Meds: number of medications; SPMSQ: Short Portable Mental Status Questionnaire; Urea/Cr: urea-to-creatinine ratio.

ML Algorithms

Test Data Accuracy
Table 2 and Figure 2 describe the test accuracy results for the
four feature sets. The AUC for LR-MLE for feature sets 3 and
4 (0.738 and 0.757, respectively) that contained the eight MPI
domains were considerably higher than those for feature sets 1
and 2 (0.632 and 0.688, respectively) that contained the three
MPI categories. The AUC for LR-MLE was lower than those
for at least one of the ML algorithms for each feature set 1 to 3
and was very similar to the best ML algorithms for feature set

4 (0.757 for LR-MLE vs 0.757 for XGBoost and 0.758 for NN).
Overall, the best-performing ML algorithm was XGBoost, with
an AUC ranging from 0.635 to 0.757 for feature sets 1 and 4,
respectively, and a mean AUC of 0.714 for all four feature sets.
The AUC for LR-MLE and all nine ML algorithms was
improved with the addition of the clinical data (feature set 2 vs
feature set 1 and feature set 4 vs feature set 3). The AUC was
also improved for some, but not all, of the ML algorithms with
the addition of clinical data. Multimedia Appendix 8 provides
the results of accuracy, precision, recall, and F1 score for the
LR-MLR model and the nine ML algorithms. As with the AUC,
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values for accuracy and precision were comparable across the
various models with a range of 0.707 (KNN) to 0.752 (NN) for
accuracy and a range of 0.474 (KNN) to 0.654 (SVM) for
precision. However, there was a wider variability for recall and

F1 scores with recall ranging from 0.031 (DT) to 0.531 (naïve
Bayes) and the F1-score ranging from 0.059 (DT) to 0.751
(SVM).

Table 2. Diagnostic accuracy for logistic regression with maximum likelihood estimation and the 9 machine learning algorithms using feature sets 1
to 4 with the test data set.

AUCaModel

Value, mean (SD)Feature set 4f,dFeature set 3eFeature set 2c,dFeature set 1b

0.704 (0.06)0.7570.7380.6880.632LR-MLEg

Machine learning algorithms

0.714 (0.06)0.7570.7560.7060.635XGBh

0.708 (0.06)0.7580.7490.6890.637Neural network

0.702 (0.06)0.7510.7530.6840.621Random forest

0.698 (0.06)0.7490.7380.6710.632Ridgei

0.679 (0.06)0.7150.7310.6420.626KNNj

0.667 (0.05)0.6900.7070.6420.627Nonpenalized logistic regression

0.663 (0.04)0.7040.7050.6490.591Naïve Bayes

0.656 (0.09)0.7110.7370.6610.530SVMk

0.643 (0.06)0.6860.6950.5880.604Decision tree

aAUC: area under the receiver operating curve.
bMultidimensional Prognostic Index categories, age, gender (n=5 features).
cMultidimensional Prognostic Index categories, age, gender, BMI, anticholinergic risk score, laboratory data (n=15 features).
dLab data=serum albumin, sodium, serum hemoglobin, C-reactive protein, creatinine, urea, urea-to-creatinine ratio, and estimated glomerular filtration
rate.
eMultidimensional Prognostic Index domains, age, gender (n=10 features).
fMultidimensional Prognostic Index domains, age, gender, BMI, anticholinergic risk score, laboratory data (n=20 features).
gLR-MLE: logistic regression with maximum likelihood estimation.
hXGB: extreme gradient boosting.
iRidge: ridge regression.
jKNN: K-nearest neighbors.
kSVM: support vector machine.
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Figure 2. Test accuracy of the 9 machine learning algorithms using feature sets 1 to 4. AUC: area under the receiver operating curve; dt: decision tree;
knn: K-nearest neighbors; lr: logistic regression without penalization; nb: naive bayes; nn: neural network; rf: random forest; ridge: ridge regression;
ROC: receiver operating curve; svm: support vector machine; xgb: eXtreme gradient boosting.

Training Data Accuracy
Multimedia Appendices 9 and 10 show the AUC values for
LR-MLE and each ML algorithm for feature sets 1 to 4 using
the training data set. The accuracy for LR-MLE was slightly
higher for each feature set with the training data than for the
test data values shown in Table 2. In comparison, the accuracy
for each ML algorithm was considerably higher than that
obtained using the test data, especially for the RF, XGB, and
SVM, which obtained values of 0.956, 0.877, and 0.855,
respectively, using feature set 4 and the training data.

Calibration
Multimedia Appendix 11 shows the distribution of predicted
risk scores, the calibration plot, precision-recall curve, and
receiver operating characteristic curve for the XGBoost

algorithm using feature set 4. The calibration plot showed that
overall, the predicted risks of mortality were in line with each
observed risk decile. An AUC of 0.757 indicates fair to good
accuracy in terms of overall sensitivity and specificity. The
precision-recall curve indicates that the precision (ie, sensitivity
or the ability to identify the patients that died) gradually
decreased as the threshold for positivity decreased, and the
recall, that is, the value of a positive classification, increased.

Feature Importance and Distributions
Figure 3 shows the feature importance plots for the XGBoost
algorithm for the test data set using feature sets 1 to 4. In feature
set 4, the MNA, IADL, and CIRS domains had the highest
feature importance, indicating that they had the largest relative
importance among the included features. Living alone (Cohab1)
and urea were also highly ranked. The violin plots in Figure 4
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show the distribution of MNA, IADL, and CIRS domains and
urea—the four continuous features that accounted for the highest
relative importance for the XGBoost algorithm in test feature
set 4. The shape of the distributions was markedly different
among patients who remained alive and those who died for the

MNA score and the IADL score, which together accounted for
26.4% of the relative importance. The distributions were more
similar for the CIRS score and urea, which accounted for 7.5%
and 6.1% of the relative importance, respectively.

Figure 3. Feature importance plot for the eXtreme gradient boosting algorithm using test data with feature sets 1 to 4. ADL: activities of daily living;
ARS: anticholinergic risk score; CIRS: Cumulative Illness Rating Scale; Cohab1: living alone; Cohab2: living with family or friends; Cohab3: living
in an institute; Creat: creatinine; CRP: C-reactive protein; eGFR: estimated glomerular filtration rate; ESS: Exton Smith Scale; Hgb: serum hemoglobin;
IADL: instrumental activities of daily living; MNA: Mini Nutritional Assessment; MPI: Multidimensional Prognostic Index; MNA: Mini Nutritional
Assessment; ROC: receiver operating curve; SPMSQ: Short Portable Mental Status Questionnaire; Ur/Cr: urea-to-creatinine ratio.
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Figure 4. Violin plots showing distributions for the top 4 features for eXtreme gradient boosting in the second test feature set by patient vial status at
12 months after hospital discharge. CIRS: Cumulative Illness Rating Scale; IADL: instrumental activities of daily living; MNA: Mini Nutritional
Assessment.

LR-MLE Accuracy
Table 3 shows the standardized odds ratios, 95% CIs, and P
values for the LR-MLE model using test feature set 4. The
variables that were statistically significant also had the largest

standardized effect sizes: the MNA (OR 0.57, 95% CI 0.44-0.74;
P<.001), CIRS domain (OR 1.81, 95% CI 1.32-2.49; P<.001),
and the number of medications prescribed (OR 0.69, 95% CI
0.52-0.93; P=.02).
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Table 3. Odds ratios (95% CIs) for the logistic regression with maximum likelihood estimation model using the test data with feature set 4a.

P valueOdds ratio (95% CI)Feature

.211.20 (0.90-1.61)Age

.960.99 (0.71-1.39)ADLb

.440.88 (0.63-1.22)IADLc

.910.99 (0.78-1.25)SPMSQd

.510.89 (0.62-1.27)ESSe

<.0011.81 (1.32-2.49)CIRSf

.140.82 (0.63-1.07)BMI

<.0010.57 (0.44-0.74)MNAg

.740.96 (0.77-1.20)Sodium

.101.77 (0.89-3.51)Urea

.500.85 (0.53-1.36)Creatinine

.150.83 (0.64-1.07)Albumin

.350.88 (0.68-1.14)Hemoglobin

.020.69 (0.52-0.93)Number of medications

.661.06 (0.82-1.36)ARSh

.531.15 (0.74-1.80)eGFRi

.610.94 (0.73-1.20)CRPj

Cohabitation

N/Al1.00kAlone

.750.96 (0.73-1.25)Family or friends

.121.22 (0.95-1.57)Institute

Gender

N/A1.00kFemale

.180.69 (0.40-1.18)Male

.641.13 (0.67-1.91)Urea-to-creatinine

aAll continuous variables were scaled before analysis to have a mean of zero and an SD of 1. Gender and cohabitation status were dummy coded for
each category.
bADL: activities of daily living.
cIADL: instrumental activities of daily living.
dSPMSQ: Short Portable Mental Status Questionnaire.
eESS: Exton Smith Scale.
fCIRS: Cumulative Illness Rating Scale.
gMNA: Mini Nutritional Assessment.
hARS: anticholinergic risk score.
ieGFR: estimated glomerular filtration rate.
jCRP: C-reactive protein.
kThis is the reference group. Therefore, there is no CI.
lN/A: not applicable.

Sensitivity Analysis
In the sensitivity analysis that included all features as both first-
and second-order terms, all results for the AUC for the nine ML

algorithms were very similar to those obtained using only first
order terms (data not shown).
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Discussion

Principal Findings
In this study, we applied a range of ML binary-classification
algorithms to data from 737 older inpatients in an Australian
teaching hospital to develop and test a 12MM prediction model
that can potentially be used in clinical settings to assist with
risk management. The test data accuracy using the eight MPI
domains and age and gender reached an AUC of 0.738 using
LR-MLE, considerably higher than that obtained using the MPI
categories plus age and gender (AUC=0.632). The addition of
10 clinical features improved the prediction accuracy further to
AUC=0.757, which matched the accuracy obtained for the best
overall ML-based algorithm (XGBoost), which outperformed
most of the other algorithms except for the largest feature set
in which the NN algorithm had similar accuracy (AUC=0.758).

The major strengths of our study include the use of both
LR-MLE and a wide range of commonly used ML algorithms
to compare the prediction accuracy for aggregate versus
domain-based data. In the development of the ML algorithms,
we also used a systematic ML framework, with a grid search
of the hyperparameter space and 10-fold cross-validation for
each algorithm. The much-improved accuracy warrants the
calculation of individual patient risk scores, which, with
appropriately developed technology platforms linked to the MPI
domain and clinical information, can be used to better stratify
patient risk and provide appropriate posthospital discharge
surveillance and care [22,23].

Comparison With Prior Work
The prediction accuracy using the MPI categories and the test
data set (AUC=0.632) was very similar to the poor accuracy
obtained previously with follow-up on only 697 of the same
patients (AUC=0.62), in which all records were used for
assessing prediction accuracy rather than using separate training
and testing data sets [5]. However, the higher accuracy obtained
using the eight individual component features of the MPI
combined with clinical data led to an accuracy similar to that
originally reported for the three-category MPI within the original
Italian MPI cohort [2]. In addition, the improvement in
prediction accuracy with ML algorithms for some but not all
feature sets provides general support for the use of ML in
addition to LR-MLE when developing risk scores, at least for
moderately sized data sets and feature numbers. The accuracy
values obtained for precision, recall, and F1 score, which are
less subject to variation than the AUC in imbalanced data sets,
were of the same order for LR-MLE and the XGBoost algorithm
and within the upper range of values obtained for these metrics.

The significantly higher accuracy obtained by using the separate
domains of the MPI compared with using the 3-category
aggregate MPI supports other studies in which the use of
component domain data outperformed an aggregate score. In a
meta-analysis of 6 studies comparing individual domain feature
input to aggregate weighted scores for mortality and intensive
care unit transfer, prediction using ML algorithms or
multivariate regression with separate features considerably
enhanced prediction compared with that obtained using the
aggregate scoring systems (AUC=0.80 vs AUC=0.73) [6]. These

findings suggest that caution should be used when employing
aggregate risk scoring systems and the need to consider the
underlying individual components. In addition, in our study,
certain MPI domains, including the MNA, IADL, ESS, and
CIRS, had either strong feature importance using the XGBoost
algorithm or were strongly associated with 12MM using
LR-MLE. Therefore, it may also be possible to obtain predictive
accuracy similar to or better than that of the 3-category MPI
feature sets in this study, by using data collected for only a
subset of the eight MPI domains and by using the individual
items for these specific domains. However, such an approach
requires validation using data collected from additional
retrospective and/or future prospective cohorts.

Unlike many ML algorithms that attempt to reduce the potential
for overfitting and increased variance, the traditional LR-MLE
approach to prediction modeling is not implicitly designed to
deal with bias, multicollinearity, nonlinearity, or feature
interactions. Thus, although the addition of features and model
complexity generally improves a model’s performance during
training, a new and larger model does not guarantee similar
improvements in model fit in the validation phase. Indeed,
without some form of additional penalty term in the model’s
loss function to ensure that the training model is not being
overfit, a decrease in testing accuracy is not uncommon [24].
When an additional L2 penalty term was applied to the Logistic
Regression classifier, the resulting ridge regression ML
classification algorithm provided a slight increase in prediction
accuracy for all four test feature sets (mean AUC of 0.698 for
ridge regression vs AUC of 0.667 for nonregularized logistic
regression). This reduction in strength (ie, regularization) of the
estimated parameters for the ridge regression and the other ML
algorithms during the training phase of model development may
partly explain the higher test accuracy for LR-MLE in which
there is no equivalent model training or an additional penalty
term to help ensure that the LR-MLE coefficients are not inflated
and that residual error is not overly reduced. Similarly, although
many of the ML algorithms had better training performance
than the LR-MLE, this did not translate into better test
performance, suggesting that these ML algorithms often overfit
the data during training, a problem that could potentially be
solved with greater tuning of the algorithm’s hyper-parameters.

A common criticism of ML approaches compared with standard
statistical approaches is that they rely on blackbox algorithms
in which the source of the improved performance is not readily
transparent [25,26]. One method to overcome this lack of
transparency is through the calculation of feature importance,
which shows the relative importance of each feature in terms
of reducing prediction error [26]. By using this method, we
demonstrated the very high relative importance of the MNA
and IADL domains of the MPI regarding risk for 12MM. Thus,
although the ML algorithms do not generally provide a single
specific effect estimate and CI for each variable or feature, our
findings support other studies in which the MNA [27] and the
IADL [28] have been shown to be independently and strongly
associated with medium-term mortality in similar cohorts. These
two features were also the strongest independent features in the
LR-MLE model using feature set 4, emphasizing their
importance in 12MM prediction.
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The independent predictive ability of functional, cognitive, and
psychological measures in predicting mortality in older
hospitalized patients has been previously identified, with the
IADL, mini mental state examination, and geriatric depression
scale all shown to be independent predictors of mortality after
risk adjustment for clinical characteristics [1]. However, the
prediction accuracy in that study was modest (AUC=0.690),
suggesting that complementary clinical data may have further
improved prediction. The improvement in performance with
the addition of blood biochemistry data, BMI, and ARS in our
study highlights the independent predictive value of clinical
data. Many of these features are known markers of malnutrition
or frailty [29,30] and are associated with poorer outcomes in
older patients [12,31,32]. Their independence with the MPI
domains is demonstrated by weak univariate correlations,
indicating their potential to add predictive power to that obtained
from the domains. As each biochemical marker is routinely
measured in hospital laboratories, it is highly feasible to
incorporate them into hospital-based prediction algorithms.

Our results for the ML algorithms, based on a rigorous train-test
validation approach with a grid search of hyper-parameters for
each algorithm during training, demonstrate the potential of
such methods in predicting mortality in clinical settings. In
particular, the XGBoost algorithm, which is known as a superior
and fast prediction ML algorithm, had the highest overall level
of accuracy for the feature sets using the validation data set,
and one of the highest levels of accuracy using the training data
set, suggesting that the prediction accuracy observed for our
cohort is likely to be repeatable in other cohorts with a similar
patient profile. A distinguishing feature of the XGBoost
algorithm is its approach of building a strong learner from an
ensemble of weak learners (ie, separate DTs) by building
successive trees, in which additional weight is placed on harder
to predict subsets of the training data [33]. XGBoost uses a
second-order Taylor series expansion to approximate the value
of the loss function and incorporates regularization to avoid
overfitting [21]. These features together ensure a fast solution
as well as an unbiased estimate of prediction accuracy, both of
which are important in building an automated risk prediction
model at a system level within a clinical setting.

Limitations
Our study had several limitations. In using only routine geriatric
assessment tools and basic biochemical, medication, and

demographic data, it is likely that we were limited in our ability
to obtain higher levels of predictive accuracy. The development
of better prediction models should be possible using a richer
set of features, such as additional information on demographics,
comorbidities, laboratory test measurements, and medication
type. Specifically, the Charlson Comorbidity Index, which
determines the risk of medium-term mortality due to a specific
set of 17 different comorbidities, is generally readily calculable
using the secondary diagnosis codes captured in most
administrative databases [34]. Similarly, routine hospital blood
tests capture biomarker data associated with 12MM [35], and
most hospitals capture medication data that can be used to assess
the predictive capacity of medication type, dose, and
polypharmacy. Other potentially predictive features include the
number of hospitalizations and GP visits in the previous 12
months [36]. Our study data were also limited by its relatively
small size, given that the test data set included only 222 patients
and 64 deaths. ML methods have been found to generally require
larger data sets, and particularly a higher number of events
before stable measures of prediction performance are obtained
in comparison with standard statistical models [37]. Despite
this limitation, we still achieved moderate to good validation
accuracy using data sets with a relatively limited number of
events. In addition, although we were careful to use
cross-validation throughout the model training process and to
validate each model in a held-out test data set, we cannot be
sure that our prediction accuracy will be the same in different
cohorts of the same patient population or in different older
populations such as persons living in aged care facilities. Further
validation of the models in additional retrospective cohorts as
well as prospective cohorts is required to ensure generalizability.

Conclusions
An MPI domain-based approach, together with clinical and
demographic data, improved the prediction of mortality
compared with a logistic regression model that used the
aggregate MPI score. The ML algorithms in this study generally
provided improved prediction accuracy compared with
LR-MLE. These results build on previous work for the MPI
and suggest that implementing risk scores based on MPI
domains and clinical data with ML prediction models can be
used to support clinical decision-making with respect to the
medium-term follow-up care of older hospitalized patients.
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Abstract

Background: Sepsis is the leading cause of death in US hospitals. Compliance with bundled care, specifically serial lactates,
blood cultures, and antibiotics, improves outcomes but is often delayed or missed altogether in a busy practice environment.

Objective: This study aims to design, implement, and validate a novel monitoring and alerting platform that provides real-time
feedback to frontline emergency department (ED) providers regarding adherence to bundled care.

Methods: This single-center, prospective, observational study was conducted in three phases: the design and technical development
phase to build an initial version of the platform; the pilot phase to test and refine the platform in the clinical setting; and the
postpilot rollout phase to fully implement the study intervention.

Results: During the design and technical development, study team members and stakeholders identified the criteria for patient
inclusion, selected bundle measures from the Center for Medicare and Medicaid Sepsis Core Measure for alerting, and defined
alert thresholds, message content, delivery mechanisms, and recipients. Additional refinements were made based on 70 provider
survey results during the pilot phase, including removing alerts for vasopressor initiation and modifying text in the pages to
facilitate patient identification. During the 48 days of the postpilot rollout phase, 15,770 ED encounters were tracked and 711
patient encounters were included in the active monitoring cohort. In total, 634 pages were sent at a rate of 0.98 per attending
physician shift. Overall, 38.3% (272/711) patients had at least one page. The missing bundle elements that triggered alerts included:
antibiotics 41.6% (136/327), repeat lactate 32.4% (106/327), blood cultures 20.8% (68/327), and initial lactate 5.2% (17/327).
Of the missing Sepsis Core Measures elements for which a page was sent, 38.2% (125/327) were successfully completed on
time.

Conclusions: A real-time sepsis care monitoring and alerting platform was created for the ED environment. The high proportion
of patients with at least one alert suggested the significant potential for such a platform to improve care, whereas the overall
number of alerts per clinician suggested a low risk of alarm fatigue. The study intervention warrants a more rigorous evaluation
to ensure that the added alerts lead to better outcomes for patients with sepsis.

(J Med Internet Res 2021;23(6):e26946)   doi:10.2196/26946
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Introduction

Sepsis Background
Sepsis is the leading cause of death in US hospitals [1],
accounting for 6% of all hospitalizations and 35% of all inpatient
deaths [2]. Hospital performance in sepsis care has a significant
impact on patient outcomes. A recent study demonstrated that
every hour of delay in the completion of a sepsis bundle,
including antibiotic administration, was associated with a 4%
increase in risk-adjusted hospital mortality [3]. Thus, every
failure to complete a sepsis bundle on time potentially represents
a barrier to optimal patient care. There is a clear and urgent need
for effective interventions to improve the performance of sepsis
care and meet the expectations of patients and stakeholders.

International guidelines and the Centers for Medicare and
Medicaid Services (CMS) Sepsis Core Measures (SEP-1) bundle
emphasize the importance of adhering to specific steps in the
diagnosis and management of sepsis [4]. Consistent adherence
can be very challenging, especially in the setting of a busy
emergency department (ED), ward, or intensive care unit, where
there are multiple simultaneous demands on providers’attention.
In this environment, SEP-1 bundle care can be delayed or
missed, even when team members are knowledgeable about
best practices in sepsis care [5].

The CMS SEP-1 severe sepsis bundle is an all-or-nothing
measure that requires antibiotics, blood cultures, and a lactate
measurement within 3 hours of sepsis onset and a repeat lactate
measurement within 6 hours if the initial lactate level is elevated.
In cases of septic shock, additional requirements include
adequate fluid resuscitation, reassessment of volume status and
perfusion, and possible addition of vasopressors. As an
all-or-nothing measure, a deficiency in any element of the
bundle counts as failing the entire measure. In the first 2 years
after the measure was introduced in 2015, two-thirds of sepsis
cases submitted to CMS by hospitals failed the measure [6],
and recent Hospital Compare data from 2019 still show a failure
rate of 61% [7]. There has been argument in the literature about
the appropriateness of some components of the bundle [8-10];
however, the fact remains that early identification and treatment
of patients with sepsis remains an important quality opportunity.

Strategies to Improve Sepsis Care
Institutions have attempted both nondigital and digital processes
to improve sepsis care, including provider and nursing huddles
and standardized electronic order sets. Most digital initiatives
studied thus far have focused on identifying patients at risk for
sepsis using the severity of illness scores in the electronic
medical record (EMR). This has helped improve the early
detection of sepsis [11,12] but has only modest effects on
adherence to evidence-based bundle care elements and outcomes
[13]. In concept, digital solutions offer the potential to close
this gap by enabling real-time monitoring of adherence and
providing just-in-time alerts to providers at the bedside.
Electronically available data from the patient’s medical record
would make this possible, as it includes most of the key elements
of the SEP-1 bundle, including venipuncture for laboratory
studies and medication administration. Any solution that could

increase adherence and decrease cognitive load must also ensure
that it does not cause alarm fatigue.

To date, we have not found any studies in the literature
describing electronic alerting based on the completion of bundle
elements for sepsis. Therefore, we developed a digital software
solution called the Sepsis Care Tracking Platform (SCTP),
which continuously monitors patients at risk of sepsis for
completion of SEP-1 bundle elements and delivers actionable
reminders to medical providers at the bedside in time for them
to correct these deficiencies.

Study Objectives
The objective of this paper is to describe the design,
implementation, and validation of a novel electronic monitoring
platform for optimal sepsis care in an ED at a large urban
teaching hospital. By establishing feasibility, we hope to lay
the groundwork for future randomized controlled studies that
can determine the efficacy of the electronic monitoring platform
in impacting process and outcome measures in sepsis care.

Methods

Initial Stakeholder Consultation
Multiple stakeholder groups were consulted to devise and
implement the SCTP in the ED. For project approval and scope,
the study team met with the chairperson and operational leaders
of the Department of Emergency Medicine. The project was
also presented to the quality and safety committees, both at the
departmental and hospital levels. For feedback and iterative
improvement, the ED Quality and Safety Committee was
updated every 2 weeks regarding the project status and areas
for improvement. ED providers who were paged by the SCTP
received surveys regarding their experience and suggestions for
improvement. This study was a quality improvement project
based on institutional guidelines from the institutional review
board and was thus exempted from the institutional review board
review.

Project Overview
The timeline for this project was divided into three phases:
design and technical development, pilot, and postpilot program
rollout.

Design and Technical Development Phase
The design and technical development phase spanned from
September 1 to November 30, 2019. During this phase, the study
team aimed to develop components of the SCTP and alert
workflow, including defining the patient cohort, selecting the
bundle measures from CMS SEP-1 for alerting, and determining
recipients of alerts, mode of alert delivery, and alert content. In
addition, technical development was performed, including
linking EMR data to the platform, validating that the correct
patients and bundle elements were captured, and performing
initial quality control on data and alerts via chart review.

Pilot Phase
The pilot phase spanned from December 9, 2019, to January
12, 2020. During this phase, the study team deployed the initial
version of the platform in the ED, including monitoring actual
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patients and sending alerts to their providers. This phase aimed
to ensure the technical stability of the platform through
confirmed receipt of alerts, monitor for false-positive results,
and obtain feedback from alert recipients via a survey to
determine the usefulness of the platform, alarm fatigue, and
potential improvements. Monitoring for false positives was
performed by study team members who manually verified every
page sent during the pilot phase by confirming through the
patient record that alerts reflected the correct bundle element
deficiencies. Providers who received a page would be emailed
a two-question survey the next day asking for feedback
regarding each page. The two questions in the survey were (1)
Was this page alert useful in providing sepsis care to the
patient? with a ranking from not at all helpful (1) to extremely
helpful (5), and (2) If not helpful, why? An additional space
allowed for additional feedback, and providers could receive
the survey multiple times for different pages.

Postpilot Rollout Phase
After incorporating modifications and improvements identified
during the pilot phase, the postpilot rollout was initiated, in
which a prospective trial was performed between January 13,
2020, and March 1, 2020. This trial aimed to assess the function
of the platform and describe alerting patterns and subsequent
adherence to alerts during this period.

Platform Setup
The SCTP ED platform was coded in C#, using .NET Microsoft
Development Platform and Microsoft SQL databases. It was
linked to the institutional EMR (EPIC) through a web service
that extracted data each minute. The SCTP checked for the
completion of the sepsis bundle elements every 15 minutes.
These elements included completion of blood culture orders;
initial and repeat lactate results; and administration of
antibiotics, vasopressors, and fluids (as described in the Results
section, vasopressors and fluids were later eliminated from the
SCTP). If one or more elements were incomplete, the ED
providers would be paged with the deficiency. Each patient was
added to the platform after the institutional sepsis best practice
alert (BPA) was accepted and monitored until the end of the
6-hour window for optimal sepsis care. The platform tracked a
patient within that window even if the patient was admitted or
transferred to a different area of the hospital and continued to
page the appropriate responding clinician.

Study Measures and Analysis
During both the pilot and postpilot program rollout phases,
several study measures were tracked to assess the platform
function and outcomes. Data were abstracted from the SCTP,
an institutional clinical and administrative database, and surveys
administered to paged providers. Subsequent data analyses were
performed using Microsoft Excel.

We defined an alert as when the SCTP identified a sepsis bundle
element deficiency within 1 hour of the bundle element
becoming due. We defined a page as occurring when a clinical
provider received a notification on their pager. As there were
usually multiple providers caring for each patient, a single alert
could trigger multiple pages at the same time. During the pilot
phase, we assessed the total number of pages sent to providers;
the number of alerts per provider shift, defined as the number
of alerts divided by the number of shifts completed by the
attending providers; and the etiology of alerts, defined as the
bundle measure that triggered the alert. In addition, we
administered an email survey to the providers after receiving
an alert. The survey consisted of two questions regarding
whether the pages were helpful and whether they had any further
feedback regarding the SCTP.

During the postpilot program rollout, we measured the
characteristics of patients who were monitored by the platform,
including age and length of stay in the ED. Similar to the pilot
phase, we also measured the number and etiology of the pages
sent to the providers. In addition, we measured the postalert
successful adherence rate of sepsis bundle measures, which
was defined as the completion of the sepsis bundle element
within the next hour after the relevant page was sent to the
provider.

Results

SCTP Design and Technical Development Phase
The SCTP was developed and validated in close cooperation
with ED Quality and Safety leadership and intended to fit within
the existing workflow of the institution to decrease barriers to
adoption.

Inclusion Criteria for Active Monitoring
In consultation with ED Quality and Safety leadership, it was
determined that patients should qualify for monitoring if they
met the criteria for possible sepsis based on an electronic health
record (EHR)–derived algorithm that existed before this study.
This algorithm is based on the Sepsis-3 2016 European Society
of Intensive Care Medicine and Society of Critical Care
Medicine consensus definition of sepsis and incorporates both
signs of infection such as fever, positive laboratory results, and
patient risk factors, as well as signs of organ dysfunction as
measured by the Sequential Organ Failure Assessment score
[14]. Providers caring for patients identified as potentially septic
receive a prompt in the EHR in which they could click that they
agreed or disagreed that sepsis was likely. If accepted, the
patient would qualify for SCTP monitoring. Stakeholders and
study team members believed that the advantage of this approach
was to include only those patients in the active monitoring
cohort whom the team suspected of sepsis, thereby increasing
the relevance of SCTP alerts they received (Figure 1).
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Figure 1. Sepsis care tracking platform page generation logic. BPA: best practice alert; EMR: electronic medical record; SCTP: Sepsis Care Tracking
Platform; SEP-1: sepsis core measure.

Measurement Selection for Alerting
From the commonly accepted SEP-1 bundle, stakeholders
selected antibiotics, blood cultures, and lactate measurements
as the bundle elements that would be monitored and excluded
measures related to the volume of intravenous fluids
administered. The decision to exclude fluids was made because
of the belief that significant practice variation existed due to
patient-specific conditions and comorbidities [15,16] and that
alerts suggesting that additional fluids should be administered
could be clinically inappropriate.

Alert Time Threshold
Stakeholders agreed that paging 1 hour before the deadline for
bundle compliance gave providers sufficient time to address
the deficiency (Figure 1). To minimize alert fatigue, stakeholders
agreed that providers would receive a maximum of two pages
per patient that would be sent 1 hour before the 3-hour and

6-hour SEP-1 time windows. Each page would list all the
deficient bundle elements at that time.

Alert Recipients
Given that multiple providers were simultaneously responsible
for a single patient, stakeholders designed the software to use
the logic shown in Figure 2 to determine the appropriate
clinicians to page. The decision was made to send alerts to both
the responding clinician (resident or advanced practitioner) and
the supervising attending because each played a unique role in
the patient’s sepsis care. The resident and advanced practitioner
were responsible for placing orders and closing the loop of
communication with bedside nurses about bundle measures,
whereas the attending physician could supervise and monitor
the overall care of the patient to ensure appropriate care was
provided. Although the study team and ED stakeholders thought
it valuable to alert bedside nurses, given their important role in
sepsis care delivery, this was technically not feasible as they
did not carry pager devices.
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Figure 2. Sepsis care tracking platform page recipient logic. ED: emergency department; NP: nurse practitioner; PA: physician assistant.

Alert Message Contents
Stakeholders agreed that alert message contents should state
the deficient element without providing prescriptive language
recommending that the provider performs a particular action
(Figure 3). The message contents would list which element was

deficient, but otherwise the remainder of the message would
remain the same for all pages. This decision was made on the
rationale that in some cases providers would appropriately not
administer bundle care to patients based on the evolving
diagnostic and clinical course of the patient.

Figure 3. Pilot phase (3A) and rollout phase (3B) pager display.

Alert Delivery Mechanism
Stakeholders determined that the hospital’s paging system was
the most effective means of communicating time-sensitive alerts,
given that providers always carry their pager and typically view
messages immediately. This was preferred over EMR-based
pop-up alerts because it required the provider to log on to the
patient’s medical record to see the alerts. It was felt that this
mode would be burdensome to the provider and potentially
delay the receipt of the message.

Pilot Phase
During the 35-day period, 453 patients met the inclusion criteria
to be monitored by the SCTP. Overall, 371 pages were sent,
resulting in 0.79 pages per attending shift. Of the alerts, 27.3%
(50/183) were for blood cultures, 50.3% (92/183) were for
antibiotics, and 22.4% (41/183) were for lactate measurements.

In total, 70 surveys were returned with responses. In total, 87%
(61/70) of respondents found the alerts to be helpful (21/70,
30%), very helpful (17/70, 24%), or extremely helpful (23/70,
33%). Specific examples of positive feedback included “The
page helped us realize blood cultures were not initially ordered
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and we ordered them after this page” and “It prompted us to
reassess the patient for sepsis.” Providers also suggested that
pages “would be more useful if patient’s name was also
displayed on the page and not only the MRN.” Providers also
noted that their suspicion for sepsis can change over the course
of an ED visit, with comments such as “Patient was later felt
not to have sepsis so bundle was not completed.” On the basis
of this feedback, the alert message content was modified to
allow providers to more easily identify the patient (Figure 3)
and the alert routing algorithm was adjusted to identify the
correct attending physician (Figure 2). We also removed
reminders to initiate vasopressors for hypotensive patients
because a reliable bedside monitoring alarm system already
existed to alert clinicians to hypotension and clinicians
consistently responded by initiating vasopressors when
appropriate. Our survey responses helped to elucidate this
frontline practice.

Postpilot Program Rollout Phase
After completion of the pilot program with subsequent
adjustments to the SCTP, the postpilot program rollout phase
was initiated. During this 48-day period, 711 patient encounters
(mean 14.8, SD 4.4 encounters per day) for 648 unique patients

met the inclusion criteria to be monitored by the SCTP (Table
1).

Of the 711 encounters monitored by the SCTP, 439 (61.7%)
passed all measures without requiring a page, as all sepsis bundle
elements were completed more than an hour before the deadline.
In comparison, 38.3% (272/711) patients had one or more pages
sent to the responding providers. In total, 634 pages were sent,
averaging 0.89 pages per patient in the active monitoring cohort
and 0.98 pages per attending shift (Table 2).

Of the 634 pages, the most frequent alert sent was for deficient
antibiotics (136/327, 41.6%), followed by the second lactate
measurement (106/327, 32.4%), blood cultures (68/327, 20.8%),
and first lactate (17/327, 5.2%). This distribution was similar
to the results from the pilot study, with pages related to
antibiotics being the most common etiology.

Overall, there was a substantial proportion of sepsis bundle
element deficiencies that triggered a page and were successfully
adhered to within the SEP-1 time window. There was a 26%
(18/68) postalert successful adherence rate for collecting blood
cultures, 12.5% (17/136) for administering antibiotics, and 24%
(4/17) for initial lactate measurement and an impressive 81.1%
(86/106) for the second lactate measurement.

Table 1. Postpilot rollout phase patient demographics (N=648).

Values, n (%)Characteristics

Age (years)

271 (41.8)18-65

377 (58.2)>65

Sex

294 (45.4)Female

354 (54.6)Male

ICUa admission

468 (72.2)No

180 (27.8)Yes

Emergency department LOSb (hours)

236 (36.4)≤6

339 (52.3)>6

aICU: intensive care unit.
bLOS: length of stay.
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Table 2. Postpilot rollout phase paging and alert data.

ValuesCharacteristics

15,770Emergency department encounters

711 (14.8)Encounters in active monitoring (per day), mean (SD)

634 (13.2)Total pages (per day), mean (SD)

0.98Pages per attending shift

272 (38.3)Encounters with at least one page (n=711), n (%)

439 (61.7)Encounters with no pages (n=711), n (%)

Alert etiology (n=327), n (%)

327 (100)Total

68 (20.8)Blood cultures

136 (41.6)Antibiotics

17 (5.2)Initial lactate

106 (32.4)Repeat lactate

Postalert successful adherence (n=327), n (%)

125 (38.2)Total

18 (26.5)Blood cultures

17 (12.5)Antibiotics

4 (23.5)Initial lactate

86 (81.1)Repeat lactate

Discussion

Principal Findings
To improve adherence to sepsis guideline care at our tertiary
care hospital, we designed and implemented a real-time sepsis
care tracking and alerting platform in a busy ED environment.
With feedback from frontline clinicians, quality and safety
program representatives, and departmental leadership, we
customized the SCTP to the needs of clinicians and the clinical
environment. In our postpilot program rollout phase, the SCTP
actively monitored 711 ED encounters where sepsis was thought
to be likely, in 272 of these encounters, the platform sent text
pages to ED providers due to a deficiency in sepsis bundle
completion, with an overall postpage adherence rate of 38.2%
(125/327).

During the development phase, it was important to select the
sepsis bundle elements that were felt to be most clinically
appropriate and could be identified by our monitoring platform.
The SEP-1 framework served as a foundation for this study, as
the framework was widely accepted and aligned the interests
of multiple stakeholder groups, including providers,
departmental and quality and safety leadership, and hospital
administration. Engaging with provider stakeholders allowed
us to make the application more effective. Through these
discussions, we were able to understand the clinical workflow
and target alerting to the frontline provider who places the
orders.

Moreover, we note the importance of the provider feedback
obtained during the pilot phase. The surveys emphasized the
need to provide critical information concisely in the SCTP

paging alerts, including what information can quickly and
accurately identify the patient and the specific bundle element
deficiency. In addition, given the complex structure of provider
teams in our ED, which can change multiple times over a
patient’s ED visit, we had to consider different clinical scenarios
and which provider would be the optimal recipient for paging
alerts. Finally, given the learning curve that comes with new
technologies, the pilot phase allowed providers to acclimate to
this system before the full rollout.

During the postpilot rollout, we found that there was a
substantial proportion of encounters (272/711, 38.3%) in which
the clinician was at risk of missing the SEP-1 care measure and
for which an alert was paged, indicating the potential impact of
such a platform on adherence. Furthermore, we found that the
postalert successful adherence rate ranged from 12.5% (17/136)
to 81.1% (86/106), depending on the measure for which the
alert was sent, further suggesting the potential for the platform
to improve adherence. Finally, we found that the number of
pages per clinician shift (0.98) was low enough to not be overly
disruptive but high enough that we would expect the SCTP to
meaningfully impact SEP-1 performance. On the basis of these
findings, we believe that a real-time sepsis care tracking and
alerting platform is feasible in a hectic ED environment and
could have a significant impact on adherence to life-saving
sepsis care without causing alarm fatigue.

In addition, we found it concerning that the most common
deficiency triggering a paging alert was a delay in antibiotics,
which is the SEP-1 element that is most closely linked to
mortality in previous studies [17]. This suggests the possibility
that the SCTP could be associated with mortality improvement
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if it is able to improve timely antibiotic administration. However,
we found that the postalert adherence success rate for antibiotics
was the lowest among all alerts. It may be that antibiotics were,
in fact, administered just outside of the monitored 3-hour
window or that patients were subsequently determined to likely
not have sepsis. Regardless, this discrepancy requires further
exploration to determine why antibiotics may have a lower rate
of postalert adherence compared with other measures.

In comparison, we found that repeat lactate was the second most
common etiology of pages (106/327, 32.4%) and had the highest
postadherence rate (86/106, 81.1%). This suggests that the SCTP
may be especially valuable over a prolonged time course in
which providers may be distracted by the needs of other patients,
and paging alerts in this situation can refocus provider attention
with sufficient time to deliver optimal care.

We believe that the postalert adherence rate of 12.5% (17/136)
to 81.1% (86/106) for bundle element deficiencies represents
the completion of bundle elements that likely would have been
missed otherwise and is a significant potential improvement in
increasing adherence to sepsis bundle care. However, the
majority of pages did not result in adherence, which deserves
further study. On the basis of our survey data, we believe that
an important driver of this trend may be that the clinician no
longer believed sepsis was likely. The sepsis BPA, which the
SCTP used as a trigger to begin monitoring, was designed to
cast a wide net early in the patient’s ED encounter to reduce
the likelihood of missing any patient who could be septic given
the high mortality of the disease. As more data are gathered and
the patient’s care evolves, clinical teams may have judged that
sepsis was unlikely and thus appropriately withheld sepsis
bundle care. We believe that this could have accounted for much
of the nonadherence. A future iteration of the SCTP may enable
frontline clinicians to off ramp from the page alerts if they judge
that sepsis is highly unlikely later in the patient’s ED course.

SCTP differs from previous EHR-related innovations in
improving sepsis care. The majority of previous studies have
focused on identifying sepsis through different clinical criteria
[18] or through predictive algorithms and machine learning
[19], usually followed by an EHR warning or paging alert. Other
studies have used alerts to trigger sepsis workflows, including
bedside assessment and order sets [11]. SCTP builds on these
innovations by following patients suspected of having sepsis
through the next several hours of care, which can be the most
critical and prompts providers toward optimal care. Therefore,

we expect it to influence provider action more directly for
patients suspected of having sepsis and have a meaningful
impact on clinical outcomes.

The focus of this study is on alert fatigue, as recent articles have
shown that an increase in the number of alerts decreases the
provider’s acceptance rate [20] and many alerts in the EHR may
not directly change clinical care [21]. The SCTP incorporated
many design features to minimize alert fatigue, such as
restricting enrollment to patients where the sepsis BPA was
confirmed by an ED provider and condensing pages so no more
than two pages are sent for any patient. Consultations with
frontline providers and survey data were also used to optimize
the message content to determine the appropriate page recipient.
All of these factors likely contributed to the low number of
pages sent per attending shift (0.98) and favorable survey
responses. However, further work is needed to ensure that the
clinical benefit of this system outweighs the alert fatigue it
generates.

This study had several limitations. First, system implementation
was conducted at a single academic site, which may not be
generalizable across different health care settings. Second, the
survey response rate was low for providers receiving alerts from
the paging system. Subsequent iterations may consider
text-based phone messaging or in-person surveys at the time of
the provider receiving the page, which may encourage more
detailed and complete responses. Third, the study was not
designed to measure the effect size of SCTP paging alerts or
review patient cases where providers understand sepsis to be
unlikely despite the initial BPA. Our institution is currently
initiating a randomized controlled trial to determine the efficacy
of SCTP in improving compliance with SEP-1 bundle elements
and patient outcomes. It will also further quantify any marginal
increase in alert fatigue. Finally, there may be other
simultaneous quality improvement initiatives and the Hawthorne
effect that may confound our data.

Conclusions
In conclusion, we have demonstrated a feasible, technically
sound, real-time provider alert system that has the potential to
improve the SEP-1 compliance rate without significant amounts
of alert fatigue. We anticipate that future work will involve a
randomized controlled trial to measure potential increases in
SEP-1 compliance rates and patient outcomes and further
characterize alert fatigue. The expansion of this promising
intervention could be considered in other inpatient settings.
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Abstract

Background: The secondary use of clinical data in data-gathering, non-interventional research or learning activities (SeConts)
has great potential for scientific progress and health care improvement. At the same time, it poses relevant risks for the privacy
and informational self-determination of patients whose data are used.

Objective: Since the current literature lacks a tailored framework for risk assessment in SeConts as well as a clarification of
the concept and practical scope of SeConts, we aim to fill this gap.

Methods: In this study, we analyze each element of the concept of SeConts to provide a synthetic definition, investigate the
practical relevance and scope of SeConts through a literature review, and operationalize the widespread definition of risk (as a
harmful event of a certain magnitude that occurs with a certain probability) to conduct a tailored analysis of privacy risk factors
typically implied in SeConts.

Results: We offer a conceptual clarification and definition of SeConts and provide a list of types of research and learning
activities that can be subsumed under the definition of SeConts. We also offer a proposal for the classification of SeConts types
into the categories non-interventional (observational) clinical research, quality control and improvement, or public health
research. In addition, we provide a list of risk factors that determine the probability or magnitude of harm implied in SeConts.
The risk factors provide a framework for assessing the privacy-related risks for patients implied in SeConts. We illustrate the use
of risk assessment by applying it to a concrete example.

Conclusions: In the future, research ethics committees and data use and access committees will be able to rely on and apply
the framework offered here when reviewing projects of secondary use of clinical data for learning and research purposes.

(J Med Internet Res 2021;23(6):e26631)   doi:10.2196/26631

KEYWORDS

secondary use; risk assessment; clinical data; ethics; risk factors; risks; privacy; electronic health records; research; patient data

Introduction

The secondary use of clinical data for research purposes is
increasingly recognized as a promising and crucial tool for

improving health care and advancing medical research. Several
initiatives strive to use data from medical care for secondary
research and learning activities [1]. The US Institute of Medicine
has called for a transformation toward a learning health care
system (LHCS) to improve quality, expedite translation, and
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reduce costs [2]. The American Society of Clinical Oncology
is pioneering the linkage of patient, provider, and research data
with their quality improvement portal CancerLinQ [3]. In
Germany, the national Medical Informatics Initiative aims to
establish a national network of data integration centers to collect,
aggregate, and analyze clinical data from all university hospitals
in Germany.

There are numerous advantages of the secondary use of clinical
data (ie, data derived from patient care) for research and learning
activities. First, the clinical data are readily available. There is
no need for any physical intervention or data collection through
surveys. Costs for data aggregation, staff, and materials are
considered to be low; data can be collected quickly [4]. Data
have a high level of generalization due to the real-life setting
in which they are collected, and this facilitates representative
sampling while simultaneously increasing external validity
[5,6]. Moreover, large sample sizes can be obtained by
aggregating the data from different sites. For example, this
benefits research on rare diseases [7]. Moreover, interventional
studies that cannot be conducted prospectively due to ethical
reasons may be performed retroactively [8], for instance, by
systematically analyzing experimental therapies such as off-label
use of drugs. Most importantly, patients can contribute their
clinical data to research or learning activities without being
exposed to immediate physical risks [5]. However, the secondary
use of clinical data in research or learning activities entails
data-associated risks that require further investigation.

This paper focuses on the most relevant aspects for patients in
particular and for the trustworthiness and sustainability of
secondary use of clinical data in general: risks concerning
patients’ privacy and informational self-determination. The
European Union General Data Protection Regulation (GDPR)
requires data processors to carry out an “assessment of the
impact of the envisaged processing operations on the protection
of personal data” where there is a high risk to the “rights and
freedoms of natural persons” (Article 35, 1, GDPR). An
appropriate framework for risk assessment of the secondary use
of clinical data in research or learning activities is lacking, as
is a conceptual basis for such secondary data use. We aim to
fill this gap by developing a framework for risk assessment that
supports decision makers in research ethics committees and
data use and access committees, as well as scientists,
bioethicists, and funders who deal with the ethics and
governance of secondary use of clinical data in data-gathering,
non-interventional research or learning activities (ie, research
and learning activities that rely solely on the collection of
existing data). We will develop the risk assessment framework
on a strong conceptual and empirical basis of two preceding
elementary steps: (1) an analytical clarification of the concept
of secondary use of clinical data in data-gathering,
non-interventional research or learning activities (SeConts); and
(2) an illustration of the types of research and learning activities
that can be subsumed under this concept.

Methods

In this study, we proceed in three main steps, each with a
methodological approach. In step one, our methodological

approach to clarify the concept of SeConts is to investigate the
intension. In other words, what does the concept of SeConts
mean? We first analyze each element of the concept (analysis)
and then compile them for a comprehensive definition of the
concept (synthesis). As the application of this methodological
approach to clarify the concept cannot easily be separated from
the result itself (the definitional clarification of the concept),
we decided not to separate them and thus present both parts in
the Results section.

Building on the clarification of the concept of SeConts (step 1),
step 2 examines its practical relevance. Regarding our
methodological approach, we investigate the extension of the
concept of SeConts, that is, the range of objects to which the
concept can be applied. We examine concrete types of research
or learning activities that can be subsumed under this concept.
These types of research or learning activities were inferred from
a scoping review (a), in which we searched PubMed and Google
Scholar between October and November 2019 for bioethical
literature that deals with the expected risks and benefits of
secondary use of clinical data for biomedical research. The
search terms used were ethics, secondary use, re-use, clinical
data, electronic health records, risks, and benefits in different
combinations. We limited our search to publications in English.
We found numerous types of research or learning activities that,
according to the authors, solely used clinical data. Next, we
searched the biomedical literature for concrete studies (b) to
find examples of previously identified types of research or
learning activities. Relevant publications were identified after
reading abstracts. After reading the full texts of the identified
publications, we categorized them into the types of SeConts
developed before (a).

On the basis of step 1 (conceptual clarification of SeConts) and
step 2 (examination of the practical relevance of SeConts), we
develop a framework for the systematic assessment of risks
implied in SeConts in step 3. Operationalizing the general
concept of risk to tailor it to SeConts presents a key
methodological challenge when developing a risk assessment
framework. We apply a widespread definition of risk as a
harmful event of a certain magnitude that occurs with a certain
probability [9-11]. According to this definition, risk assessment
ideally results in a number. If we bet US $10 on a single number
out of 37 in the roulette, the probability of losing is 1−(1/37)
and the magnitude of harm is US $10. The resulting risk could
therefore be quantified by the number of 9.7, which is
10×[1−(1/37)]. Although this quantitative understanding of risk
is intuitively plausible, it is fraught with several difficulties in
the context of SeConts concerning the quantification of the
probability and magnitude of harm.

In terms of quantifying the probability of a harming event in
the context of SeConts, there is neither a stochastic rule (as in
the roulette example) nor empirical data that would allow an
estimate of the probability of these events. Reports indicate that
there have been data breaches (defined here as: all types of
events in which the confidentiality and planned protection of
data is violated, whether through technical failure, human error,
or deliberate unethical or criminal acts) in the health care
system in the past [12-14] that may suggest that such events
could also occur in the context of SeConts. However, they do
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not allow for an assessment of their likelihood. Similarly, there
is little information about the probability of further misuse of
data stolen in the course of a breach. The magnitude of harm
caused by the misuse of data is equally difficult to quantify.
This is due to the fact that possible harm is predominantly of
an immaterial social and psychological nature.

In the field of data science and in bioethics, various approaches
have been developed to address the problem of operationalizing
risks without recourse to quantification [15-20]. However, these
approaches are neither designed nor transferable to SeConts. In
this paper, we therefore propose a nonquantitative approach to
operationalize both the probability and magnitude of harm for
the assessment of risks within SeConts. We (1) identify risk
factors in relation to data and their use within SeConts that
increase or decrease the probability and magnitude of harm, (2)
assess their individual severity, and (3) subsequently estimate
the overall risk of a specific form of SeConts.

Similar to existing initiatives for secondary use of clinical data,
such as the Medical Informatics Initiative [21] or CancerLinQ
[3], we assume the following data flow from patients to SeConts
(Figure 1): (1) Clinical data from electronic health records
(EHRs) are deidentified, that is, identifying attributes (eg,
names, addresses) are removed or replaced with a code. (2)
Deidentified data are transferred to a central data warehouse
and stored. (3) Deidentified data stored in the central data
warehouse can be made available to researchers upon request
to enable SeConts. Regarding risks to the confidentiality of
EHRs that contain directly identifying data, there is evidence
of leaks and attacks on EHRs. However, these risks affect every
care unit that works with EHRs and are not specific to SeConts.
Therefore, the risks to the confidentiality of EHRs are not the
focus of our study.

Figure 1. Flowchart of the secondary use of clinical data in data-gathering, non-interventional research or learning activities.

Regarding the operationalization of probability, we assume that
the most negative consequences for the individual patient are
only expected if the patient can be identified from the data.
Therefore, we assume unauthorized reidentification as a
prerequisite for possible harm in connection with SeConts.
According to our understanding, factors that increase the
probability of unauthorized reidentification also increase the
probability of misuse. We identify two categories of factors that
directly or indirectly determine the probability of unauthorized
reidentification: data-specific and contextual factors.

In terms of operationalizing the magnitudeof harm, we
distinguish different types of data according to their harm
potential (see studies by Dyke at al [20] and Rumbold and
Pierscionek [22]). To do this, we identify risk factors in the data
that determine the extent of harm that may result from the
misuse of the data. In other words, we provide an analytical
answer to the question of what data aspects determine the degree
of harm in the event of misuse. This approach is in line with

the risk-based distinction between different categories of data
in the GDPR (Article 9 GDPR).

How did we arrive at the factors that determine the probability
of unauthorized reidentification and magnitude of harm? In the
first step, we built on existing literature. As a basis for the
factors determining the probability of unauthorized
reidentification, we focused on the literature from different
areas: literature on ethical, legal, and social implications of
SeConts; literature on data security, data protection, and the
assessment of reidentification risks; and national German and
European data protection laws and regulations. For factors that
determine the magnitude of harm, we analyzed the literature on
genetic data that are generally classified as very sensitive, to
learn what makes these data sensitive and transfer this
knowledge, mutatis mutandis, on other types of data. In the
second step, we extracted the individual factors—for both the
probability of unauthorized reidentification and the magnitude
of harm—from the literature and categorized them inductively.
In the third step, we cross-referenced the factors with qualitative
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interviews conducted with experts from research, care, medical
informatics, patient advocacy, and politics on the topic of
perceived risk potentials of SeConts, part of which are to be
published elsewhere [23]. In the presentation of the individual
factors below, we refer to the literature on which they are based.
Factors without a literature reference are taken from expert
interviews that have not yet been published.

Results

Conceptual Clarifications and Definition of Secondary
Use of Clinical Data in Data-Gathering,
Non-Interventional Research or Learning Activities
Secondary use of health data is defined by the American Medical
Informatics Association as “non-direct care use of PHI [personal
health information] including but not limited to analysis,
research, quality/safety measurement, public health, payment,
provider certification or accreditation, and marketing and other
business including strictly commercial activities” [24]. On the
basis of a systematic scoping review, Robertson and colleagues
categorized secondary use by distinguishing between four types
of secondary use of clinical data: research, improving quality
and safety of care, informing financial management, and
education [25]. These and other similar classifications [26-28]
help in understanding the broad spectrum of secondary uses of
clinical data and illustrate that it is not limited to research.
However, as pertains to the focus of this paper, that is, the
secondary use of clinical data in data-gathering,
non-interventional research or learning activities, the generic
classifications lack further specifications and detail.

The term secondary use (or reuse) implies that there is also a
primary use. Primary use encompasses the generation and use
of data within the context of individual health care in hospitals
and doctors’ offices to serve direct care needs. Secondary use
refers to the use of these data for purposes other than individual
care. Two points of criticism could be made against the
distinction between primary and secondary use and the implied
distinction between care and research. First, the distinction
between care and research is notoriously difficult and widely
discussed. Second, if secondary use of clinical data was to be
implemented in the future as a standard in the health care system
(ie, all health care data would be made available for possible
research), this could lead to a tendency to collect data more
systematically or collect more data than necessary in the care
context, thereby blurring the distinction between data generation
for care (primary use) and data generation for research
(secondary use). In arguing against these two criticisms,
however, we find that (1) ethical and legal codes are still
fundamentally based on the distinction between care and
research, which is unlikely to be abandoned in the coming years
as blurred boundaries in governance and regulation are difficult
to manage. Furthermore, we argue (2) that even if data are
collected with the additional motivation of secondary use, the
generation and collection of data would be driven by the primary
goal of individual care.

Clinical data refers to data generated and collected in clinical
contexts for patient care (diagnoses, anamnesis, treatment,
medication, and so on) as well as data for accounting purposes

or patient management, such as age, employment status, and
other sociodemographic information. Clinical data also include
data generated in the course of nonroutine treatment (off-label
or experimental therapies) as long as it is collected for the
primary objective of individual care. In terms of clinical data,
we also include data reported from health care services and units
to health insurance. In contrast to the widely used term health
data, clinical data includes neither data gathered by (common,
ie, nonclinical) smart devices and smartphone apps or research
data understood as data generated for research purposes.

In contrast to research that generates data, SeConts only gathers
existing clinical data. The gathering of data in SeConts can be
done either by collecting clinical data of different patients from
one institution or several institutions or by collecting only the
results of analyses of clinical data carried out in the institution
of primary use (decentralized analysis).

SeConts is non-interventional as it does not use data from
interventions carried out with the aim or priority of data
generation for research. SeConts solely uses existing data from
medical care. The data used in SeConts may originate from
interventions, but only from interventions carried out for the
sake of individual diagnosis and treatment.

Both the terms research and learning activities refer to
investigations in which the acquisition of generalizable
knowledge beyond the needs and logic of individual care is the
sole or primary intension. Research and learning activities
cannot be clearly separated, but a rough distinction can be made
in terms of their respective objectives. Research primarily aims
at acquiring scientifically generalizable knowledge to be shared
within the scientific community through scientific publications.
Research usually indirectly improves health care and is realized
through publications and by implementing practical conclusions
based on research results. Learning activities, on the other hand,
are designed to acquire knowledge about current care practices
(eg, in a defined care unit) to derive appropriate and immediate
measures to directly improve a specific health care unit or
service. When talking about improving health care, the question
arises whether SeConts has the potential to directly benefit the
individual patient whose clinical data are reused. A direct
(therapeutic) benefit is only possible under certain
circumstances, for example, infection control of a clinical unit
or research on a chronic disease. Younger patients with such a
chronic disease could possibly benefit in several years from
research that improves treatment of that very disease. However,
as such benefits seem rather unlikely and exceptional, we
understand SeConts as activities that are neither intended nor
expected to directly benefit the individual patient whose data
are used. In addition, there are ethical reasons for this narrow
definition of SeConts, namely, to avoid any possibility of
therapeutic misunderstanding.

In summary, the central concept of this paper, that is, SeConts
can be defined as activities that:

1. exclusively use data produced for the purposes of and in
the context of health care.

2. exclusively collect and do not generate data, that is, they
are not based on data generated by interventions carried
out primarily for the sake of research.
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3. aim to acquire generalizable knowledge that goes beyond
the needs and logic of individual care.

4. aim to directly improve health care units or services or
publish their results for the promotion of biomedical
science.

In a nutshell, SeConts describes activities that solely use data
produced for the sake of health care and in the context of health
care to improve biomedical science or services.

Overview of Different Types of Secondary Use of
Clinical Data in Data-Gathering, Non-Interventional
Research or Learning Activities
Having clarified the concept of SeConts in the previous section,
we now examine the scope and practical relevance of the
concept of SeConts as previously defined. Which studies fall
under the concept of SeConts (scope)? What is their practical
relevance to medical research and improving medical care? We
explore these questions in the next section. The literature review
carried out to investigate the scope and practical relevance of
research or learning activities that fall within our definition of
SeConts (step 1) led to the following results: many types of
research or learning activities common in the field of quality
control and quality improvement can be subsumed under the
concept of SeConts (in particular, under the term learning
activities). Examples include improvement of infection control,
which can be done by monitoring clinical data in hospitals to
identify patients at high risk of infection [29]. Clinical data can
also be used to create computerized algorithms for the early
detection of possible hazards from germs [30]. These activities
can be considered a component of the comprehensive ideal for
transforming a particular health care institution into an LHCS.

At the national level, clinical data are used for public health
surveillance. For instance, data from EHRs are searched for
indicators of influenza in primary care to detect a pandemic in
its early phase [31]. Epidemiological studies focus on the
distribution of diseases as well as their causes and effects in
populations, such as studies on the epidemiology of a certain
infection to inform and improve vaccination initiatives [32]. In
outcomes research, the effects (outcome) of certain interventions
are investigated, such as the effects of a nationwide antismoking
law on childbirth in the area of public health [33] or, on a
clinical care level, evaluating the quality of care [34]. In health
services research, investigators can use clinical data to explore
the mean costs associated with (treatment of) a certain disease
[35]. A well-established form of secondary use of clinical data
is registry studies analyzing collections of data on all patients
affected by a particular disease (registries) such as cancer
registries [36].

Clinical data are also reused in clinical research in the form of
in-silico hypothesis testing, where clinical trials are modeled
with the help of data from EHRs [37]. Moreover, clinical data
can be used for comparative effectiveness research [38] to
compare “the benefits and harms of alternative methods to
prevent, diagnose, treat, and monitor a clinical condition or to
improve the delivery of care” [39]. Evaluation of experimental
therapies can be conducted in terms of SeConts, for instance,
by sharing data from single off-label (or compassionate) use

from different hospitals. The secondary use of data from these
therapies can help inform other physicians with similar patients
about the course and outcome of different experimental
therapeutic approaches [40]. Other studies that reuse clinical
data in the sense of SeConts are drug safety and efficacy studies
[41]. In addition, some basic research is conceivable using
existing clinical data, such as studies on risk factors for certain
diseases that can be linked to single influencing or moderating
factors [42,43]. Another form of secondary use of clinical data
lies in the area of informatics research, which uses clinical data
to develop new software tools that have the potential to improve
patient care or analyze and improve data security within a health
system [44].

In addition to the different studies mentioned above, clinical
data can be used in an explorative manner, which can be
understood as encompassing three (potentially subsequent)
steps. First, data can be analyzed (possibly using artificial
intelligence) to generate hypotheses for future studies; second,
in the case of new research ideas resulting from this, the data
can be used to check feasibility; and third, to identify potential
participants for recruitment of upcoming studies [45].

To further clarify the scope and concept of SeConts (by means
of definitio ex negativo), we also want to mention two areas
beyond the concept of SeConts: prospective clinical trials (eg,
randomized controlled trials) and all other forms of studies that
include interventions carried out for the sake of generating data;
genome wide association studies in so far as they combine
clinical data (phenotypes) with sequencing data generated for
research purposes (genotypes).

Thus far, we have illustrated that there are many types of
research or learning activities that can be conducted in the sense
of SeConts. These types of research or learning activities display
huge heterogeneity with respect to study designs, research
questions, and contexts. Even the names of the types show this
heterogeneity, as they refer to very different attributes describing
the respective type of SeConts: some names refer to a specific
method or study design (eg, in-silico hypothesis testing),
whereas others refer to a subject area (eg, epidemiology). Given
this heterogeneity, the question arises as to whether the different
types of SeConts can be categorized in a way that allows for a
better overview. The literature that attempts to capture the
potential applications of secondary use of clinical data does not
systematically distinguish between different types of research
and learning activities [25,26]. Therefore, we searched for
criteria or a particular logic that would provide some kind of
categorization of the different types of SeConts. Some criteria
that provide useful approaches to classification in other
biomedical contexts are inappropriate. For example, although
categorization by medical specialty seems conceivable at first
glance, we determined it to be unhelpful on closer inspection.
With all the different specialties that exist in medicine, such a
categorization does not provide any reduction of heterogeneity.
Categorization into common typologies of biomedicine, such
as basic research, clinical research, and translational research,
is also not useful, because learning activities, as described above,
cannot be clearly assigned here. Ultimately, we found a
categorization in terms of the object of investigation (ie, the
entity about which SeConts seeks to produce knowledge) using
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three levels most appropriate. These three levels are familiar
from the social sciences: micro level, meso level, and macro
level. The object of investigation can be either patients (micro
level), clinical care units such as clinical departments or single
hospitals—a specific delimited patient population (meso level),
or the general public (macro level). Taking the object of
investigation as a criterion, we can attribute each type of
research or learning activities to a general area of application:
non-interventional (observational) clinical research focusing

on individuals, quality control and improvement (and similar
uses contributing to the creation of an LHCS) focusing on
clinical units, and public health research focusing on the general
public. Table 1 sums up all types of the aforementioned research
or learning activities, including the object of investigation and
area of application. It also shows that some types of research
or learning activities are not limited to a single object of
investigation or area of application.

Table 1. Possible types of research or learning activities within secondary use of clinical data in data-gathering, non-interventional research or learning
activities.

Area of applicationObject of investigationType of research or learning activities

Quality control and improvementClinical unitImprovement of infection control

Quality control and improvementClinical unitEarly detection of possible hazards from
germs

Public health researchGeneral publicPublic health surveillance

Public health researchGeneral publicEpidemiology

Public health research or quality control and improvementPatients or clinical unitOutcomes research

Public health researchGeneral publicHealth services research

Public health researchGeneral publicRegister studies

Non-interventional (observational) clinical researchPatientsIn-silico hypothesis testing

Non-interventional (observational) clinical researchPatientsComparative effectiveness research

Non-interventional (observational) clinical researchPatientsExperimental therapy evaluation

Non-interventional (observational) clinical researchPatientsDrug safety and efficacy studies

Non-interventional (observational) clinical researchPatientsStudies on risk factors

Possible in all three areas of applicationPatients, clinical unit, or general publicMedical informatics research

Possible in all three areas of applicationPatients, clinical unit, or general publicExplorative use

Tailored Framework for Risk Assessment of Secondary
Use of Clinical Data in Data-Gathering,
Non-Interventional Research or Learning Activities

Risks for Informational Self-determination and
Confidentiality
In the previous section, we addressed two desiderata of the
current literature on SeConts by defining our understanding of
SeConts and clarifying its scope and practical relevance. These
steps allow us to offer what we consider to be the third
desideratum: a detailed analysis of risks for patients implied in
SeConts as well as a framework to assess these risks. The risks
to patients associated with the data are critical to SeConts
because if they were to materialize, they could also have a major
impact on the role, trustworthiness, and reputation of doctors,
hospitals, and the public health system. SeConts implies
potential risks for patients because of their (potentially
reidentifiable and sensitive) clinical data being used. We assume
that SeConts will usually rely on clinical data that cannot be
classified as anonymous data. Even if direct identifiers are
removed from data or replaced by a code (deidentification), the
possibility of reidentifying a specific person in the data can
rarely be excluded (see the list of potential risk factors below).

In most cases, SeConts will use deidentified personal (or
person-related) data; they imply risks for patients’ right to
informational self-determination.

The term informational self-determination refers to “a person’s
ability to freely decide whether and how personal data and
information about her are collected, stored, multiplied,
processed, and transferred by third parties” [46]. We regard
informational self-determination as an instrumental value, that
is, a means of protecting liberal individual and social rights and
values such as equality or personal autonomy [47-49]. The
protection of informational self-determination is particularly
important in the health care sector: clinical data are highly
sensitive as they contain information about the health status of
a person and can therefore be highly susceptible to possible
misuse. The confidentiality of the data is crucial for the
patient-physician relationship and communication.

SeConts can have a negative impact on the patient’s ability to
exercise informational self-determination in two ways (Figure
2): (1) the fear of a loss of informational self-determination and
(2) its actual loss in case of data breaches in the meaning defined
above (which, in turn, will most likely reinforce the fear of a
loss of informational self-determination among patients).
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Figure 2. Possible negative impact of the secondary use of clinical data in data-gathering, non-interventional research or learning activities on the
patient’s ability to exercise informational self-determination.

With regard to fear (1), it is important to stress that informational
self-determination is not only impaired if there are indications
that third parties have accessed the data without authorization
(and might or do use them against the data subject).
Informational self-determination is already undermined if data
subjects have reasons to develop a sense of vague uncertainty
about the confidentiality of personal data [50] (chilling effect
[51]). The fear of loss of informational self-determination alone
can already have negative consequences. For instance, the fear
that their data are not protected from unauthorized access can
lead to patients not disclosing all the information that could be
important for their personal care [52,53] due to a lack of
confidence in their physician.

Concerning actual losses of informational self-determination
(2), data breaches are a serious threat. A study carried out
between 2010 and 2013 revealed a total of 949 data breaches
in American hospitals involving almost 30 million patient
records [14]. Even if the reported data breaches occurred in the
context of patient care, and not in the context of SeConts, they

uncover general problems with the protection of clinical data.
As assumed by several authors [52,54,55], the negative
consequences of data breaches, including unauthorized
reidentification, could range from minor annoyances through
personalized advertising to serious harms such as identity theft,
stigmatization, blackmail, or discrimination, as well as other
forms of data use without patient consent, such as the sale of
data or use in studies in which patients have not consented.

Criteria to Assess Risk: Probability of Unauthorized
Reidentification and Magnitude of Harm
In the previous chapter, we outlined the potential risks to
patients’ informational self-determination associated with
SeConts. On the basis of our approach to assessing these risks
(probability and magnitude of harm, see Methods section), we
present a list of relevant factors that determine the probability
of unauthorized reidentification and the magnitude of harm.
These factors are partly interrelated and cannot always be clearly
distinguished. Figure 3 provides an overview of the relevant
factors, which we discuss in more detail below.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26631 | p.830https://www.jmir.org/2021/6/e26631
(page number not for citation purposes)

Jungkunz et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Factors of risk assessment for the secondary use of clinical data in data-gathering, non-interventional research or learning activities.

There are three data-specific factors that determine the
probability of unauthorized reidentification:

1. Uniqueness of a data set [56,57]: Even after removing
identifying attributes (name, date of birth, etc), unauthorized
reidentification is possible, as the combination of attributes
of a person’s medical record can be identifying. Therefore,
the more unambiguously a person is represented in a data
set by the combination of individual attributes, the higher
the probability of unauthorized reidentification. Statistically,
the smaller the number of cases in a data set, the more likely
it is to correctly assign one data set to a specific individual.
In addition, a larger number of variables (attributes of
patients) in a data set allows for a more unique combination
of attributes that again increases the probability of
unauthorized reidentification [56,58,59]. Concepts such as
k-anonymity [60], l-diversity [61], andt-closeness [62] aim

to mitigate these risks by defining standards for data sets
to reduce the probability of unauthorized reidentification.

2. Stability over time [63]: The more stable the attributes
described in the data, the more likely it is to link the data
set to a specific person. If an attribute described in the data
is not permanent and is likely to change between each
measurement (eg, blood pressure or blood glucose levels),
it is impossible to use the associated data to uniquely assign
it to an individual patient.

3. Interpretability: Certain types of data require special skills
or technical tools to understand them. Thus, the degree to
which data is easier or more difficult to interpret determines
the number of people who are able to misuse the data. For
example, anyone can interpret data relating to obesity, but
laypersons are currently unable to interpret data from
genetic sequencing or magnetic resonance imaging.
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However, the interpretability of data is a dynamic factor.
Modern software development suggests that the
interpretation of certain data might soon be supported by
self-learning algorithms that may allow laypersons to
interpret complex data such as genomic data or magnetic
resonance imaging. Interpretability is directly related to
the possible contexts in which data are used.

In addition to the data-specific factors regarding the probability
of unauthorized reidentification in the context of SeConts, seven
contextual factors must be considered.

1. Third-party data: Personal data of patients stored by third
parties, such as voting registers or records from residents’
registration offices, can be used for reidentification when
linked to clinical data [64-66]. Therefore, the availability
of third-party data makes unauthorized reidentification
easier [63], especially when the factor of uniqueness of the
data set is high.

2. Data protection level: Every act of data exchange with
other institutions or countries or jurisdictions brings with
it the possibility of weaker data protection standards. The
legally required data protection level that is binding to the
recipient must therefore be taken into account [67].

3. Technical and organizational measures: Adequate measures
need to be taken by the data recipient to protect the data.
Here, the data protection level of the recipient, for example,
according to approved codes of conduct (Article 40,
EU-GDPR) or a data protection certification (Article 42,
EU-GDPR), can be used as a benchmark.

4. Technological capabilities: The factor technological
capabilities describes the technical means available to the
respective data recipient to perform unauthorized
reidentification. These include self-learning algorithms or
other forms of artificial intelligence [68].

5. Retention periods: The longer the data are stored, the higher
the risk of a data breach that can lead to unauthorized
reidentification. Therefore, the retention (and deletion)
periods specified by the data recipient are relevant factors
in estimating the probability of unauthorized
reidentification.

6. Trustworthiness: The factor trustworthiness is determined
by several aspects [67]: the existence of binding
(sanctionable) contracts that determine the terms of data
use and access; the existence of ethical or legal codes on
the part of the data recipient [22]; the primary interest of
the receiver, for example, monetary or public interests; the
verifiability of the use of the data in accordance with the
applicable regulations or contracts.

7. Data sharing model: Depending on the data sharing model,
data are disclosed to a different number of people; for
example, data can be disclosed only to a small work group,
a consortium, or can be uploaded to a public database. Every
person with access to the data increases the probability of
unauthorized reidentification.

Together with the aforementioned factors determining the
probability of unauthorized reidentification, the following five
factors must be considered to determine the magnitude of
possible harm.

1. Predictive potential: The predictive potential of data refers
to the extent to which a data set contains information that
allows insights regarding future health status [69-71]. If a
data set has a time-limited relevance, it can be considered
less problematic than a data set that allows conclusions to
be drawn about a person’s expected state of health for the
next 30 years. Information with predictive potential could
be, for example, the diagnosis of a chronic disease, but also
the documentation of traumatic events that make a
posttraumatic stress disorder diagnosis very likely within
the next few years. In contrast, information about a fracture,
for instance, does not necessarily provide information about
future health status.

2. Potential for discrimination: Some data have obvious
potential for discrimination because they contain
information that can be used against individuals and groups.
For example, it is conceivable that some employers
discriminate against employees (eg, by not renewing
contracts) if they know that the employee is affected by an
illness (or has a disposition to illness) that is likely to lead
to a longer absence of the employee in the future.
Furthermore, stigmatization is possible [20]. For example,
the disclosure of an HIV diagnosis can lead to stigmatization
(through prejudice or social rejection).

3. Scope: The factor scope describes whether the information,
and thus the possible risk in the data is limited to the data
subject or whether it allows inferences about family
members (eg, in the case of genomic information [69]) or
colleagues (eg, information on diseases related to certain
working conditions) [70].

4. Coverage: The factor coverage describes the data in terms
of the period in which they were collected. Data from a
single hospital visit cover a less extensive period than data
documenting the entire medical history, for example, as
collected by insurance companies. A complete medical
history is likely to provide a more multifaceted picture of
a person’s life than data collected on a single point in time
and can therefore potentially cause greater harm in the event
of misuse.

5. Informative potential in the future: Some data types can be
expected to contain more information than can currently
be made available. For example, we currently assume that
the information content of genomic data is still largely
unknown [70]. However, the constant progress in the field
of genomic research suggests that in the future, we will be
able to retrieve significantly more information from
genomic data than is the case today, which can potentially
cause greater harm in case of misuse.

Discussion

Application and Use of the Risk Assessment
After introducing the individual factors that determine the
probability of unauthorized reidentification and the magnitude
of harm implied by SeConts, questions arise concerning their
application and use. How do these factors form a comprehensive
framework for risk assessment in the context of SeConts? How
can the framework be applied? How can the assessment results
be used? Who may apply and use this framework?
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With our risk assessment, we intend to support the analysis,
evaluation, and potential decision-making process of research
ethics committees and data use and access committees, as well
as scientists, bioethicists, and funders investigating the ethical
acceptability of requests for concrete types of SeConts. We
recommend the following procedure with five consecutive steps
to apply and use the risk assessment framework.

Application of the Risk Assessment (Steps 1 and 2)
The first two steps concern the application of the risk assessment
framework:

• Step 1—identification and evaluation of single risk factors:
A concrete projected study is examined in light of all factors
determining the probability of unauthorized reidentification
and magnitude of harm listed in Figure 3. The individual
severity of each factor is evaluated, that is, whether and to
what extent the factor is present and relevant in the specific
study (plans) by classifying it as low, midrange, or high.
We advise against converting these levels into numbers
(eg, low=1, medium=2, and high=3), as this would falsely
suggest a mathematical accuracy and cardinal order and
could lead to a misinterpretation.

• Step 2—comprehensive evaluation of risks for patients: An
overview of the evaluation of the single factors leads to a
comprehensive picture of the risk profile of the concrete
study. At this point, the methodological question of the
relationship between the individual factors arises: Is the
same importance attached to each factor, or are some factors
considered more important than others and therefore given
greater weight when moving from the estimates of the
individual factors to a more comprehensive picture? We
do not consider it plausible to state a priori that some factors
are more important or should count more than other factors.
As a default approach to a comprehensive evaluation of
risks for patients in practice, we recommend that all factors
be weighted equally. In particular circumstances, practical
reasoning might suggest that the estimation of a single factor
as high still does not adequately reflect the importance of
that factor in the assessment of the comprehensive
evaluation of risks for patients. In this case, more weight
could be given to this factor, or it could even be treated as
a decisive or exclusionary criterion. This might be
appropriate, for instance, if a study plans to store very large
and detailed sets of personal data in an open access data
repository (factor data sharing model).

The fact that we advise against using numbers to evaluate the
individual factors (step 1) already excludes the possibility of
summing up numerical values as part of a comprehensive
evaluation of risks for patients and presenting the risk (step 2)
in a single number. Such a numerical approach would
unreasonably suggest a mathematical or empirical reliability or
precision that is not justified by the framework. Instead, a
comprehensive evaluation of risks for patients is based on a
rough summary of the evaluations of the single factors,
considering their individual weight within the evaluated study.
The results of the comprehensive evaluation of risks for patients

can again be presented as low, midrange, or high, depending
on the distribution of the individual factors.

Use of the Tailored Risk Assessment (Steps 3-5)
Steps 3-5 concern the use of the risk assessment framework:

• Step 3—complete risk assessment: It is important to be
aware of the fact that the risk assessment addresses
data-related risks for patients, which we deem to be the
central and most important kind of risk from SeConts, but
which are potentially still not the only kind of risk.
Therefore, to gain a complete and comprehensive
understanding, risks for other stakeholders (such as
physicians and institutions) need to be taken into
consideration.

• Step 4—comprehensive ethical evaluation: The complete
risk assessment of a study is only one part of the
comprehensive ethical evaluation. Typically, comprehensive
ethical evaluation needs to include other aspects, in
particular, the potential benefits of the envisaged study (to
analyze and assess the risk-benefit ratio).

• Step 5—reducing the risk profile by mitigating single
factors: The comprehensive ethical evaluation (step 4) can
lead to three evaluation results of a planned study: (1)
unethical and thus to be rejected, (2) ethically problematic
but approvable under certain conditions, and (3) ethically
sound and thus to be approved. In the case of (2), the
applicant may be required to take specific measures to
mitigate data-related risk to the data subjects. Tailored risk
reduction measures should be chosen in light of the
identification and evaluation of single risk factors (step 1)
and against the backdrop of the comprehensive evaluation
of risks for patients (step 2). Possible risk reduction
measures may, for example, include modifying the data set
to reduce the factor uniqueness, for example, by aggregating
information (eg, age groups instead of age). In addition,
special data sharing contracts can be applied to reduce the
number of people who have access to the data (factor data
sharing model).

A Practical Example of the Application of the Risk
Assessment
After presenting the application and use, in the following
section, we illustrate our risk assessment (steps 1 and 2) by
applying it to a concrete study. Our example is a study on the
epidemiology of Streptococcus pneumoniae infections [32] that
we mentioned above in our list of examples for SeConts.
According to the different areas of application
(non-interventional [observational] clinical research, quality
control and improvement, public health research) of SeConts
we introduced above, the study can be classified as public health
research. It gathers data from medical charts on “demographic
characteristics, clinical syndromes, underlying conditions [eg,
chronic diseases], and outcomes of illness” [32]. Figure 4
illustrates the application of the risk assessment framework for
each factor (step 1) to a concrete example (For the sake of
complete illustration of the risk assessment framework, we have
added certain features to the study context where the study does
not provide detailed information.).
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Figure 4. Practical example of a study on the epidemiology of Streptococcus pneumoniae infections.

In accordance with the application of our risk assessment
approach, the results are as follows: (1) The probability of
unauthorized reidentification can be considered relatively low
because the majority of the relevant factors were assessed as
low and (2) the magnitude of harm is in the midrange because
most factors relevant to harm magnitude were assessed to be
low or midrange. The comprehensive evaluation (step 2) shows
that the overall risk for patients can be considered relatively
low to midrange. After taking into account risks for other
stakeholders (step 3), as well as the potential benefits of the
study and other ethically relevant points (step 4), reviewers
could request further mitigation of single risk factors (step 5).
In our example, however, this is only possible to a limited extent
because not all risk factors can be addressed without rendering
the study itself impossible.

Limitations
Having presented our risk assessment, its application and use,
and illustrating its applicability by means of a concrete example,
we will address the limitations and possible criticisms of our
framework. Two objections can be raised against the risk
assessment approach. First, we classify a priori certain data
types according to their harm potential as a basis for
operationalizing the magnitude of harm. However, it can be
argued that such an a priori classification does not take into
account the information that can be inferred from the data
beyond the apparent information content [72,73]: Information
that is considered potentially harmful (eg, sexual orientation,
religious beliefs) can be derived from information that would
probably be considered harmless a priori (eg, Facebook likes)
[74]. We are aware that our a priori classification of data does
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not consider possible inferences that can be drawn from data in
the future. However, there is an important difference in whether
data contain information about a certain diagnosis or whether
this diagnosis can only be assumed with a certain probability.
Likewise, possible inferences that can be drawn from the data
can rarely be predicted a priori. Therefore, our approach is
limited to identifying the types of data that have a clear potential
to cause harm themselves.

A second possible criticism of the proposed approach is
conceivable. Regardless of whether information is inferred
indirectly from data or whether the information is contained
directly in it, the same data can entail different levels of
individual risk for different people. Risk assessment, such as
the one we present here, cannot reflect these different levels of
individual risk. Both the probability of unauthorized
reidentification and the possible magnitude of harm can be very
different for the same data types in different people. The x-ray
of a patellar luxation may be considered as nonsensitive
information for most people, especially as it does not contain
any identifying information. Nevertheless, a professional soccer
player might disagree, as the information in the data contains
the risk of unauthorized reidentification (due to possible analog
and comparable x-rays of his club) and could be potentially
harmful to his career (eg, through discrimination in relation to
a possible contract extension). Our approach cannot depict these
individually possible risks and can only provide guidelines for
the assessment of generally expected risks. The risks of
individual persons with special risk profiles must be addressed
using individual measures. Among other things, this calls for
the establishment of a suitable information and consent
procedure or an opt-out option that allows persons with an
individually high risk to decide for themselves whether this risk
is too high or not. Which model of informed consent may be
appropriate is not the subject of this study.

Conclusions
In this paper, we addressed three desiderata of the current
literature on SeConts. In the first step, we clarified the concept
of SeConts. To this end, we analyzed each element of the
concept and then provided a comprehensive definition of
SeConts as activities that solely use data produced for the sake
of health care and in the context of health care to improve
biomedical science or services.

In the second step, we illustrated the scope and practical
relevance of SeConts by providing a list of concrete types of
research or learning activities that can be subsumed under the
concept. These types of research or learning activities were
roughly classified as either non-interventional (observational)
clinical research, quality control and improvement, or public
health research.

In the third step, we provided a framework for risk assessment
for SeConts, focusing on the risks for patients related to
informational self-determination. By operationalizing the
concept of risk for application to SeConts, we identified factors
that determine the probability of unauthorized reidentification
as well as the magnitude of harm of a potential harming event
implied in SeConts. We then discussed the application and use
of our risk assessment framework and presented a practical
example of a concrete study to illustrate its application.

Through our conceptual clarification of SeConts, we created a
basis for understanding what SeConts means. The analysis of
its scope shows that SeConts can realize its potential in a broad
field of medical research. This illustrates the high practical
relevance of SeConts. The risk assessment presented can be
applied as an essential building block for an ethical evaluation
of concrete SeConts conducted by research ethics committees
and data use and access committees, as well as scientists,
bioethicists, and funders. It can thus benefit the safe secondary
use of clinical data in data-gathering, non-interventional research
or learning activities.
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Abstract

Background: In 2020, the number of internet users surpassed 4.6 billion. Individuals who create and share digital data can
leave a trail of information about their habits and preferences that collectively generate a digital footprint. Studies have shown
that digital footprints can reveal important information regarding an individual’s health status, ranging from diet and exercise to
depression. Uses of digital applications have accelerated during the COVID-19 pandemic where public health organizations have
utilized technology to reduce the burden of transmission, ultimately leading to policy discussions about digital health privacy.
Though US consumers report feeling concerned about the way their personal data is used, they continue to use digital technologies.

Objective: This study aimed to understand the extent to which consumers recognize possible health applications of their digital
data and identify their most salient concerns around digital health privacy.

Methods: We conducted semistructured interviews with a diverse national sample of US adults from November 2018 to January
2019. Participants were recruited from the Ipsos KnowledgePanel, a nationally representative panel. Participants were asked to
reflect on their own use of digital technology, rate various sources of digital information, and consider several hypothetical
scenarios with varying sources and health-related applications of personal digital information.

Results: The final cohort included a diverse national sample of 45 US consumers. Participants were generally unaware what
consumer digital data might reveal about their health. They also revealed limited knowledge of current data collection and
aggregation practices. When responding to specific scenarios with health-related applications of data, they had difficulty weighing
the benefits and harms but expressed a desire for privacy protection. They saw benefits in using digital data to improve health,
but wanted limits to health programs’ use of consumer digital data.

Conclusions: Current privacy restrictions on health-related data are premised on the notion that these data are derived only
from medical encounters. Given that an increasing amount of health-related data is derived from digital footprints in consumer
settings, our findings suggest the need for greater transparency of data collection and uses, and broader health privacy protections.

(J Med Internet Res 2021;23(6):e29395)   doi:10.2196/29395
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Introduction

In 2020, internet users spent 1.25 billion years online. The
average internet user spends 6 hours and 43 minutes online each
day [1], leaving a trail of information about his/her habits and
preferences that collectively generates a digital footprint.

A consumer’s digital footprint can reveal health-related
behaviors, such as diet and physical activity, that can predict
health [2]. For example, data from social media sites, including
Twitter and Facebook, can be used to screen for signs of
depression, suicidal ideation, and sleep disorders based on user
activity and language patterns [3-6]. These applications of data
toward health purposes erase past distinctions between health
and nonhealth data [7,8].

The COVID-19 pandemic has accelerated these applications.
Smartphone location services and cashless transactions have
been used to identify and track COVID-19–positive individuals
[9]. Social media posts have been used to track reports of
physical symptoms of COVID-19 and mental health sequelae
of the pandemic [10,11]. Apple and Google have updated their
smartphone operating systems to enable tracking of
human-to-human interactions to enable digital contact tracing
[12]. These public health applications of consumer digital data
have triggered global debates and urgent policy discussions
about digital health privacy [13].

A majority of Americans simultaneously reported feeling
concerned about how their personal data are being used and yet
continue to use digital technologies. Many believe it is
impossible to go through daily life without having personal data
collected by companies or the government, with 80% feeling
they lack control over what data are collected and 63% admitting
having little to no understanding about data privacy laws and
regulations [14].

We interviewed a diverse sample of American consumers to
evaluate their awareness of the health applications of their digital
data and identify their privacy views and concerns.

Methods

Participants
Interviews were conducted between November 1, 2018, and
January 31, 2019. Participants were identified from the
web-enabled Ipsos KnowledgePanel, a probability-based panel
designed to be representative of the US population [15]. For
this study, Ipsos provided the contact information of 200
participants drawn from the nationally representative panel with
even distribution for various demographic variables (gender,
race, age, household income, and geographic region) to ensure
diversity in the study sample. From these, team members (XLM
and AL) completed 45 interviews, ensuring equal proportions
of participants were included from each category so that the
sample of 45 reflected the larger sample of 200. Participants
who completed the interview were paid US $50.

This study protocol was reviewed by the Institutional Review
Board of the University of Pennsylvania and declared exempt.
Verbal consent was obtained from participants prior to their
interview. All results are reported following the Standards for
Reporting Qualitative Research (SRQR) reporting guidelines.

Design
Telephone interviews were conducted using a semistructured
qualitative interview guide (Multimedia Appendix 1). This guide
was informed by a consequential ethics framework, in which
the presence or absence of a substantial risk of harm from a loss
of privacy determines the need for protections [16]. The guide
asked consumers to reflect on their own use of digital
technology, evaluate sources of digital information, and consider
several hypothetical scenarios with varying uses of digital
information (scenarios shown in Table 1). While the scenarios
were hypothetical, they were developed based on plausible use
cases in today’s landscape of consumer digital data. The
interviews lasted 30 to 45 minutes, and were conducted by
research coordinators (AL and XLM) trained in qualitative
interviewing methods. The audio recordings were sent to a
professional transcription service (ADA Transcription) where
they were deidentified. Transcripts were uploaded to NVivo
Version 12 for data analysis [17].
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Table 1. Scenarios.

UseUserSourceTextNo.

Prevent diabetesHealth insur-
ance company

Grocery shopping
records

Your health insurance company is trying to find ways to keep people healthier and
save money. They have found that consumers that buy certain kinds of food are more
likely to develop diabetes. The insurance company is planning a program where they
will access the grocery shopping records of their patients from grocery stores. The
health insurance company will use this information to find out who is at high risk of
developing diabetes, then send those people tips and advice on how they can prevent
diabetes by making changes to the food they buy.

1

Diagnose disease
earlier

Doctor’s officeInternet search
history

Your doctor’s office is trying to find ways to prevent people from getting sick and
needing to go to the hospital. They have found that patients that search on the internet
for certain symptoms are more likely to get sick and need to go to an emergency room.
Your doctor’s office is planning a new program where they will access internet
searches of their patients and contact patients that search for certain symptoms to try
to start treatment sooner.

2

Research to iden-
tify risk factors
for cancer

University re-
searchers

Electronic health
record and loca-
tion data from a
smartphone

University researchers are trying to find ways to prevent cancer. Researchers at a
nearby university hospital are starting a research study where they will track patients
over time to try to determine causes of cancer. In addition to using medical records,
the research team will use location information from patient’s smartphones so they
can study how the places where people spend most of their time impact their risk of
getting cancer. The researchers want to use this knowledge to help develop public
health strategies in the future that could reduce the number of people with cancer.

3

Send grocery
coupons for
healthier foods to
prevent obesity

Technology
company

Location data and
photos from a
smartphone

DigiHealth is a company selling a new smartphone app that can automatically collect
and store information on places users visit and the food they eat so that it can give
advice on ways to lower their risk of obesity. The app tracks where users go using lo-
cation services on their smartphone and tracks what they eat by having them upload
a picture of their meals. DigiHealth is able to offer the app for free because it shares
user information with advertisers so they can send out grocery coupons.

4

Analysis
The study team developed a codebook through line-by-line
iterative reading and notation of transcripts, which produced
12 key codes [18]. Some codes were used a priori in order to
compare data from consumers to the data from similar interviews
conducted with experts [7]. Two research coordinators used the
codebook to complete coding (AL and XLM). In order to
establish agreement, five interview transcripts were double
coded. Interrater reliability was high, with overall agreement
(97.5%) and Cohen kappa of 0.7. After agreement was
established, the remaining transcripts were coded individually.
Interviews were coded sequentially in the order they were
conducted. A memo was written, and it thematically summarized
the content of each code. These memos were reviewed

collectively by the study team in order to identify salient
findings. The study team found that they were no longer learning
new information in the process of coding new transcripts.
Therefore, through coding and analysis meetings, key study
personnel reached a consensus that thematic saturation was
reached. The results from these interviews are reported along
with supporting quotes to highlight relevant findings.

Results

Participants
The sampling methods produced a final cohort of 45 consumers
with diversity in gender, race, age, household income, and
geographical distribution (Table 2).
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Table 2. Demographics of the participants (N=45).

Value, n (%)Characteristic

Gender

24 (53%)Male

21 (47%)Female

Race

22 (49%)Minority (non-White)

23 (51%)White/Caucasian

Age (years)

14 (31%)18-30

10 (22%)31-45

11 (24%)46-60

10 (22%)>60

Household income (US$)

10 (22%)≤24,999

11 (24%)25,000-49,999

13 (29%)50,000-99,999

11 (24%)≥100,000

Region

12 (27%)Midwest

10 (22%)Northeast

13 (29%)South

10 (22%)West

Education

3 (6%)Less than high school

12 (27%)High school

13 (29%)Some college

17 (38%)Bachelor’s degree or higher

Part 1: Views on Digital Privacy and Health
The first portion of participant interviews focused on consumers’
understanding of current data use as well as their views on

digital health privacy. Key themes are described below, and
illustrative quotes are presented in Table 3.
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Table 3. Key themes from consumer interviews.

Illustrative quoteTheme

I don’t really have a great knowledge of what they gather from me. I know when I signed up and you gotta go through the
cursory that says do you agree to all this, there’s just pages of stuff and you just say, like everything else, you just say yeah, I
agree.

I don’t think Google collects any information about me when I use it.

My health? I mean, they wouldn’t think I have any health issue...I don’t make any payments in regards to my health .

I don’t think they could learn nothing. You don’t put your health information on there. Like what would they know from Insta-
gram?

I don’t necessarily know what they would gain about my health overall other than sometimes when I’m sick, I’ll research my
symptoms online or something like that.

Lack of consumer
understanding

Well, I think the biggest benefit that I can think of –the reason that I use Reddit is because it’s beneficial to feel like I belong
to a handful of communities. And so, I think I deepen my interest –the things that I’m interested in feel more meaningful when
I read what other people are talking about.

I think it would help them –if they were gathering that information, they would use it for marketing and potential sales, how
they go about structuring better ways to advertise to persons in organizations.

Well, benefits –I get to find out things that my friends are doing that they want me to know, because otherwise they wouldn’t
post it. But it’s also a double-edged sword in that –basically, that –that those –whatever they’re talking about –whatever
–however I’m reacting to it, is more information for advertisers to target me with.

Benefits

Well, I think that information should just be between me and my doctor. I wouldn’t want any advertisers to be able to learn
that information, and I wouldn’t want anything that I wouldn’t share with my family or friends to come out in the public regarding
anything that was physically going on with me.

Well, I think the –some of the worry is that the Fitbit–I don’t have one or use one, but –so the worry is that it might provide
inaccurate data that might be used against me. For example, if I applied for life insurance, I would worry that if the insurance
company got a hold of Fitbit records out of context that they could –I could wind up with a higher premium or something like
that.

That’s just sensitive private information. Whether I have a cold or whether I have a more serious ailment disease, I think that’s
private. Unless I wanna share it with people, that shouldn’t be disclosed to anyone without my expressed consent.

Harms

I really don’t have nothing to hide, but that’s pretty personal to a lot of people, and I really wouldn’t like it. So I would just –I
mean, you’ve got to have a little bit of freedom here. That’s what this country’s about.

I think the worst ones would be my health bills. If that was not kept private, that would be really problematic. If you think about
cell phone bills, electricity bills, internet bills, I don’t think I would have as much as an issue.

Consumer attitudes

Lack of Consumer Understanding of Digital Data
Practices
Few participants could express a basic understanding of digital
data collection practices, including how information is routinely
tracked, stored, and subsequently used by third parties. Some
were unaware that by downloading and using an app (eg,
Facebook), they had consented to data collection. Participants
who were aware that their data were being collected generally
assumed the data were being used only by the entity collecting
it and were not shared with third parties. Almost none of the
participants named ways in which data are aggregated across
sources and over time, a common practice by marketers to build
profiles of individual consumers.

Participants generally did not recognize the connections between
their digital data and inferences about their health. They were
not able to conceptualize health information outside of a
traditional definition of health care data. They were unaware
that predictions or inferences about their health status could be
drawn from sources like internet browsing information or social
media posts.

Perceived Benefits and Harms of Digital Data Practices
Participants noted benefits of digital data collection to
consumers and companies. They described the benefits of
advertising highly tailored to their interests. They discussed

convenience derived from data tracking. They discussed health
benefits when prompted by specific health-related scenarios,
but rarely mentioned them during other parts of the interview
despite the interviewers introducing the study focus as related
to health.

Indeed, most privacy concerns were broad rather than specific
to health. Participants worried that their information could affect
their finances, particularly that insurance coverage could be lost
or premiums raised because of health information being made
available to their insurer. Some participants feared losing
employment opportunities if their information, especially health
information, was available to an employer.

For some participants, the main harm was the intrusiveness of
the digital data collection practices of the government,
commercial companies like health insurers, and even health
care providers, with access to information that some felt should
remain private.

Participants split into two points of view when weighing
tradeoffs between the benefits and risks of digital data collection
and use. Some felt that it was a choice to give up privacy for
convenience or other benefits. Several of these participants
discussed tradeoffs in transactional terms. The use of discount
cards, apps, and other programs naturally involves relinquishing
some privacy, which is sometimes a worthwhile choice. Others
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described data tracking and sharing as inescapable. These
participants did not consider these privacy risks acceptable but
struggled to articulate how to avoid them.

Attitudes Regarding Digital Privacy
Despite a lack of knowledge on data privacy issues, participants
strongly endorsed the significance of data privacy, based partly
on a right to privacy and on concerns about harms.

When asked about privacy preferences for different types of
data (health information, internet searches, and financial
information), participants consistently expressed the greatest
concern if their health information was not kept private.
However, participants did not understand that data generated
outside of health care could also be used to make inferences
about their health.

Part 2: Health-Related Applications of Consumer
Digital Data
To make health applications of digital data more salient to
participants, we prompted them with a series of hypothetical

scenarios (Table 1) representing various sources, uses, and users
of digital information for health purposes. For each scenario,
participants were asked to provide their overall impression,
describe what they liked and disliked about it, identify limits
or protections they desired, and share whether they would want
to participate.

Although participants’ responses to each scenario varied, certain
themes were consistent. Participants appreciated the health
benefits that could be achieved through the programs, including
interventions to improve individual or population health,
research to make advances in health care, and efforts to reduce
health care costs. However, participants often expressed concern
that many uses seemed too invasive and that their data might
be used for other purposes beyond what was intended. They
often desired protections so that data could be used only for the
originally intended purpose, data could be kept private and
secure, and participation could be voluntary and require consent.
Table 4 provides illustrative quotes for the benefits, risks, and
protections discussed by participants for each scenario.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e29395 | p.845https://www.jmir.org/2021/6/e29395
(page number not for citation purposes)

Grande et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. Consumer perspectives on digital data use scenarios (illustrative quotes).

Desired protection quotesRisk quotesBenefit quotesRated favorable
(N=45), n (%)

Scenarioa (% favorable)

It’s just I don’t want them using
it for different purposes, other
than what … they were gonna
use it for.

I don’t think they should be
able to use your –that informa-
tion against you as far as,
again, raising premiums or co-
pays or deciding what’s a cov-
ered cost and what’s not a cov-
ered cost based on my lifestyle
as far as what I eat.

How much do you want them to
stick their nose into what you’re
doing? … Now they want to tell
you what to eat? They could easily
raise the premium on it. I know
they would.

That’s just my personal choice if
that’s what I wanna purchase and
I don’t need my health insurance
charging me...

I think it could give some valu-
able information. And especial-
ly if someone is unaware that
their purchases are causing
problems.

The idea that someone is going
to help me because I might not
have that information that this
product might not be good for
my health, that is wonderful.

20 (44%)A health insurance company
accesses data on consumers’
grocery store purchases to
identify individuals at high
risk for developing diabetes
and sends them healthy eat-
ing tips.

It would have to be on an opt-
in basis so that people are
made aware of what’s gonna
happen and they’re choosing
to let that happen

That should definitely be pro-
tected, because that’s sensitive.

They shouldn’t have access to
what I’m searching for online be-
cause I am a Web M.D. queen…I
will Google the symptoms and see
if it’s something else or what I can
do before I go to the doctor.

It’s just an invasion of privacy.
Again, if you are volunteering that
information, then you can volun-
teer whatever information you
want.

…The doctor can be like hey, I
seen you looked this up about
measles and now all of a sud-
den you think you have measles
–it’s all in your head.

They can say, oh, I see that
you’re looking for information
on a child that’s throwing up
chronically. Let’s get him in
here and check him out...

12 (27%)A doctor’s office monitors
internet search data of their
patients and contacts individ-
uals who search for symp-
toms of illness in order to
provide an early diagnosis.

If there was a situation where
I thought that someplace I went
would give the wrong idea out
of context, then just turn off
GPS.

Just knowing that they are not
allowed to sell my information
for anything else other than us-
ing it specifically for this re-
search.

Just I don’t like anyone knowing
my whereabouts all hours of the
day and all night, especially – and
it’s not even just anyone. It’s – a
stranger…

Personally, no, because I don’t
want them thinking because of
where I work at that I’m buying
tobacco all the time because I
work at a store that sells tobacco
and alcohol.

I mean, that idea is something
worth being monitored for be-
cause it’s for a good cause. I
mean, it can potentially save
hundreds of lives, and it can
also save insurance companies.

35 (78%)University researchers ac-
cess the smartphone loca-
tion and medical records of
patients to study risk factors
for cancer.

They have to disclose exactly
who they’re sharing that infor-
mation with outside of their
company and the advertisers
and what specific information
they’re sharing with those ad-
vertisers and the other third
parties that may be involved.

I would think there would have
to be a government mandate for
a lot of transparency, including
specific fines for misusing or
not protecting the data.

I would worry that in the future or
– I think it’s already possible to –
for them to sell the data to another
company that could reverse engi-
neer the data and result in higher
insurance premiums for individu-
als and that sort of thing.

…Nothing would prevent me from
taking a picture of the salad that
my wife is eating and post that as
my dinner, while I’m – in reality,
I’m eating a big, thick juicy steak
and baked potato…It seems like a
lot of effort to go through, and I’m
not sure what the benefit’s going
to be.

I like that idea of if somebody
wanted to do it so they don’t get
diabetes. Upload any pictures
of the food you eat and get tips
about what to do.

People have to actively want to
use it and those individuals may
want to receive grocery store
coupons that are in line with
the goals of losing weight,
right? So I don’t have a nega-
tive reaction to that.

27 (60%)A technology company cre-
ates an app that tracks
users’ locations and asks
them to upload photos of
their meals with the inten-
tion of encouraging healthy
eating and sharing this infor-
mation with advertisers who
can provide users with
coupons.

aResponses by participants to each scenario were coded as favorable, unfavorable, or neutral.

Scenario 1
Scenario 1 was a follows: A health insurance company accesses
data on consumers’ grocery store purchases to identify
individuals at high risk for developing diabetes and sends them
healthy eating tips.

Overall, 20 out of 45 participants (44%) rated this program
favorably. Participants liked the idea they could receive

recommendations to improve their diet or management of their
health conditions. Others thought the program could address
population-level health problems in the United States or reduce
insurance costs for those making healthy food choices.
Participants were concerned by the motive of health insurers
running such a program. They worried about losing insurance
coverage or paying higher premiums based on their grocery
purchases. Participants described protections they desired,
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including limits on other uses of data collected for this program,
destruction of data after the program was complete, and opt-in
and consent procedures for interested participants.

Scenario 2
Scenario 2 was as follows: A doctor’s office monitors internet
search data of their patients and contacts individuals who search
for symptoms of illness in order to provide an early diagnosis.

Overall, 12 out of 45 participants (27%) rated this program
favorably. Participants identified several beneficial elements of
this program, including the prevention of illness, possible
savings on health care costs, convenience of care that could be
provided remotely particularly for those with barriers to
face-to-face care, and additional support from clinical providers
for overall health. Additionally, participants liked that this
scenario could provide patients with better quality information,
preventing inaccurate self-diagnoses using web searches. Some
participants felt that having a doctor access their searches would
be too invasive, and they would rather conduct personal research
and contact their provider if they had concerns. Some felt
uncomfortable with the idea that their data could potentially be
used for targeted drug or treatment advertising.

Participants emphasized the negative aspects of this scenario.
Many were concerned about inadequate protections for their
internet search data. They asked for full transparency and limits
around the uses of their data, as well as personal data access.
Participants also generally preferred that this program be opt-in
and wanted assurances that there would be adequate data
security safeguards in place.

Scenario 3
Scenario 3 was as follows: University researchers access the
smartphone location and medical records of patients to study
risk factors for cancer.

Overall, 35 out of 45 participants (78%) rated this program
favorably. Participants saw benefit in participating in any
program that could lead to cancer prevention, often citing
personal or family history as motivators for participation. Some
viewed this scenario more favorably because consent is required
for research participation. Some participants who did not
approve felt that the data sharing required was an invasion of
their privacy. In particular, some participants indicated that they
were not comfortable with researchers having access to their
medical records.

Participants suggested that researchers obtain additional consent
to have their location tracked and that they have the ability to
turn off their location sharing at will. Participants also indicated
the importance of transparency, specifically that the location
information was secure, was not sold to other companies, and
was used solely for research purposes. Finally, participants
desired data to be deidentified.

Scenario 4
Scenario 4 was as follows: A technology company creates an
app that tracks users’locations and asks them to upload photos
of their meals with the intention of encouraging healthy eating

and sharing this information with advertisers who can provide
users with coupons.

Overall, 27 out of 45 participants (60%) rated this program
favorably. Those who responded favorably to this program
thought it would help them to eat healthier and prevent diabetes,
and many wanted to receive coupons for using the app. A few
appreciated the voluntary or opt-in nature of the app. Others
were mistrustful of the motives and felt that only the company
or insurers would benefit.

Many participants did not want their information to be sold to
advertising companies. Some would not participate because of
the inconvenience of having to use the app consistently or the
nuisance of receiving advertisements. Others had privacy
concerns and worried about downstream use of their information
for other purposes. For many, the only desired protection was
the ability to either opt-in or opt-out of the app. Finally,
participants discussed the importance of anonymity and the
ability to use the app without advertisers or third parties
identifying them.

Discussion

Principal Findings
In a broadly representative sample of US consumers, we
examined attitudes and knowledge about digital health privacy.
We identified several key findings. First, participants generally
did not draw connections between the data they leave behind
when they use digital technology and what it may reveal about
their health. Second, participants struggled to weigh harms and
benefits of data collection and use. Third, while preferences
varied, participants generally wanted some protections in place
for health-relevant consumer digital data.

Prior work has demonstrated that consumers value privacy but
nonetheless continue to use digital technologies that routinely
compromise that privacy [19]. Turow et al argued that this
behavior should not be interpreted as consumers being
unconcerned with privacy, but rather a sense of resignation that
threats to privacy are unavoidable [20]. Our findings suggest
that consumers often recognize that information is shared when
they use digital technology but are often unaware of the extent
of use or what can be learned about them from their data. Obar
et al demonstrated that simply presenting consumers with more
information will not necessarily lead to more informed
consumers or yield higher quality decision making. In an
experiment simulating registration with a social networking
program, they found that consumers viewed lengthy privacy
policies as a nuisance, felt overburdened by privacy statements,
and missed “gotcha” provisions that were extreme (eg, many
consented to give up their first-born child) [21].

Given that many consumers rank health privacy above other
areas [22], it is concerning that most participants in our study
could not draw connections between consumer digital data and
inferences about their health. Broadly available analytic tools
allow for the health status to be inferred from a wide range of
data sources including smart devices in the home, language
analysis from social media, financial spending habits, and
internet search patterns [7,8,23]. Even when health applications
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were made explicit in the study scenarios, the tradeoffs between
threats to privacy and benefits of use remained difficult for our
study participants to reconcile. The difficulty assessing tradeoffs
is likely compounded by the absence of limits on data use and
the uncertain risks posed. Conger et al have argued that the
relationships between consumers and businesses have become
too complex for the individual consumer to assess given the
involvement of third-party data brokers and open-ended uses
of data [24].

Facing vignettes about commercial users, participants often
raised concerns about economic harms (eg, higher insurance
premiums and threats to employment) as well as unbridled
secondary uses of their data. When considering vignettes with
researchers and doctors as the data users, participants were often
concerned with reputational harms (eg, sharing of embarrassing
or unflattering information) [25]. Overall, participants responded
much more favorably to some scenarios over others suggesting
that consumers apply a nuanced evaluation of the use, including
whether it is beneficial to themselves, the type of data that is
being used, who is using their data, and the overall benefit of
the use.

Participants sought privacy safeguards to reconcile the tradeoffs
between health benefits and privacy. Many of the safeguards
raised mirror those that have been part of the EU General Data
Protection Regulation, including consent for data collection and
use (opt-in), explicit statements of what data would be used for
and by whom, limits on data transfer and selling, and data
security requirements [26]. Participants were overwhelmingly
in favor of protections for their digital health data. However,
prior work points to practical limitations on the effectiveness
of some of these approaches. For example, consumers often
click through overly complex privacy agreements, suggesting
a vastly simplified approach would be needed [20].
Policymakers might consider varying privacy protections based

on the associated risks and benefits of different uses or curtail
downstream transfers and aggregation of data that are far
removed from the original point of collection.

Limitations
This study has several limitations. Digital privacy is a topic
with growing relevance and has been increasingly highlighted
in popular media, which could shape consumers’ attitudes.
Events just prior to interviews may have heavily influenced
participants’ knowledge and perceptions. Therefore, the
interviews reflect the time period (2018-2019) in which they
were conducted. Despite efforts to recruit consumers with a
wide range of characteristics, consumers who were willing to
respond to and complete a request for an interview may have
characteristics or attitudes not shared by those who chose not
to participate. Social desirability bias may limit the credibility
of participants’ expressed views. Despite these limitations, the
interviews show a diverse array of attitudes regarding digital
privacy.

Conclusions
This study reveals how individual consumers wish to protect
their own health information privacy and how little they are
aware of the threats to that privacy from their conventional
behaviors. Digital personal health information is now derived
from consumer engagements as well as medical engagements.
To the extent we need protections for personal health privacy,
those protections need to extend beyond their current reach.
Our study reinforces the finding that a purely market-based
approach to privacy that depends on rational consumers making
decisions with full information relies on faulty assumptions
[27]. Future debates in the United States may need to focus on
whether more robust privacy standards (similar to the European
Union’s General Data Protection Regulation) are needed to
protect consumer digital data from entities beyond health care
systems [28,29].
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Abstract

Background: The use of social big data is an important emerging concern in public health. Internet search volumes are useful
data that can sensitively detect trends of the public's attention during a pandemic outbreak situation.

Objective: Our study aimed to analyze the public’s interest in COVID-19 proliferation, identify the correlation between the
proliferation of COVID-19 and interest in immunity and products that have been reported to confer an enhancement of immunity,
and suggest measures for interventions that should be implemented from a health and medical point of view.

Methods: To assess the level of public interest in infectious diseases during the initial days of the COVID-19 outbreak, we
extracted Google search data from January 20, 2020, onward and compared them to data from March 15, 2020, which was
approximately 2 months after the COVID-19 outbreak began. In order to determine whether the public became interested in the
immune system, we selected coronavirus, immune, and vitamin as our final search terms.

Results: The increase in the cumulative number of confirmed COVID-19 cases that occurred after January 20, 2020, had a
strong positive correlation with the search volumes for the terms coronavirus (R=0.786; P<.001), immune (R=0.745; P<.001),
and vitamin (R=0.778; P<.001), and the correlations between variables were all mutually statistically significant. Moreover, these
correlations were confirmed on a country basis when we restricted our analyses to the United States, the United Kingdom, Italy,
and Korea. Our findings revealed that increases in search volumes for the terms coronavirus and immune preceded the actual
occurrences of confirmed cases.
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Conclusions: Our study shows that during the initial phase of the COVID-19 crisis, the public’s desire and actions of strengthening
their own immune systems were enhanced. Further, in the early stage of a pandemic, social media platforms have a high potential
for informing the public about potentially helpful measures to prevent the spread of an infectious disease and provide relevant
information about immunity, thereby increasing the public’s knowledge.

(J Med Internet Res 2021;23(6):e26368)   doi:10.2196/26368

KEYWORDS

COVID-19; social big data; infodemiology; infoveillance; social listening; immune; vitamin; big data; public interest; intervention;
immune system; immunity; trends; Google Trends; internet; digital health; web-based health information; correlation; social
media; infectious disease

Introduction

Following the onset of an infectious pneumonia that could be
traced to Wuhan, China, in 2019, the World Health Organization
(WHO) announced that the cause of the pneumonia was a new
type of coronavirus. The International Committee on Taxonomy
of Viruses named it SARS-CoV-2 on on January 11, 2020, and
the infectious pneumonia was referred to as COVID-19. As of
December 2020, the virus has spread globally; the cumulative
number of people infected with SARS-CoV-2 has reached
approximately 67 million, and approximately 1,530,000 have
died from the virus [1].

Since the year 2000, there have been attempts to use big data
to better understand and solve challenges related to public
health. Indeed, in the context of health care, the use of big data
is an important emerging trend that is only likely to increase in
importance over time. The Pillbox project of the National
Laboratory of Medicine is one of the most representative
examples of health care that uses big data to predict real-world
situations. The Pillbox project is a service that provides
information such as how to take various pills that are not well
known by the public and their potential side effects. The use of
such information not only improves consumer convenience but
also saves health care expenditures with regard to economics
through the gathering of information to estimate statistics, such
as the causes of disease outbreaks, rates of spread, and
distribution and regional growth [2,3]. Social big data refers to
large volumes of data that relate to people or describe people’s
behaviors and technology-mediated social interactions in the
digital realm [4]. Internet search volume is a valid and effective
tool for detecting public attention [5]. One of the most
representative examples of using social big data for disease
prediction is Google’s flu forecast. In 2009, Google predicted
the spread of the flu 7 to 10 days earlier than the Centers for
Disease Control and Prevention (CDC) based on users’ search
records for the flu [6]. This prediction was confirmed in
countries around the world, including South Korea, India, and
China [7-9]. Predictive analyses that use social big data, which
are not easily accessible in reality, help with making relatively
accurate predictions of real-world events. In recent times,
attempts have been made to further increase the precision of
disease predictions [10,11]. Furthermore, predictive analyses
were also used for the real-time monitoring of SARS (severe
acute respiratory syndrome) and its transmissibility and for the
identification of the natural history of emerging pathogens, such
as the Ebola virus [12,13].

The spread of infectious diseases has led to increased interest
in the human immune system among the public. During a
pandemic, the public often becomes interested in how to
strengthen their immune systems. Furthermore, the act of
purchasing products that may strengthen one’s immune system
is popular, even without clear evidence that shows whether these
supplements are effective. However, there is almost no scientific
proof for confirming this trend, and there is a need to confirm
that such interest results in people actually searching more areas
of the internet for products related to strengthening their immune
system. Eventually, people are likely to respond to this lack of
evidence by relying on existing common sense when it comes
to maintaining health and hygiene. In this regard, a health
literacy approach is needed during a crisis such as the
COVID-19 pandemic. At the beginning of a pandemic, the
public’s response to an infectious disease is the most sensitive,
and people have a burgeoning interest in infectious diseases
during this period. After the passage of a certain period of time,
exhaustion and the adjustment to the social situation results in
a relative decline in this interest [14].

Our study aims to analyze the public’s interest in the global
pandemic and correlate internet search volumes for
COVID-19–related terms with the public’s interest in the
immune system and vitamins.

Methods

Data Extraction
To assess the public’s interest in infectious diseases during the
initial days of the COVID-19 outbreak, we extracted Google
Trends search data from January 20, 2020, onward and
compared them to data from March 15, 2020, which was
approximately 2 months after the COVID-19 outbreak began.
Apart from in a few countries such as China and Japan, the
Google search engine has an overwhelming dominance of
market shares [15]. Google provides data on search word
volumes through Google Trends, which provides usable data
for specific countries and time periods. In this study, our unit
of data was extracted from data on total worldwide numbers.
In addition, to account for trends by country, we selected the
United States and the United Kingdom for analysis, as these
countries are the most representative countries of the
English-speaking world that use the Google search engine.
Moreover, we also studied Italy, which was the first European
country to experience an explosion in the number of COVID-19
cases. The market share of Google in Italy in January 2020 was
98.9% [16]. Finally, we studied South Korea, which had the
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second highest COVID-19 spread rate in Asia and the fourth
highest spread rate in the world at the time the Google Trends
search was performed. On the date that the data were gathered,
South Korea was ranked fourth in the world for COVID-19 case
numbers, with 8000 cases. In South Korea, the domestic portal
site Naver (Naver Corporation) has a much higher market share
than Google. Therefore, additional data supplied by Naver Data
Lab were used for cross-verification.

Primary Keywords
We used the terms covid, corona, and coronavirus as search
terms. In order to determine which of these words were the most
commonly used, the search volume of each word was
ascertained. According to our preliminary analysis of the data
provided by Google Trends, the term coronavirus was searched
twice more often than corona and 5 times more often than covid.
Therefore, we selected coronavirus as our final search term.

Searches Regarding Immunity and Products That
Might Strengthen Immunity
In order to determine whether the public became interested in
the immune system, we selected immune as a keyword. The
term immune was strongly related to the term immunity and had
an almost 2-fold higher search volume. Therefore, for the United
States, United Kingdom, and Italy, the search term immune was
studied, and in the case of South Korea, the term myeonyeok,
which means “immunity” in Korean, was studied.

Following the outbreak of COVID-19, the public’s interest in
products that can enhance one’s immune system increased
dramatically. The Guardian in the United Kingdom and the
Washington Post in the United States have both reported on the
rising demand for vitamins and other products [17]. Vitamins
are the most familiar to the public, are usually available over
the counter, and are the most representative product that
enhances the immune system. Therefore, in order to analyze
the public’s actual interest in immune system strength, we
selected the term vitamin as a keyword. For the United States
and the United Kingdom, the term vitamin was used. For Italy,
the term vitamina was used. Finally, for South Korea, the
Korean-language spelling of the term vitamin was used.

Data and Statistical Analysis
Search volumes were calculated for each period (1 week), and
the search volume of the period with the highest search volume
was 100, which normalized every other search volume value
from 0 to 100. The unit of extraction was 1 week. In order to

account for the spread of COVID-19, we used the cumulative
number of confirmed cases. The official announcements made
by the WHO and announcements from each country’s respective
government were the most accurate indices for tracking the
spread of SARS-CoV-2. The number of cumulative, confirmed
cases was verified with data downloaded from Our World in
Data [18] and additional data from COVID-19 situation reports
issued by the WHO [1]. We conducted an analysis of the
correlation between the number cumulative, confirmed
COVID-19 cases and search terms. Up until the middle of
January 2020, before COVID-19 had begun to spread on a large
scale, the figure for confirmed cases and search volume was
close to 0. In other words, the actual figure was 0 or 1; therefore,
a correlation analysis of the entire year could lead to errors. As
such, we selected countries that experienced some of the earliest
COVID-19 outbreaks as our target countries. Moreover, we
analyzed approximately 2 months’ worth of data, beginning
from when COVID-19 cases first began to emerge globally
during the week of January 20, 2020, up until March 15, 2020.

Data Availability
Data can be downloaded from the Google Trends website. If
the processed data are needed, the authors can be contacted to
request the data.

Results

Up until the middle of January 2020, the number of confirmed
COVID-19 cases remained extremely low worldwide.
Afterward, beginning in the week of January 26, the number of
confirmed cases began to increase rapidly, especially in China.
The search volume for the term coronavirus began to increase
earlier—beginning in the week of January 12—and the search
volume increased rapidly during the week of February 16. For
the past year, the search volume for the term immune has
consistently been between 10 and 20. After January 12, the
search volume increased steadily, and from February 16 onward,
the search volume increased rapidly. Throughout 2020, the
search volume for the term vitamin was at a level that slightly
exceeded 50. However, this began to increase after February.
The increase in the number of cumulative, confirmed cases of
COVID-19 after January 20 had a strong positive correlation
with the search volumes for the terms coronavirus (R=0.786;
P<.001), immune (R=0.745; P<.001), and vitamin (R=0.778;
P<.001), and the correlations between variables were all
mutually statistically significant (Figure 1, Table 1).
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Figure 1. Worldwide trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19
cases over the past year (from March 18, 2019, to March 15, 2020).

Table 1. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and the actual number of cumulative, confirmed COVID-19
cases worldwide (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.7780.7450.7861R

<.001<.001<.001—aP value

Coronavirus

0.9320.97910.786R

<.001<.001—<.001P value

Immune

0.94310.9790.745R

<.001—<.001<.001P value

Vitamin

10.9430.9320.778R

—<.001<.001<.001P value

aNot applicable.

With respect to the United States, up until February 2020, the
number of cumulative, confirmed cases remained low (10
people). This number began increasing in the latter half of
February and began increasing rapidly in March. The search
volume for the term coronavirus began increasing
earlier—beginning in the week of January 12—and it began to
increase rapidly in the week of February 16. The search volume
for the term immune began to rapidly increase on February 16.
Over the past year, the search volume for the term vitamin was

at a level that slightly exceeded 50. This number increased
slightly after December 2019 and increased more rapidly in
March 2020. The increase in the number of cumulative,
confirmed cases after January 20 had a strong positive
correlation with the search volumes for the terms coronavirus
(R=0.921; P<.001), immune (R=0.890; P<.001), and vitamin
(R=0.913; P<.001), and the correlations between variables were
all mutually statistically significant (Figure 2, Table 2).
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Figure 2. Trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19 cases in the
United States over the past year (March 18, 2019, to March 15, 2020).

Table 2. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and the actual number of cumulative, confirmed COVID-
19 cases in the United States (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.9130.8900.9211R

<.001<.001<.001—aP value

Coronavirus

0.9520.98310.921R

<.001<.001—<.001P value

Immune

0.94610.9830.890R

<.001—<.001<.001P value

Vitamin

10.9460.9520.913R

—<.001<.001<.001P value

aNot applicable.

In the United Kingdom, the number of confirmed cases
increased rapidly after March 2020. Increases in search volumes
for the terms coronavirus, immune, and vitamin followed a trend
that was similar to those observed for the United States and the
rest of the world. The number of cumulative, confirmed cases

had a strong positive correlation with the search volumes for
the terms coronavirus (R=0.931; P<.001), immune (R=0.962;
P<.001), and vitamin (R=0.801; P<.001), and the correlations
between variables were mutually statistically significant (Figure
3, Table 3).

Figure 3. Trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19 cases in the
United Kingdom over the past year (March 18, 2019, to March 15, 2020).
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Table 3. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and the actual number of cumulative, confirmed COVID-19
cases in the United Kingdom (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.8010.9620.9311R

<.001<.001<.001—aP value

Coronavirus

0.8420.98410.931R

<.001<.001—<.001P value

Immune

0.84710.9840.962R

<.001—<.001<.001P value

Vitamin

10.8470.8420.801R

—<.001<.001<.001P value

aNot applicable.

In Italy, the number of confirmed cases started to rise in the
second half of February 2020, with case numbers increasing
dramatically in March. The search volumes for the terms
coronavirus and immune began to increase slightly in the week
of January 26, and they began to increase dramatically in the
middle of February. The search volume for the term vitamin
first began to increase rapidly in the middle of February, but

afterward, it repeatedly decreased and increased. The number
of cumulative, confirmed cases had a positive correlation with
the search terms coronavirus (R=0.600; P<.001), immune
(R=0.763; P<.001), and vitamin (R=0.474; P<.001), and the
correlations between variables were all mutually statistically
significant (Figure 4, Table 4).

Figure 4. Trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19 cases in
Italy over the past year (March 18, 2019, to March 15, 2020).
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Table 4. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and the actual number of cumulative, confirmed COVID-19
cases in Italy (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.8010.9620.9311R

<.001<.001<.001—aP value

Coronavirus

0.8420.98410.931R

<.001<.001—<.001P value

Immune

0.84710.9840.962R

<.001—<.001<.001P value

Vitamin

10.8470.8420.801R

—<.001<.001<.001P value

aNot applicable.

In South Korea, the number of cumulative, confirmed cases
increased rapidly in the middle of February. The search volume
for the term coronavirus increased earlier—beginning in the
week of January 19. After decreasing for a brief period, this
search volume again increased rapidly in the week of February
9 and again decreased in March. The search volume for the term
immune was highest during the first week of March, whereas
the search volume for the term vitamin was highest during the
week of March 15. However, unlike in other countries, the
search volumes for these terms did not rapidly increase. The
increase in the number of cumulative, confirmed cases had a
statistically significant positive correlation with the search
volumes for the terms coronavirus (R=0.359; P=.007) and
vitamin (R=0.637; P<.001); however, its correlation with the

search volume for the term immune (R=0.254; P=.06) was not
statistically significant. When analyzing data from Naver, the
search volume for the term coronavirus increased from the
middle of February onward, and the search volumes for the
terms immune and vitamin increased slightly in the beginning
of January and increased again in the second half of January
and from February 16 onward. All three search terms reached
their peak search volumes in the beginning of March, and
thereafter, these search volumes began trending downward.
When compared with data from Google Trends, the results were
similar, and the increasing trend in search volumes for the terms
immune and vitamin that appeared after the occurrence of
confirmed cases was slightly clearer (Figure 5, Table 5).

Figure 5. Trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19 cases in
South Korea over the past year (March 18, 2019, to March 15, 2020).
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Table 5. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and and the actual number of cumulative, confirmed
COVID-19 cases in South Korea (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.6370.2540.3591R

<.001.06.007—aP value

Coronavirus

0.2420.15710.359R

.07.25—.007P value

Immune

0.36810.1570.254R

.005—.25.06P value

Vitamin

10.3680.2420.637R

—.005.07<.001P value

aNot applicable.

Discussion

During the COVID-19 pandemic and other pandemics,
educational approaches to health and health care are an
important problem from the perspective of public health. This
study analyzed the increase in the public’s interest in COVID-19
by using social media big data and attempted to gain knowledge
concerning what interventions must be implemented from a
health and health care perspective. Our findings revealed that
increases in search volumes for the terms coronavirus and
immune preceded the actual occurrences of confirmed

COVID-19 cases. Moreover, search volumes increased gradually
before increasing rapidly at the same time as when a rapid
increase in the number of confirmed cases was reported. Search
volumes for the term vitamin also increased concomitantly. This
occurred at the same time as the increase in the number of
confirmed COVID-19 cases. Although there were slight
differences in the increasing trends among countries, worldwide
trends coincided with each other in general. With respect to
South Korea, although Google search results did correspond
with worldwide trends in a characteristic manner, the data from
the domestic portal Naver corresponded more closely with
worldwide trends (Figure 6, Table 6).

Figure 6. Trends in search volumes for the terms coronavirus, immune, and vitamin, and the number of cumulative, confirmed COVID-19 cases in
South Korea over the past year (March 18, 2019, to March 15, 2020) based on data from the Naver portal.
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Table 6. Correlations among search volumes for the terms coronavirus, immune, and vitamin, and the actual number of cumulative, confirmed COVID-19
cases in South Korea based on data from the Naver portal (over 56 days).

VitaminImmuneCoronavirusCumulative case numbersVariable

Cumulative case numbers

0.6290.2230.4821R

<.001.01<.001—aP value

Coronavirus

0.5630.74210.482R

<.001<.001—<.001P value

Immune

0.65210.7420.223R

<.001—<.001.01P value

Vitamin

10.6520.5630.629R

—<.001<.001<.001P value

aNot applicable.

By using search records from its search engine, Google was
able to predict the 2009 flu pandemic before the CDC. Similarly,
this study also found that the increase in the volume of related
search terms preceded an increase in the number of confirmed
COVID-19 cases, thereby confirming the validity of using social
big data for predicting real-world events. However, there are
several possible interpretations for the increased volume of
certain search terms. First, this may reflect a rising concern
about infectious diseases, such as worries about the outbreak
of a disease and demands for knowledge. Second, the results of
this study confirmed that in addition to the search volume for
the term coronavirus increasing, the search volume for the terms
immune and vitamin also similarly increased. This can also be
interpreted as an act of disease prevention, which reflects a
desire to control situations and prevent disease. During the
period of the SARS pandemic, as an act of disease prevention,
the number of searches for information on the internet and
consultations with experts by people in the United States and
Canada who were highly concerned about the disease increased
[19]. It is known that increased interest and concern about a
disease has a very close relationship with disease prevention
measures, and it appears that during a pandemic, increased
concern about disease is intimately related to handwashing,
personal hygiene and related activities, mask wearing, and the
avoidance of public places [19].

In particular, the fact that an increase in search volume preceded
the spread of COVID-19 implies that before the complete
outbreak of a pandemic, the public has a tendency to be
concerned about a disease and engage in corresponding
prevention activities. COVID-19 symptoms do not present until
5 to 6 days after SARS-CoV-2 infection, and the incubation
period can be as long as 14 days [20]. Taking this into account,
the results of this study—those showing that an increase in
search volumes directly precedes a rapid increase in
cases—reflects the coping mechanisms of a public that has
already been exposed to COVID-19 and has been experiencing
early warning symptoms. Regardless, before the onset of a

full-blown pandemic, supplying prior education and information
on health care and health should be the central task of public
health departments during these situations.

It cannot be ruled out that an increase in search volumes related
to COVID-19 reflects an increase in simple interest. Even if
this is the case, it is important to place importance on the
dissemination of proper knowledge. The control of a disease’s
outbreak cannot rely solely on the efforts of public health
specialists. Coping behaviors and prevention measures that are
achieved through an increase in knowledge among the public
are critically needed [21,22]. In particular, behavioral measures
such as social distancing are an effective strategy for coping
with an epidemic. However, it is only possible to achieve this
through the cooperation of a well-informed public [22]. It is
certain that Wuhan residents who moved to other cities without
knowing whether they were infected with SARS-CoV-2
contributed to the early spread of COVID-19 [23]. In addition,
homeless people and those of similar social classes that have
little access to medical information have been identified as
potentially dangerous groups that might be transmitters of the
disease [24]. Therefore, the propagation of health care
information through mass communication methods is emerging
as an issue that is more important than ever before. Therefore,
in an epidemic or pandemic situation, a variety of strategies are
needed to use social media and the internet to alleviate people’s
fears and discomfort and increase the public’s awareness of
proper health measures.

Alongside the COVID-19 pandemic, not only did the search
volumes of the terms immune and vitamin increase, the number
of news reports related to COVID-19 that contained these
keywords increased as well (Multimedia Appendix 1).
Moreover, in addition to an increase in interest in food products
such as elderberry, which are known to be beneficial in
enhancing the immune system, because these news reports were
related to SARS-CoV-2 (Multimedia Appendix 1), they add to
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the proof for the public’s increasing interest in immunity
following the spread of COVID-19.

The interests of the public are always inextricably tied to the
media [25]. As such, rather than supplying sufficient information
on the subjects that the public are interested in, news outlets
have a tendency to instead provide distracting and shocking
content [26]. During a pandemic, web-based media outlets focus
on reporting related news, which causes worry about the disease
spreading rapidly among the public [27]. Such an anxious and
worried public has a tendency to search for health information
that cannot be trusted [28]. In particular, it has already been
reported that incorrect health information, rather than accurate
health information, tends to spread on social networks [29], and
this can also cause people to adopt improper health measures
[30]. Moreover, despite there being information that is important
to understand, during pandemics and similar emergency
situations, it is likely that the public will miss certain important
information about disease prevention amid the flood of
information, and the likelihood of people adopting false beliefs
or actions will also rise. The public’s interests and fears
concerning COVID-19 can lead to various negative actions such
as the panic buying of health products and the aggressive
exclusion of certain racial groups, which, in the end, has a
negative effect on preventing the spread of SARS-CoV-2
[31,32]. In contrast, during the SARS pandemic, it was known
that a certain amount of worry and panic had a positive effect
on preventative actions [33], which suggested that because of
knowledge deficiencies and areas of irrational risk perception,
mediation was needed [33]. Moreover, research on a section of
the United States showed that in 2009, newspaper reports on
the H1N1 flu had a positive effect on people’s desire to seek
prevention measures.

The internet can be used to disseminate information across the
globe, and it supplies individually tailored and interactive
information. As such, it is an extremely appropriate platform
for promoting public health interventions [34,35]. In fact, it is
known that information searches conducted through social
networks such as Google, YouTube, and Facebook have a
positive effect on gaining knowledge about how to prevent
infectious diseases, which results in people taking preventative
measures [36]. However, as mentioned earlier, the chances are
very high that current internet culture will be applied negatively
to the COVID-19 pandemic. Within this context, interventions
that can assist people in finding information through search
word matching and help with actually preventing and coping
with the spread of the disease are a key issue with regard to the

expansion of proper health literacy. Although such measures
can be considered beyond the scope of public health science,
during a disaster situation, health authorities must make active
interventions to prevent the spread of a disease and do so from
a public health science and health information perspective. It
is clear that doctors and health care workers must strive to
provide accurate information to the public.

It is a known fact that products such as vitamins are helpful for
strengthening one’s immune system, and they may have a
positive effect on decreasing the rates of infections and deaths
caused by SARS-CoV-2 [37,38]. However, although a lack of
vitamins can become a medical problem, there is no evidence
that an overconsumption of vitamins prevents the transmission
of COVID-19. It is known that in seriously ill patients, high
doses of vitamin C can be helpful for treatment [39]. However,
although it has medical uses, this does not mean that the public
should be taking vitamin C to prevent the contraction of
COVID-19. The interests of the public, including those of the
media, are not necessarily based on accurate medical science.
When SARS-CoV-2 emerged, the media disseminated a high
volume of reports on immunity and vitamins. Since articles on
immunity and vitamins were written mainly about SARS-CoV-2,
the public might have believed that vitamin C could prevent
SARS-CoV-2 infection. However, although these articles may
increase people’s knowledge about self-care related to
COVID-19, they can also increase incorrect health literacy.
There is also a possibility that such articles will be used for
commercial purposes. In the initial stages of the COVID-19
outbreak, the public’s interest in how to protect themselves from
infectious diseases, such as by strengthening one’s immune
system, grew rapidly. Moreover, an infodemic [40] of
misinformation, which spread through various media, became
an obstacle to managing public health [41].

During the COVID-19 pandemic, delivering accurate
information to the public and correcting false information is the
responsibility of experts. Our study confirmed that during the
initial phase of the COVID-19 crisis, the public’s desire and
actions of strengthening their own immune systems were
enhanced. Therefore, when considering our results in
conjunction with earlier findings, it is clear that the initial stage
of the spread of an infectious disease is the period in which
methods for strengthening accurate knowledge about a disease
become the most effective. Moreover, these results also verify
the importance of intervention strategies that are meant to
prevent the spread of an infectious disease during the early
stages.
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Abstract

Background: Low adherence to real-world online weight loss interventions reduces long-term efficacy. Baseline characteristics
and use patterns are determinants of long-term adherence, but we lack cohesive models to guide how to adapt interventions to
users’ needs. We also lack information whether very early use patterns (24 hours) help describe users and predict interventions
they would benefit from.

Objective: We aim to understand the impact of users’ baseline characteristics and early (initial 24 hours) use patterns of a web
platform for weight loss on user adherence and weight loss in the long term (24 weeks).

Methods: We analyzed data from the POEmaS randomized controlled trial, a study that compared the effectiveness of a weight
loss platform with or without coaching and a control approach. Data included baseline behavior and use logs from the initial 24
hours after platform access. Latent profile analysis (LPA) was used to identify classes, and Kruskal-Wallis was used to test
whether class membership was associated with long-term (24 weeks) adherence and weight loss.

Results: Among 828 participants assigned to intervention arms, 3 classes were identified through LPA: class 1 (better baseline
health habits and high 24-hour platform use); class 2 (better than average health habits, but low 24-hour platform use); class 3
(worse baseline health habits and low 24-hour platform use). Class membership was associated with long-term adherence (P<.001),
and class 3 members had the lowest adherence. Weight loss was not associated with class membership (P=.49), regardless of the
intervention arm (platform only or platform + coach). However, class 2 users assigned to platform + coach lost more weight than
those assigned to platform only (P=.02).

Conclusions: Baseline questionnaires and use data from the first 24 hours after log-in allowed distinguishing classes, which
were associated with long-term adherence. This suggests that this classification might be a useful guide to improve adherence
and assign interventions to individual users.

Trial Registration: ClinicalTrials.gov NCT03435445; https://clinicaltrials.gov/ct2/show/NCT03435445

International Registered Report Identifier (IRRID): RR2-10.1186/s12889-018-5882-y
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Introduction

More than a third (36%) of adults worldwide are overweight

(BMI >25 kg/m2) or obese (BMI >30 kg/m2) [1], which
increases the risk for metabolic, cardiovascular, and neoplastic
diseases. Daily behaviors such as excessive energy intake and
lack of physical exercise are major determinants of excess
weight. The advent of the internet and the ubiquity of digital
technologies, such as smartphones, has created an opportunity
for behavior change at scale.

Interventions delivered using digital technology (digital health
interventions) and, in particular, web-based platforms, are
promising tools to behavior change and weight management
promotion [2]. However, as demonstrated in systematic reviews,
their effect is typically short term [3,4]. Technology adherence,
defined as the percentage of users who follow an intervention’s
intended use pattern, affects the implementation of large-scale
digital health interventions [5]. In many ways, adherence has
been the Achilles heel of any health intervention aimed at
behavior change. The law of attrition, which states that a
considerable proportion of users will stop using eHealth
interventions, is one of the few laws that has remained consistent
throughout the years of digital health intervention development
[6]. There seems to be some agreement as to how we can design
for adherence, using concepts such as tailoring and fit and
combining personal support with digital functionalities [7].
However, developers face several challenges to formulating
personalized digital health interventions, given the individual
variation of patient characteristics and motivation to use digital
health technology.

Adherence to technology can be explained by environmental,
technological, and support variables, as well as individual user
demographics and psychological characteristics [8]. User
characteristics present intervention designers with two
challenges. The first is that different user segments may require
different products [9]. By understanding user needs, digital
literacy, and habits, interventions can be tailored to users’needs.
Tailoring and personalization [10], which also inherently
considers individual characteristics, goals, and previous
motivation, have been shown to be more effective than static
nonadaptive interventions [2]. The second challenge is the high
variability on the adoption, response, and outcomes of digital
behavior change interventions across users [11]. With some
users benefiting more than others, it appears that preintervention
individual characteristics are important determinants of adopting
a new behavior [12,13]. Given health apps’ low retention rates
after the first few days [14], the capacity to adequately adapt
apps based on data available on day 1 (baseline and initial use
data) could improve user experiences and potentially improve
follow-up.

To meet these challenges and improve understanding about user
adherence in weight loss interventions delivered through web
platforms, we will perform subanalysis of the POEmaS
randomized controlled trial (RCT). This provides an opportunity
to study users’ baseline characteristics and the impact of these
characteristics on adherence and behavior change. Our main
goals are to understand the impact of users’ characteristics and
the first 24-hour use patterns of a web platform on user
adherence within 24 weeks and evaluate whether preintervention
characteristics affect the intervention effect within 24 weeks.

Methods

Study Design
The Online Platform for Healthy Weight Loss (POEmaS, from
the abbreviation in Portuguese) study was a 3-arm (1:1:1),
parallel, RCT evaluating the efficacy of a coach-supported
online platform for promoting weight loss [15]. The protocol
[16] and main results [15] are described in detail elsewhere.
The RCT was registered at ClinicalTrials.gov (NCT03435445).
This is a substudy of the POEmaS RCT that includes data from
the two intervention arms only.

Setting
The setting was the university community (all campuses) of the
Universidade Federal de Minas Gerais, Brazil.

Recruitment
University students and staff were recruited online using mailing
lists and notice boards and through banners and posters across
the university campuses reaching current and previous staff,
students, and alumni from September to October 2017. They
were directed to a website where they received further
information about the study, eligibility criteria, and enrollment
information.

Eligibility Criteria
Inclusion criteria for the RCT included age 18 to 60 years, BMI

≥25 kg/m2, intention to lose weight through a behavior change
program, and internet access. Exclusion criteria included
pregnancy, presence of conditions that demand specific dietary
or physical activity recommendations (diabetes, heart failure,
coronary artery disease, kidney disease, hepatic disease, cancer,
phenylketonuria, celiac disease, food allergies, bariatric surgery
history), and participation in any other weight loss program at
baseline. For this substudy, participants of the comparison
(control group) were excluded since their adherence to the
intervention was not measured.

Randomization and Allocation
Those who were eligible were allocated to 1 of 3 study groups
using a stratified randomized block design by sex and category

of BMI (25 to <30 or ≥30 kg/m2) using blocks of variable length
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(either 3 or 6). Participants then received an email with
information about the activities available to the group they were
allocated to. The random allocation sequence and algorithm for
randomization were developed by a team of information
technology specialists who did not participate in the recruitment
or assessment processes. Those who did not complete the
questionnaires about dietary and physical activity habits during
the onboarding process could not proceed to the use of the
platform.

Intervention
The platform-only group was given access to a weight loss
program delivered by a web-based platform. The program was
based on diet and physical activity guidelines and on the
behavior change wheel [17] model comprising a total of 24
weekly sessions (12 weeks of intensive and 12 weeks of
maintenance program). Knowledge/empowerment, goal setting,
outcomes expectations, self-monitoring, modeling, social
support, personalization, and problem solving were the behavior
change techniques applied [18]. They were delivered by a range
of software functionalities such as short educational readings
and videos, graphical and interactive tools, qualitative and
quantitative (food diary) dietary monitoring, physical activity
self-monitoring tasks, interactive games that created
opportunities to invite friends and adopt healthy habits in daily

life, and an online social network moderated by physicians and
dietitians (Table 1). Personalized feedback on achievements
and suggestions of strategies to improve their success in
accordance to their individual goals were provided to
participants from the fourth week of the intervention. This
personalized feedback was generated by a computational
algorithm that took into account the goals set by each individual
participant, data on habits reported by them in initial
questionnaires and through the self-monitoring tools, and
patterns of use of the platform (types of functionalities most
and least used by each participant) during the first 4 weeks. This
platform was adapted from commercial software that had been
used for multiple workforce behavior change/wellness
interventions in Brazil and is described at length in Beleigoli
et al [16].

The platform + coach group followed the same 24-week weight
loss program delivered by the platform enhanced by a 12-week
initial course of online personalized education and feedback by
a dietitian. In addition to the interactions with the platform
depicted in Table 1, participants in this group could interact
with a dietitian through a private chat forum embedded in the
platform. The interactions could be initiated by either side.
There was not a limit around the number of interactions that
could occur.

Table 1. Interactions participants could have with the platform in the two intervention groups.

InteractionCategory

Open the online social network; create or interact with a personal or public post or commentSocial

Report of a behavior or outcome or entries in the food diarySelf-reporting

Read a text or watch a videoContent

Interaction with profile for personal data visualizationProfile

First 24 Hours of the Intervention
The first 24 hours of the intervention were dedicated to
onboarding, including introduction and basic tutorial. Users
were informed about which group they were assigned to during
onboarding and by email. Both intervention groups (platform
and platform + coaching) had access to the same platform and
content. Additionally, the platform + coaching group had access
to a prerecorded video of the coach welcoming participants to
the group. No additional messages were exchanged during the
initial 24 hours.

Data Collection
Baseline data were collected during enrollment and included
self-reported anthropometry (weight, height), physical activity
and sedentary behavior (short form of the International Physical
Activity Questionnaire [19]), health perception (single question
derived from the Short Form 36), overall health status (modified
from the Short Form Six-Dimension [20]) and exercise stage
of change (adapted from Sutton et al [21]); all questionnaires
in the validated Brazilian version. We also collected information
about health goals, education, and marital status.

To evaluate food content, questions were asked about the total
number of daily servings of fruit and vegetables, whole
carbohydrates sources, and weekly servings of sweetened

beverages and snack foods. This questionnaire was adapted
from Molina et al [22]. Eating behaviors were evaluated by
including number of days having breakfast, number of daily
meals, frequency of take-away food consumption, and eating
while watching television. These questions were derived from
a dietary guideline tailored to the Brazilian population [23].

For both the food content and eating behavior questionnaires,
each question was scored ranging from 1 to 5, with higher scores
reflecting higher frequency of recommended habits (eg,
consumption of fruits and vegetables and number of days having
breakfast) and lower frequency of eating habits that should be
avoided (eg, daily consumption of sweetened beverages or eating
while watching television). Scores were then averaged to find
the final result for each questionnaire.

Additionally, user interactions (clicks and page transitions) were
recorded and stored in access logs. Access data were time
stamped, categorized according to type of interaction (see Table
1), and filtered to only include data from 24 hours after initial
log-in.

Due to intervention design, the initial interaction of control
group with the platform was very limited. Additionally,
continuous adherence was also limited and, therefore, we
excluded this group from the current analysis.
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Outcomes
For this substudy, adherence and weight loss within 24 weeks
of the beginning of the intervention were the outcomes of
interest. Adherence was defined as the number of distinct days
each user logged in to the platform during the first 24 weeks of
the intervention. Weight was self-reported by participants at
baseline and 24 weeks after the beginning of the intervention.
Weight loss was defined as the difference in weight between
these two points in time.

Statistical Analysis
To find the main categories of weight loss intervention users,
we analyzed data using latent profile analysis (LPA), a mixture
model suited for recovering hidden groups from data [24]. This
method is a commonly used cluster method that categorizes
individuals into 1 of n groups (or classes), making the findings
easier to interpret while losing the least amount of information.

To select the variables used, we initially included all variables
describing baseline characteristics (age, eating, and exercise
behaviors) and user interactions with the system in 24 hours.
Variables that prevented the model from converging or reduced
accuracy were removed. The period considered to collect user
interactions (24 hours) was selected due to a high number of
users (27%) who didn’t return to the app after the first session.

To prevent disproportionate influence from variables with
different magnitudes, continuous data were normalized (mean
= 0 and standard deviation = 1). Subsequently, we ran the LPA
algorithm. To find the best fit, we compared models using
different parameters such as the number of possible classes and
which variables should be included in the model. We
progressively removed variables from the model and ran the
algorithm with a growing number of classes, starting at 1 and
moving up to 6 classes. The best model was selected using two
criteria: Bayesian information criterion (BIC) and highest
entropy. The BIC has been shown as a good indicator to select
the correct number of classes in mixture models [25]. A lower
BIC means a better fit. Entropy is a measure of accuracy (ie,
how much each individual belongs to the class it was assigned
by the algorithm). High entropy means the individuals were
well classified in the groups. Models with similar BIC and
entropy were selected based on theoretical plausibility and
parsimony.

Finally, we analyzed how classification into the newfound
groups predicted future adherence to the intervention and weight
loss at 24 weeks (6 months). To test whether the groups are
related to long-term adherence and weight loss, we performed
the Kruskal-Wallis nonparametric test with a .05 significance
level.

Missing weight data at 24 weeks was imputed by fitting logistic
and linear regression models with both the predictors and
outcome as well as with other variables regarded as important
to explain the missing values. This procedure generated 5
complete data sets, which were used to estimate the association
between group allocation and primary and secondary outcomes.

We used Python packages Pandas [26] and Scipy [27] for data
preprocessing and statistical analysis, respectively. For the LPA,
we used the R package tidyLPA [28]. Multiple imputation was
performed using SPSS (version 18, IBM Corp).

Ethics
The study was approved by the ethics committee of the
Universidade Federal de Minas Gerais (CAAE:
73545717.5.0000.5149). All participants signed an online
informed consent form prior to recruitment.

Results

Of the 1298 patients enrolled in the POEmaS trial, 828 were
randomly assigned to the intervention arms (420 in the platform
only group and 408 in the platform + coach group) and included
in this analysis. Baseline characteristics can be found in Table
2.

The model with best fit was found using the number of
self-report interactions during first 24 hours and scores for 4
questionnaires: the Modified Short Form Six-Dimension,
Self-health evaluation (extracted from a single question derived
from the Short Form 36), Eating behavior (higher scores means
higher frequency of recommended eating habits), and food
content (higher scores means frequent consumption of
recommended foods such as fruits and vegetables). The optimal
number of classes according to the BIC measure was 3, with a
BIC 14,833 (see Figure 1).
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Table 2. Baseline characteristics of the groups included in the analysisa.

Platform + coach group (n=408)Platform only group (n=420)Characteristic

82.3 (80.8, 83.7)83.4 (81.7, 85.0)Weight (kg), mean (95% CI)

33.0 (31.9, 34.0)34.4 (33.4, 35.6)Age (years), mean (95% CI)

29.85 (29.44, 30.26)30.12 (29.67, 30.58)BMI (kg/m2), mean (95% CI)

319 (78.2)315 (75.0)Female, n (%)

Stages of change for physical activityb, n (%)

15 (3.7)12 (2.9)Precontemplation

126 (30.9)163 (38.8)Contemplation

94 (23.0)96 (22.9)Preparation

91 (22.3)79 (18.8)Action

43 (10.5)45 (10.7)Maintenance

39 (9.6)25 (6.0)Did not respond

aControl group participants were excluded from this analysis since they had limited interaction with the platform.
bPrecontemplation: not intending to engage in physical activity within 6 months; contemplation: intending to engage in physical activity within 6 months;
preparation: intending to engage in physical activity within 30 days; action: physically active for less than 6 months; maintenance: physically active for
more than 6 months.

Figure 1. Comparison of different numbers of classes and models as measured by the Bayesian information criterion indicator.

The 3 distinct groups identified presented significant differences
between them (see Figure 2), and the accuracy of the model in
correctly classifying individuals was 0.89 as measured by the
entropy indicator (entropy for the 2-class model was 0.82 and
for the 4-class model was 0.79). Their characteristics are
described in Table 3.

There were no significant differences in terms of marital status.
Individuals in class 1 had more education years than classes 2
and 3, with 50% graduate students or alumni compared to 40%
and 20% in classes 2 and 3, respectively (P<.001).
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Individuals in class 1 were more likely to select a goal than
those in classes 2 and 3, but the choice of goal (lose weight or
improve habits or health) was similar in all classes.

At baseline, the classes were significantly different in terms of
BMI (P=.04), although the difference was small and not

clinically important. Users classified as class 1 had a lower
BMI, while users in class 3 had a higher BMI than the other
classes. Classes also differed according to the number of users
assigned to different interventions, with 56% (107/190) of users
in class 3 assigned to coaching as compared to 41% (107/260)
in class 1.

Figure 2. Classes identified in the latent profile analysis as described by the normalized variables.
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Table 3. Characteristics of users according to latent profile groupings.

P valueClass 3 (n=190)Class 2 (n=378)Class 1 (n=260)Covariates

Characteristics used to determine classes, mean (SD)

—a28 (6)36 (11)34 (11)Age (years)

—24.2 (4.67)28.9 (4.22)28.7 (4.89)Food content score

—10.4 (2.32)12.4 (1.59)12.5 (1.71)Eating behavior score

—1.2 (1.26)0.2 (0.44)12.3 (7.77)Self-report interactions click count

—0.5 (0.15)0.63 (0.14)0.64 (0.15)Health self-evaluation

—0.62 (0.13)0.74 (0.12)0.73 (0.14)Modified SF6Db

Other characteristics at baseline

.55140 (73.7)294 (77.8)200 (76.9)Female, n (%)

.0430.54 (4.65)30.07 (4.63)29.46 (4.15)BMI, mean (SD)

<.001107 (56.3)194 (51.3)107 (41.2)Assigned to coaching, n (%)

<.001Stage of change (physical activity) at baseline, % (95% CI)

—4.2 (1.4, 7.1)2.4 (0.8, 3.9)3.9 (1.5, 6.2)Precontemplation

—33.2 (26.5, 39.9)19.8 (15.8, 23.9)20.0 (15.1, 24.9)Contemplation

—44.2 (37.2, 51.3)33.1 (28.3, 37.8)30.8 (25.2, 36.4)Preparation

—8.4 (4.5, 12.4)10.3 (7.3, 13.4)12.7 (8.7, 16.7)Action

—8.4 (4.5, 12.4)20.4 (16.3, 24.4)29.6 (24.1, 35.2)Maintenance

—1.6 (0, 3.4)14.0 (10.5, 17.5)3.1 (1.0, 5.2)Did not respond

.27Marital status, % (95% CI)

—58.4 (51.4, 65.4)64.6 (59.7, 69.4)38.9 (32.9, 44.8)Did not respond

—10.5 (6.2, 14.9)12.7 (9.3, 16.1)23.1 (18.0, 28.2)Married

—1.58 (0, 3.4)2.7 (1.0, 4.3)3.9 (1.5, 6.2)Divorced

—29.5 (23.0, 36.0)19.6 (15.6, 23.6)33.9 (28.1, 39.6)Single

—0 (0, 0)0.5 (0, 1.26)0.4 (0, 1.1)Widowed

<.001Health goal, % (95% CI)

—60.5 (53.6, 67.5)67.5 (62.7, 72.2)41.5 (35.6, 47.5)Did not respond

—30.5 (24.0, 37.1)24.1 (19.8, 28.4)44.2 (38.2, 50.3)Lose weight

—9.0 (4.9, 13.0)8.5 (5.7, 11.3)14.2 (10.0, 18.4)Improve habits or health

<.001Highest educational degree, % (95% CI)

—57.9 (50.9, 64.9)65.1 (60.3, 70.0)39.6 (33.7, 45.6)Did not respond

—12.1 (7.5, 16.7)4.76 (2.6, 6.9)9.2 (5.7, 12.8)High school

—21.6 (15.7, 27.4)16.1 (12.4, 19.9)20.8 (15.8, 25.7)University degree

—8.4 (4.5, 12.4)14.0 (10.5, 17.5)30.4 (24.8, 36.0)Postgraduate degree

aNot available.
bSF6D: Short Form Six-Dimension.

Associations With Weight Loss and Program
Adherence at 24 Weeks
There was a significant difference (P<.001) among the classes
regarding adherence. Class 1 users were more adherent to the
intervention than other users, followed by users in class 2. There
was no statistically significant difference in weight loss at 24
weeks (Table 4).

To control for the potential influence of intervention assignment
at baseline, we stratified the classes by intervention. The
stratification did not change the results. The number of sessions
was still significantly different within the platform only group
and platform + coach group. Weight loss was not significantly
different among users in different classes.

Finally, to investigate whether any particular class of individuals
would benefit from different interventions, we stratified
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participants by class and analyzed their weight change at 24
weeks (see Table 5). Individuals in class 2 who were assigned
to the platform + coach intervention had a significantly larger

weight loss than those assigned to platform only. The other
classes showed no significant difference.

Table 4. Number of sessions and weight change at 24 weeks by class.

P valueClass 3Class 2Class 1Outcome

<.0014 (6)6 (12)9 (19)Sessions completed in 24 weeks, mean (SD)

.49–1.5 (3.2)–1.2 (3.7)–1.3 (3.6)Weight change at 24 weeks (kg), change (SD)

Platform only

.0014 (6)5 (7)7 (17)Sessions completed in 24 weeks, mean (SD)

.27–1.4 (3.3)–0.8 (3.4)–1.2 (3.5)Weight change at 24 weeks (kg), change (SD)

Platform + coach

<.0014 (5)7 (15)12 (22)Sessions completed in 24 weeks, mean (SD)

.12–1.6 (3.2)–1.7 (3.8)–1.3 (3.7)Weight change at 24 weeks (kg), change (SD)

Table 5. Differences in weight change at 24 weeks by class.

P valuePlatform + coachPlatform onlyOutcome

Class 1

—a107 (41)153 (59)Number (%)

.93–1.34 (3.70)–1.24 (3.48)Mean weight loss in 24 weeks (kg), mean (SD)

Class 2

—194 (51)184 (49)Number (%)

.02–1.67 (3.82)–0.80 (3.43)Mean weight loss in 24 weeks (kg), mean (SD)

Class 3

—107 (56)83 (44)Number (%)

.76–1.61 (3.18)–1.41 (3.32)Mean weight loss in 24 weeks (kg), mean (SD)

aNot available.

Discussion

Principal Findings
Our data suggest that 3 class groups of users that differ by
preintervention characteristics and use within the first 24 hours
of the intervention are related to adherence and weight loss
outcomes in an RCT testing a web-based platform with and
without online coaching for adults with overweight or obesity.
The first group (class 1) was composed of users with better
eating habits and higher use in the first 24 hours with a lower
baseline BMI. The second and largest group (class 2) was
balanced in terms of both healthy/unhealthy habits and low/high
first 24-hour use. This group was slightly older and had an
average BMI similar to that of the whole population. The third
and smallest group (class 3) was formed by users with the worst
habits and lowest use in 24 hours. This class had higher baseline
BMI and younger age than the other groups.

Analyzing the groups’ characteristics at baseline and their
longitudinal behavior reveals some insights to help plan future
interventions. The first insight is that clustering using 24-hour
and baseline data was predictive of higher adherence to the
platform 24 weekly sessions. Early identification of the class 2
individuals can help intervention developers adopt different

strategies to promote adherence, such as active communication
or change in platform content/value proposition. This suggestion
is further reinforced by the differences in weight loss between
class 2 individuals assigned to platform and platform + coach.
The coaching introduces an active component to the intervention
that seems better suited to these individuals and resulted in
improved weight loss in this study. Enhancing motivation is a
key coaching role, so it probably removes some of the effect of
preintervention motivation [29].

The second and most important finding, but perhaps least
surprising, was that adherence was highest among the class 1
individuals and smallest in class 3. This suggests that this digital
health intervention was used by individuals who needed it the
least and was dropped by those who would benefit most from
it. The path to changing behaviors associated with weight loss
depends on a combination of emotional factors, motivation,
knowledge, and external factors. Behavior change theories and
frameworks, such as the transtheoretical model [13] and the
behavior change wheel [17], posit we should consider current
individual needs and stages of change to design successful
strategies. This is reflected by the higher proportion of users in
the action or maintenance phase (physical exercise) in class 1
compared to class 3 individuals. It is also reflected in the larger
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proportion of individuals choosing health goals, a characteristic
of individuals in later phases of change.

This finding reinforces the opportunity for tailoring apps to user
current needs. Commonly offered functionalities, such as calorie
counters, are better suited to individuals in preparation and
action phase. This may explain why studies show a higher
baseline BMI and poorer health status in noncompleters [30].
Results also suggest goal setting as a desired functionality for
class 1 individuals. This is recommended, given the evidence
that goal setting promotes behavior change [31,32]. The 3 groups
identified in this study provide an empirical starting point to
guide development of different products for different segments.

An innovation in this study was to use the initial 24 hours of
user interactions as a latent profile determinant. These
interactions may carry information on digital literacy, prior
motivation, and whether users immediately perceive the
interventions’ value. Early intervention use patterns will vary
according to onboarding process and interaction flow. Therefore,
it is envisaged that any system collecting interaction data to
group users into the 3 classes will require identifying which
interaction is most reflective of the initial variable engagement.
Finally, in real-world interventions, early interaction may be
influenced by factors unrelated to motivation, such as device
(mobile vs desktop) or environment where enrollment occurs
(work vs home). When known, these factor should be considered
to calibrate interaction information.

In this study, the type of intervention had a small but significant
influence on the latent profile classification, evidenced by the
higher proportion of platform only users in class 1. This was
unforeseen, given that data used to discriminate the classes were
limited to that collected during the initial 24 hours of the
intervention. Additionally, users assigned to different
interventions (platform only and platform + coaching) received
remarkably similar interventions, with two differences: users
in the second group were informed they were assigned to
coaching, and they saw a prerecorded video with a welcoming
message by the coach. However, our analysis showed that
intervention assignment was not the main driver of adherence
predicted by the latent profile. Segmented analysis of the
platform only and platform + coaching users revealed similar
results of differences in adherence between classes.

Strengths and Limitations
Our understanding about users of digital health interventions
aimed at promoting weight loss was facilitated by the very
inclusive and pragmatic strategy for recruiting participants. The
strategy used for recruiting and the low barrier for joining the
intervention mimicked real-life interventions, allowing us to
measure how users react outside of controlled trial settings. The
use of LPA as a cluster method allowed an improved
understanding of users of weight loss interventions. Furthermore,
due to the longitudinal nature and multiple repeated measures
of outcomes collected, we could analyze the power of the

identified classes at baseline in predicting weight loss and
adherence at 24 weeks.

Limitations of this study include the self-report nature of
questionnaire data, which can carry misclassification biases.
Given recruitment happened at a university, the study population
may not reflect the general population. This can affect the
number of classes identified. Finally, enrollment was an active
process that may have selected individuals more likely to benefit
from it.

Implications to Future Research
The intervention planned for the POEmaS project was designed
with an active user in mind. In other words, it required users to
log in to the platform, report their activities, and interact in the
social network. Such interaction was not suitable for the class
3 individuals, evidenced by the large number of users who didn’t
return to the intervention. Being able to predict nonadherence
allows developers to explore tailoring the intervention, possibly
improving intervention effect. The question of how it could be
tailored requires further investigation. This study suggests
human intervention (coaching) can have a positive effect for
class 2 individuals. Additional avenues of investigation include
changing the number of active interventions (notifications,
emails, or text messages), the content of the messages (focused
on contemplation), and understanding the use of gamification
techniques aimed at different groups.

This study also highlights the importance of considering the
heterogeneity of users when creating and reporting digital health
interventions. Any given intervention will affect individuals in
different ways based on their baseline habits and motivation.
Enrollment strategies may bias the sample (eg, by requiring
more active effort before enrollment vs paying participants to
complete a study). Setting (clinic, community), barriers to join
the intervention (upfront costs, long registration forms, and
commitment mechanics), and recruitment method (mailing,
targeted communication) all have an impact on selecting the
population and, therefore, can influence results. While an
additional challenge for creating quality evidence for digital
health interventions, careful description of the baseline
characteristics and prior motivation of the population groups
will create deeper understanding about which intervention is
useful for each user.

Conclusions
Three major groups of weight loss intervention users were
identified in a large RCT. Baseline questionnaires and use data
from the first 24 hours after log in allowed distinguishing
classes, which were highly related to long-term adherence.
Individuals classified as class 2 lost more weight when assigned
to platform + coach than platform only, suggesting this early
classification may be a useful guide to intervention selection.
These results encourage efforts for early identification of effect
predictors to trigger more effective interventions.
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Abstract

Background: Missing data are common in mobile health (mHealth) research. There has been little systematic investigation of
how missingness is handled statistically in mHealth randomized controlled trials (RCTs). Although some missing data patterns
(ie, missing at random [MAR]) may be adequately addressed using modern missing data methods such as multiple imputation
and maximum likelihood techniques, these methods do not address bias when data are missing not at random (MNAR). It is
typically not possible to determine whether the missing data are MAR. However, higher attrition in active (ie, intervention) versus
passive (ie, waitlist or no treatment) conditions in mHealth RCTs raise a strong likelihood of MNAR, such as if active participants
who benefit less from the intervention are more likely to drop out.

Objective: This study aims to systematically evaluate differential attrition and methods used for handling missingness in a
sample of mHealth RCTs comparing active and passive control conditions. We also aim to illustrate a modern model-based
sensitivity analysis and a simpler fixed-value replacement approach that can be used to evaluate the influence of MNAR.

Methods: We reanalyzed attrition rates and predictors of differential attrition in a sample of 36 mHealth RCTs drawn from a
recent meta-analysis of smartphone-based mental health interventions. We systematically evaluated the design features related
to missingness and its handling. Data from a recent mHealth RCT were used to illustrate 2 sensitivity analysis approaches
(pattern-mixture model and fixed-value replacement approach).

Results: Attrition in active conditions was, on average, roughly twice that of passive controls. Differential attrition was higher
in larger studies and was associated with the use of MAR-based multiple imputation or maximum likelihood methods. Half of
the studies (18/36, 50%) used these modern missing data techniques. None of the 36 mHealth RCTs reviewed conducted a
sensitivity analysis to evaluate the possible consequences of data MNAR. A pattern-mixture model and fixed-value replacement
sensitivity analysis approaches were introduced. Results from a recent mHealth RCT were shown to be robust to missing data,
reflecting worse outcomes in missing versus nonmissing scores in some but not all scenarios. A review of such scenarios helps
to qualify the observations of significant treatment effects.

Conclusions: MNAR data because of differential attrition are likely in mHealth RCTs using passive controls. Sensitivity analyses
are recommended to allow researchers to assess the potential impact of MNAR on trial results.

(J Med Internet Res 2021;23(6):e26749)   doi:10.2196/26749
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Introduction

Background
In the world of mobile health (mHealth), high and rapid attrition
is the rule rather than the exception [1]. This law of attrition [1]
applies both to the use of mHealth interventions in naturalistic
settings (eg, internet-based interventions for anxiety and
depression [2]) as well as to studies designed to test the efficacy
of mHealth interventions (eg, randomized controlled trials
[RCTs] of smartphone-based interventions for mental health
problems [3]). Attrition in naturalistic settings involves nonusage
or discontinuation of usage, whereas attrition in research settings
can involve these usage patterns along with dropouts from the
study itself [4]. Nonusage and discontinuation of usage can limit
the therapeutic potential of mHealth, and the development of
methods to increase the sustained uptake of mHealth
interventions is an area of active research [5,6]. In research
contexts, attrition can not only attenuate therapeutic effects but
can also produce additional problems such as reduced statistical
power and the introduction of bias. This bias can skew results
and limit the generalizability of the study findings (eg, only
able to generalize to those who continue use). Various methods
have been proposed to prevent attrition in mHealth research
(eg, making interventions more engaging, implementing a run-in
period before randomization, and including remainders and
financial incentives [3,7]). However, to date, high attrition
appears to be the rule rather than the exception of mHealth
research [3].

Attrition in research contexts typically results in missing data.
Some exceptions to this may include measures that continue to
be assessed regardless of ongoing study participation (eg,
smartphone app usage). Nonetheless, decades of methodological
work have focused on characterizing the various types of
missing data and developing statistical approaches for handling
missingness [8,9] (for a more thorough discussion of the various
types of missing data and methods for handling them, interested
readers are directed to Enders [8] and Graham [9]; for a tutorial
specifically geared to nonstatistician mHealth researchers, refer
to Blankers et al [10]). There are three basic types of missing
data that can be distinguished by their presumed cause as well
as their impact on statistical tests [9]. The first and most benign
type is data that are missing completely at random (MCAR).
For example, an RCT testing a smartphone-based intervention
for depression compared with a waitlist control group. In this
context, it is common for posttreatment depression scores to be
missing for a subset of participants [11]. If the missing data are
MCAR, the cases with missing values can be viewed as a
random sample of all cases. As such, the missing values did not
systematically differ from the observed values. Statistical tests
that ignore missing cases (eg, listwise deletion) provide unbiased
estimates of parameter values, albeit with reduced statistical
power. The second missing data type is data that are missing at
random (MAR). For MAR data, the missing value (eg, posttest
depression scores) does not depend on the missing value itself
(ie, whether the missing score, if observed, would have been
high or low) but depends on the observed data. For example,
missingness may be more likely for those who had higher
depression scores at baseline or were younger, but conditional

upon such variables, the outcomes for missing cases resemble
those of the observed cases (MCAR is actually a special case
of MAR, specifically one in which the missing values are neither
associated with observed values or missing values). Similar to
MCAR, MAR data can also be analyzed in ways that produce
unbiased parameter estimates, provided observed variables on
which the missing value depends are included in the imputation
and analysis model. Most recent advances in missing data
analysis operate under the assumption of MAR. Multiple
imputation (MI) and maximum likelihood (ML) are two widely
used modern statistical methods that effectively use observed
data for unbiased and statistically efficient (ie, not
underpowered) analysis of MAR data and can also be applied
to MCAR data.

Missing data that are MCAR and MAR are relatively
straightforward to handle (so-called ignorable missing data [9]).
In contrast, data that are missing not at random (MNAR) are a
larger problem (ie, not ignorable), particularly when there is a
substantial amount of missing data (eg, >5% [9]). For MNAR
data, missingness depends on the value of unobserved data. For
example, those who would have reported higher depression
symptoms posttreatment may be more likely to drop out. The
consequences of MNAR in RCTs can be substantial. In our
depression RCT example, we found that participants in the
active condition (ie, the intervention arm) were more likely to
have missing posttest depression scores than the waitlist control
(ie, passive control). It is generally impossible to demonstrate
that data are MNAR, and simply having differential attrition
does not necessarily indicate MNAR data or lead to biased
results [12]. Although MNAR cannot be assessed directly, we
might speculate that participants in the active condition who
did not benefit as much from the smartphone-based intervention
may be more likely to drop out of the study (refer to Crutzen et
al [13] for similar possibilities offered to explain higher attrition
in treatment vs control conditions in health behavior change
interventions). This could be because of, for example, the greater
effort required to participate in the treatment arm, especially if
experiencing higher levels of depression. Such a relationship
may well supersede what can be explained by the other
measured variables for such subjects. In this case, the likelihood
of having an unobserved posttest depression score is dependent
on the value of the score itself, had it been observed. Thus, we
are under the condition of MNAR. Further, the consequences
of the MNAR on the estimation of treatment effects may be
substantial, leading to an overestimation of the effect of the
treatment because of missing observations. It is theoretically
possible that the influence of MNAR data is reversed, with those
dropping out experiencing better rather than worse outcomes
(eg, dropping out of the study because one’s symptoms have
already improved). This possibility is viewed as unlikely in
related disciplines (eg, addiction research [14]). Lacking data
or a strong rationale suggesting that missingness because of
improved outcomes is likely in mHealth research, we focus on
the more plausible MNAR mechanism of individuals who fail
to respond to be those most likely to discontinue study
participation.

Unlike MCAR and MAR missingness patterns, MNAR cannot
be easily handled in a confident manner. Moreover, MNAR can
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have multiple causes, making it difficult to develop a single
method that can universally address it, even in a single study.
As a result, some form of sensitivity analysis is recommended
to understand the possible effects of MNAR [12,15]. Advanced
tools for evaluating the consequences of MNAR data have been
developed, most notably selection models [16] and
pattern-mixture models [17]. These models accommodate the
joint distribution between the probability of missingness and
the observed data and can be powerful techniques for evaluating
the impact of MNAR. At once, understanding and implementing
selection models or pattern-mixture models is a high bar for
many applied researchers who may be faced with MNAR data.
These models also involve untestable assumptions whose
violations can produce biased results [8,18]. Thus, the
application of MNAR procedures is undertaken more in the
spirit of understanding the possible implications of missingness
rather than explicitly correcting it. This approach is consistent
with viewing missing data on a continuum from MAR to MNAR
and focuses on evaluating whether the results are robust to MAR
assumptions implicit in MI and ML analytic approaches [9].

Other methods have been proposed to assess the influence of
MNAR data. The combination of high attrition and data that
are potentially MNAR is not unique to mHealth research, and
several approaches have come from the addiction field [19,20].
A classic example of MNAR data occurs in smoking cessation
research, where individuals who drop out of the study are more
likely to have returned to smoking. Historically, a widely used
approach to handling missing smoking cessation data is simply
to assume that missingness equals smoking [14]. This approach
is considered conservative and is arguably preferred over
treating the missing values as MAR or MCAR. However,
assuming missing equals smoking can also introduce bias [21];
for example, if missingness is strongly related to group
assignment in the context of an RCT and not all participants
who drop out, in fact, return to smoking (eg, higher attrition in
the waitlist vs nicotine patch condition).

Hedeker et al [14] offered a sensitivity analysis approach for
evaluating the impact of MNAR on study results within the
context of smoking cessation that could be adapted for use in
mHealth research. Specifically, Hedeker et al [14] recommend
evaluating the sensitivity of results to varying assumptions about
the smoking status for those with missing data [14]. Models
range, for example, from assuming a perfect association between
missingness and smoking (ie, missing=smoking) to assuming
that the odds of smoking for an individual with missing data
are between 2 and 5 times higher than those with nonmissing
data [14,22]. If the results are robust to variations in the assumed
value of missing data, one can be more confident that the
potential MNAR does not undermine the findings. If the results
change, one can also characterize the point at which this occurs
(eg, shifting from statistical significance to nonsignificance).
Similar approaches have been proposed in other fields as well
(eg, cost-effectiveness analyses) and incorporated into a broader
MAR framework (eg, MI [23]).

Despite a longstanding acknowledgment that missing data are
common in mHealth research [1], to our knowledge, there has
not been a systematic investigation of the nature of missing data
(ie, MAR vs MNAR) and no recent evaluation of the ways in

which study authors are handling missing data (for an older
review of missing data analysis techniques in internet-based
interventions for anxiety and depression, refer to Christensen
et al [2]). As noted, it is unfortunately not possible to definitively
determine whether missing data are MAR or MNAR [8]; by
definition, one cannot establish an association between the
likelihood of a missing value and the unobserved value itself.
Some readers may be familiar with Little [24] MCAR test,
which is designed to evaluate the likelihood of MCAR across
a data set. Although it is tempting to consider this as a reliable
option for establishing missingness as MCAR, it has a number
of substantial drawbacks, including low power (which can lead
to failure to reject the null hypothesis that data are MCAR),
unlikely and untestable assumptions (eg, shared covariance
matrix among miss data patterns), and failing to identify specific
variables that violate MCAR (ie, providing only an omnibus
test [8]). In the absence of a method for determining whether
data are MNAR, one could argue that it is incumbent upon
researchers to consider whether their handling of potentially
MNAR data yields biased results.

As noted above, a pattern of missingness that may be suggestive
of MNAR in mHealth research is when missingness is higher
in an active condition relative to a passive (eg, waitlist) control
group. The context of an RCT is important for making this
claim. Random assignment should produce groups balanced on
all relevant covariates at baseline, including those that would
predict drop out [25]. As attrition would be caused, at least in
part, by group assignment (ie, active vs waitlist), it is, therefore,
important to speculate on the primary mechanism by which
treatment creates missingness. In the context of mHealth, one
could easily imagine that active participants are more likely to
drop out because of the increased burden associated with their
intervention. Presumably, participants who find the burden of
remaining engaged to exceed the benefits (or lack of benefits)
they are experiencing may be most likely to drop out. Likewise,
participants who experienced adverse reactions to the
intervention itself would be more likely to drop out. In both
instances—participants failing to realize benefits or experiencing
adverse reactions—missing posttreatment data are likely MNAR,
with unobserved scores on average reflecting less improvement
than observed scores. Regardless of the specific cause, the
meaning of missingness in the active condition will almost
certainly not be equivalent to the missingness in waitlist control.
This makes it problematic to treat missing data as reflecting the
same outcomes as others in their respective groups, which is
precisely what MAR methods do.

A recent meta-analysis of attrition in RCTs testing
smartphone-based mental health interventions [3] found
evidence consistent with this potential source of MNAR data.
Linardon and Fuller-Tyszkiewicz [3] noted that active
participants were significantly more likely to drop out of the
RCTs than the passive control group participants (odds ratio
[OR] 1.87, 95% CI 1.45-2.41, across all follow-up time points).
In contrast, this differential attrition was not observed when an
active control condition was used (OR 1.13, 95% CI 0.91-1.42).
As Linardon and Fuller-Tyszkiewicz’s [3] study was not
primarily focused on differential attrition, they did not further
explore the possibility of MNAR or its implications, nor did

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26749 | p.878https://www.jmir.org/2021/6/e26749
(page number not for citation purposes)

Goldberg et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


they conduct standard meta-analytic sensitivity analyses for this
specific effect (eg, trim-and-fill adjustment [26]). It would be
valuable to extend this finding by systematically evaluating
how differential attrition is handled statistically in these mHealth
RCTs and examining study design features associated with
higher rates of differential attrition (ie, meta-analytic
moderators).

In addition to further clarifying how differential attrition and
potential MNAR are handled within the mHealth literature,
there is a need to understand the potential implications of
MNAR for study outcomes. Selection models and
pattern-mixture models are two promising approaches.
Sensitivity analyses such as those recommended by Hedeker et
al [14] for smoking cessation could also be readily adapted for
mHealth research.

This Study
This study has 2 primary aims. The first is to systematically
review the analytic methods used to address missingness in a
portion of the mHealth literature that has previously shown
indications of potential MNAR. We examined 36 RCTs drawn
from Linardon and Fuller-Tyszkiewicz’s [3] recent
meta-analysis of smartphone-based mental health interventions
that compared active interventions and passive controls. To
examine statistical moderators of differential attrition, we coded
attrition and study design features. We then cataloged how
missing data were handled within these trials, focusing on
whether the statistical approaches could handle MAR or MNAR
data.

Our second aim is to present methods for evaluating the effects
of MNAR that may be relevant to mHealth research. We
illustrate the value of sensitivity analyses by applying an
MI-based pattern-mixture model along the lines of Hedeker et
al [14], as well as a simpler fixed-value replacement sensitivity
analysis as examples of informative methods for evaluating the
impact of MNAR. To illustrate these approaches, we use data
drawn from a recent RCT of a smartphone-based mental health
intervention comparing 2 active conditions with a waitlist
control group [27].

Methods

Assessment of MNAR and Systematic Review of
Missing Data Analytic Approaches
To evaluate study design features associated with differential
attrition and the methods used to handle missing data, we
reanalyzed and systematically reviewed RCTs included in the
meta-analysis of attrition in smartphone-based mental health
interventions by Linardon and Fuller-Tyszkiewicz [3]. This
meta-analysis is recent and includes a reasonably large sample
of RCTs (n=36 studies) that compared active treatment with a
passive control condition (ie, waitlist or no treatment). We coded
the completer and drop out sample sizes for both active and
passive conditions at posttreatment to characterize differential
attrition. These values were then converted to ORs using
standard meta-analytic methods [26].

Log ORs and their variance were then aggregated using a
random effects meta-analysis, weighted as typical using inverse
variance [26] in the metafor R package (R Core Team). As ORs
and the variance of ORs cannot be computed for cells with
zeros, we conducted analyses using the Peto method [28], as
recommended in the Cochrane handbook [29]. We also
conducted analyses by adding a continuity correction for
instances of empty cells (ie, 0.5 added to all cells in a study
with an empty cell [30]). Heterogeneity of effect sizes was

characterized using I2 (ie, proportion of effect size variance that
occurs between studies) and interpreted based on Higgins et al
[31]. We assessed the potential influence of outliers by
conducting a leave-one-out analysis in the metafor package [32]
and using the find.outliers function in R [33] that excludes effect
sizes whose CI do not overlap with the omnibus effect size CI.

We systematically reviewed several features of the included
studies. These included the overall sample size, overall dropout
rate, whether potential differential attrition was statistically
evaluated (ie, comparing dropout rates for active vs passive
conditions), whether differential attrition was detected, the
approach used for handling missing data, whether a modern
MAR data analytic approach was used (ie, MI or ML), and
whether a sensitivity analysis was conducted to evaluate the
potential impact of MNAR data. To evaluate whether these
study characteristics were linked with differential attrition, we
tested them as moderators [26]. All analyses were conducted
using R [34].

MNAR Sensitivity Analysis
We used data from a recently conducted RCT testing a
smartphone-based mental health intervention [27] to illustrate
2 sensitivity analysis approaches for MNAR data. As many
mHealth RCTs include pre- and posttreatment assessments on
a continuous variable, we apply these sensitivity analyses using
data of this kind. In this study, 2 versions of an active
smartphone-based meditation intervention were compared with
a waitlist control on changes in psychological distress for 8
weeks (n=343). The original RCT included 3 time points
(pretest, midtreatment, and posttreatment), and the primary
models used multilevel modeling with ML estimation. However,
in keeping with the possibility of MNAR data, attrition was
higher in the active intervention than the waitlist (OR 2.10, 95%
CI 1.34-3.33).

The first approach is a variant of the pattern-mixture model
[23]. First, one conducts MI, imputing missing values based on
available data (eg, pretest scores and demographics). Code in
Multimedia Appendix 1 implements this in R using the jomo
[35], mitools [36], and mice [37] packages with 100 multiply
imputed data sets. It is worth noting that a limitation of MI in
this context is the likely simulation of a positive treatment effect
in the missing outcomes (assuming a positive treatment effect
is seen in the observed outcomes), which may not be correct in
the presence of MNAR. Thus, we next modify the imputed (ie,
previously missing) posttest values using an offset parameter
representing varying MNAR conditions. In our example, we
assume progressively worse outcomes for those with missing
posttest values. As a lower distress score is better, we add
positive constants defined in relation to the residual SD from a
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model predicting posttest scores controlling for pretest scores
and group status. As the added positive constant increases, the
assumed outcome for missing observations becomes
progressively worse. To aid in interpretability, we followed
Cohen [38] effect size convention and added this value
multiplied by 0.20, 0.50, 0.80, 1.10, and 1.40 to the multiply
imputed values for cases with missingness. For example, the
deviation applied for the 0.20 condition is as follows:

Missing = Multiply imputed value + 0.20 × SDModel(1)

A possible limitation of this approach is that, in the possible
absence of useful covariates in predicting missing outcomes,
all missing observations will be generated with large SDs,
implying a high degree of uncertainty in the missing outcomes.
Thus, even when introducing the offset parameter following
the pattern-mixture strategy, the observed variability in the
missing observations will still be large. To the extent that we
should not confuse lack of knowledge about missing outcomes
with actual variability in the missing outcomes, a sensitivity
analysis that also considers a fixed-value replacement for
missing observations can be useful. Therefore, we also applied
a second sensitivity analysis approach outside the context of
MI. Consistent with our strategy, this second approach focuses
on estimating residualized change scores, although simple
change scores could also be used. Once residualized change
scores are imputed for missing cases, nonparametric tests (eg,
Wilcoxon signed-rank test) can then be conducted using these
values to compare changes in the active and passive conditions
while avoiding statistical drawbacks associated with conducting
parametric tests using single imputed data (eg, artificially
deflating SE by treating imputed values as if they were observed
values [8]). Similar to the approach described above, to evaluate
the influence of potential MNAR data, we tested varying
assumptions about the meaning of missing posttest data from
complete case analysis to a worst-case scenario. The first
analysis assumes that the missing data are MCAR and uses
complete cases.

Complete case analysis: Missing=NA (2)

For the worst-case scenario, the missing data were assumed to
reflect the worst possible observed outcome. Residualized
change is operationalized as the observed posttreatment score
minus the predicted posttreatment score based on pretreatment.
For an outcome such as distress, in which lower values are
preferred (ie, lower distress), a larger (ie, more positive) residual
indicates a smaller decline in distress (for negative values), or
even an increase in distress over time (for positive values). For
an outcome in which higher scores were better (eg, well-being),
one would simply reverse this approach (ie, replace missing
values with the minimum observed residual). In our example,
the worst-case scenario replaces the missing values with the
maximum value of the observed residualized change scores:

Worst-case scenario: Missing=MaximumResidual(3)

We then evaluated possibilities between the complete and
worst-case scenarios, with missing values imputed to be 0.20,
0.50, and 0.80 SD from the mean residualized change score.
These specific values were chosen to reflect small, medium,
and large deviations based on Cohen [38] guidelines. Again, as
a lower score is better for distress, these deviations were added
to the mean residualized change score (the mean residual is
expected to be zero but is included here for the sake of
completeness):

Small MNAR deviation: Missing = MeanResidual +
0.20 × SDResidual(4)

Medium MNAR deviation: Missing = MeanResidual +
0.50 × SDResidual(5)

Large MNAR deviation: Missing = MeanResidual +
0.80 × SDResidual(6)

For example, psychological distress in the RCT by Goldberg
et al [27] was a composite of 3 measures assessing depression,
anxiety, and stress, which were combined into a single measure
and scaled to z units (ie, mean 0, SD 1). The mean residualized
change in psychological distress was 0 (SD 0.65), and the
maximum residualized change in psychological distress was
2.3. Therefore, the worst-case scenario replaced all the missing
residualized change scores of 2.3. In the midrange scenarios,
missingness was replaced with a small deviation from the mean
(0 + 0.2 × 0.65 = 0.13), a medium-sized deviation from the
mean (0 + 0.50 × 0.65 = 0.33), and a large deviation from the
mean (0 + 0.80 × 0.65 = 0.52). Wilcoxon signed-rank tests
compared the rank sum for the active and passive conditions
based on the complete case analysis and the 4 scenarios. All
analyses were conducted using R [34]. Deidentified data [39]
and the R code necessary for conducting the sensitivity analyses
are included in Multimedia Appendix 1.

Results

Assessment of MNAR and Systematic Review of
Missing Data Analytic Approaches
Linardon and Fuller-Tyszkiewicz’s [3] review included 36 RCTs
that compared one or more active conditions with a waitlist
control condition. Intention-to-treat and completer sample sizes,
along with study characteristics related to missing data analysis,
are included in Table 1. The average sample size per study,
combined across active and passive conditions, was 143.53 (SD
118.66). Average attrition rates were numerically higher in the
active condition (23.32%, SD 19.88%) than in the passive
condition (15.36%, SD 15.51%), and 2 studies reported no
attrition [40,41]. Among the 34 studies with attrition, a minority
(11/34, 32%) statistically compared attrition rates between active
and passive conditions. A total of 6 studies detected differential
attrition, in all cases reporting higher attrition in the active
conditions relative to the passive conditions.
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Table 1. Attrition rates and study design characteristics.

Maximum likeli-
hood

Multiple imputa-
tion

MethodeDiffdWL
drop

WLc

ITT

Tx dropTxa

ITTb

Study

NoYesANOVAgN/Af2578146234Bakker et al [42]

NoYest testsYes, higher in active88195106192Bidargaddi et al [5]

NoNoANOVAN/A41105128Bostock et al [43]

N/AN/AANOVAN/A018020Carissoli et al [40]

YesYesMLMhNo336938Champion et al [44]

YesNoMLMN/A03638206Enock et al [45]

UncleariNoMLMN/A539639Faurholt-Jepsen et al [46]

UnclearNoMLMN/A13253476Hall et al [47]

UnclearYesMLMN/A15772974Horsch et al [48]

YesNoMLMN/A45120101Ivanova et al [49]

NoNot testsN/A080180Kahn et al [50]

YesNoMLMN/A5311567Krafft et al [51]

NoNot testsN/A33702370Kristjansdottir et al [52]

NoYesANOVANo6581162Kuhn et al [53]

NoNoANOVAN/A1810425102Lee and Jung [54]

UnclearNoMLMN/A011012Levin et al [55]

UnclearNoMLMNo5281359Levin et al [56]

NoYesANOVANo6451045Lüdtke et al [11]

NoNoANOVAN/A215216Lukas and Berking [57]

YesNoMLMN/A237336Ly et al [58]

YesNoMLMN/A014014Ly et al [41]

NoNoANOVAN/A050246Marx [59]

NoYesANOVAN/A324225Miner et al [60]

NoNoANOVAN/A128329Moëll et al [61]

NoNoANOVAN/A420139Oh et al [62]

NoNoANOVAN/A7321431Pham et al [63]

YesYesMLMYes, higher in active32230116242Proudfoot et al [64]

YesNoMLMYes, higher in active5793152190Roepke et al [65]

YesNoMLMYes, higher in active7551757Rosen et al [66]

NoNoANOVAN/A021322Schlosser et al [67]

NoYesANOVAN/A4220260196Stjernsward and Hansson
[68]

yesYesMLMNo7301860Stolz et al [69]

NoNoANOVAN/A030231Tighe et al [70]

UnclearYesMLMYes, higher in active45186111191van Emmerik et al [71]

UnclearNoMLMYes, higher in active342946Versluis et al [72]

NoNoANOVAN/A443345Yang et al [73]

aTx: active treatment conditions.
bITT: intention-to-treat sample size; drop=attrition at posttreatment assessment.
cWL: waitlist (or no treatment control condition).
dWhether differential attrition was tested and, if so, whether a between-group difference was detected.
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ePrimary data analysis method.
fN/A: not applicable (because of lack of missing data or differential attrition test not conducted).
gANOVA: analysis of variance or related method (eg, analysis of covariance).
hMLM: multilevel model.
iUnclear whether multiple imputation estimator was used.

Most studies used multilevel modeling (17/36, 47%) or a variant
of analysis of variance (eg, analysis of covariance, multivariate
analysis of variance; 16/36, 44%) as the primary analytic
approach, with 8% (3/36) of studies using a t test. Half (18/36,
50%) of the studies used ML or MI to handle missing data. MI
was used in 31% (11/36) of studies, with multiple imputed data
sets then analyzed using analysis of variance or t tests [5,42].
ML was used in combination with multilevel modeling in 28%
(10/36) of the studies. An additional 19% (7/36) of studies used
multilevel modeling but did not specify the estimator [72]. No
study conducted a sensitivity analysis to evaluate the potential
impact of MNAR data.

Consistent with Linardon and Fuller-Tyszkiewicz [3], the results
of our reanalysis provided a clear indication of differential
attrition, with participants randomized to the active conditions
approximately twice as likely to drop out relative to those in
passive conditions (OR 1.94, 95% CI 1.50-2.51, using the Peto
method; OR 2.22, 95% CI 1.93-2.54 using a continuity
correction; both P values are <.001; Figure 1). The heterogeneity

was moderate (I2=53.85%, 95% CI 19.46-71.09). The results
were robust to leave-one-out analyses (OR range 1.82-2.10; all
values of P<.001). The find.outlier function detected 4 outliers.
Results were similar with these studies removed (OR 1.91, 95%
CI 1.58-2.32; P<.001).

Figure 1. Forest plot displaying results of the meta-analysis. Effects sizes are in log-odds units, with larger values indicating higher attrition in active
conditions relative to passive conditions. The size of points indicates relative weight in the meta-analysis (ie, inverse variance). RE: random effects.

Several potential moderators were assessed using a
meta-regression analysis. Active conditions were more likely
to show higher attrition than passive conditions as the overall
sample size increased (B=0.0022, 95% CI 0.0005-0.0039; note
that all meta-regression coefficients are in log OR units; P=.01;

Figure 2). Higher overall attrition was not associated with
differential attrition (B=0.57, 95% CI −0.89 to 2.03; P=.45).
Studies with higher differential attrition were marginally more
likely to test for differences in attrition rates between active and
passive conditions (B=0.49, 95% CI −0.002 to 0.99; P=.05,
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where testing=1 and not testing=0). There was no association
between differential attrition rate and the likelihood of detecting
differential attrition (B=0.55, 95% CI −0.19 to 1.29; P=.15,
where detecting a difference=1 and not detecting a

difference=0). The use of a modern missing data analysis
method (ie, ML or MI) was associated with higher rates of
differential attrition (B=0.73, 95% CI 0.25-1.2; P=.003, where
use of ML or MI=1, no use of ML or MI=0).

Figure 2. Results of meta-regression indicating that larger studies are associated with higher rates of differential attrition (ie, higher attrition in active
vs passive conditions). Points are displayed relative to their weight in the meta-regression model (ie, inverse variance).

MNAR Sensitivity Analysis
Selection and pattern-mixture models are 2 valuable modeling
strategies for handling MNAR (see Multimedia Appendix 2
[8,74,75] for a brief discussion of these methods and their
limitations). New strategies and extensions of these approaches
are continually being developed (eg, the index of local
sensitivity to nonignorability [76]). However, many mHealth
researchers may not be familiar with these methods. Selection
models, in particular, require the missing data mechanism to be
specified, which can be difficult to do. Moreover, a
pattern-mixture approach of the kind described above often
reflects a larger degree of uncertainty in the missing
observations, an uncertainty that should not be confused with
the presence of known variability in the missing outcome.
Therefore, rather than abandon attempts to assess the potential
impact of MNAR, mHealth researchers could consider
approaches that simply make specific assumptions regarding
anticipated outcomes for missing observations (ie, fixed-value
replacement). By examining the estimated treatment effects in
the presence of specific assumed outcomes for missing
observations, we can similarly provide some insight into the
degree to which varying missingness assumptions impact study
results [14]. We illustrate both the pattern-mixture model and
fixed-value replacement approaches using data drawn from the
RCT by Goldberg et al [27].

Of the 343 participants randomized, 228 (66.5%) were assigned
to 1 of the 2 active conditions, and 115 (33.5%) were assigned

to the waitlist control. Consistent with the possibility of MNAR,
noncompletion of posttreatment assessments was higher in the
active condition (137/228, 60.1%) than in the waitlist condition
(48/115, 41.7%; OR 2.10, 95% CI 1.34-3.33; P=.001). Goldberg
et al [27] primary analyses used all 3 time points in multilevel
models with ML estimation. The results indicated a steeper
decline in psychological distress for the active conditions
relative to the waitlist (time × group interaction; P<.001). Here,
we examine how this result changes based on varying MNAR
scenarios using either an MI-based pattern-mixture model
approach [23] or a fixed-value replacement sensitivity analysis
approach.

Table 2 shows the estimates of the effect of group status on
posttest distress, controlling for pretest distress across varying
MNAR conditions within the pattern-mixture model framework.
As the positive constant added (ie, offset parameter) increases,
increasingly worse outcomes are assumed for the missing
observations. Those in the active group continued to show larger
declines in distress until imputed posttest distress scores were
offset by a value of 1.10 or greater residual SD. Figure 3 depicts
the impact of these varying MNAR conditions. The first panel
displays the MAR-based estimates provided by MI, with
imputed values closely following the trajectory of the respective
groups. As MNAR conditions vary, the trajectories for imputed
values become increasingly divergent from the observed scores,
including the point that they reflect worsening scores with time.
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Table 2. Results of pattern-mixture model sensitivity analysis based on multiple imputationa.

P valueEstimatebModel

.002−0.34MARc

.004−0.310.20

.01−0.280.50

.03−0.240.80

.08−0.201.10

.16−0.171.40

aModels are based on varying assumptions regarding the meaning of missingness. Multiply imputed posttest values based on 100 imputations are offset
[23] by varying amounts (ie, 0.20, 0.50, and residual SD).
bCoefficient for active group status (vs waitlist) predicting posttest distress scores controlling for pretest distress scores pooled across imputed data sets.
cMAR: missing at random (with no offset applied to posttest values).

Figure 3. Pre- and posttreatment scores for active and passive conditions with varying constant offset parameters added to multiply imputed values
for missing outcomes under conditions of missing not at random (ie, Missing). Values are in z-score units, scaled by distress at baseline (mean 0, SD
1). Panels illustrate trajectories with offsets ranging from 0.2 to 1.4 residual SD. The missing at random panel represents values derived using multiple
imputation with no offset applied. MAR: missing at random; WL: waitlist.

We now turn to the results of the fixed-value replacement
sensitivity analysis. Figure 4 visually depicts the impact of
MNAR conditions on the trajectories of pre-post change for the
active and passive groups using this approach. The first 2 panels
(Comp Raw and Comp Resid) display changes for completers
only (in raw units and residualized change units, respectively).
However, if MAR is violated in the way hypothesized above,
one would expect the trajectory for unobserved active group
participants to be worse than the observed active group scores
(ie, following a trajectory more similar to the passive condition).
If the missing data are consistent with MAR, this adjusted
trajectory can be adequately recaptured with observed data (eg,
baseline variables), allowing unbiased estimation using ML and
MI. However, in the case of MNAR, the likelihood of

missingness depends upon the unobserved value itself, making
it impossible to recapture from available data alone. The
subsequent panels (Worst Resid, 0.20, 0.50, and 0.80) display
the impact of varying assumptions about the meaning of missing
values. As can be seen in the Worst Resid panel, assuming the
worst observed outcome for those with missing data reverses
the direction of effect, with control group participants now
showing more improvement than active participants. One can
see how the gap in outcomes between active and passive
condition participants narrows as increasingly strong
assumptions are made regarding the degree to which missing
values deviate from observed values. As missingness was more
prevalent in the active conditions, these modifications exerted
a stronger influence on the change in the active group.
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Figure 4. Pre- and posttreatment scores for active and passive conditions under varying missing not at random conditions using fixed-value replacement
of missings. Pretreatment values represent z-scaled distress at baseline (mean 0, SD 1). Posttreatment values vary across plots. For Comp Raw,
posttreatment values are posttreatment distress scaled based on baseline distress. Subsequent plots display residualized change scores z-transformed at
posttreatment to aid in visual interpretation of relative, between-group pre-post change. Comp Resid computed posttreatment as baseline plus residualized
change scores for completers only. Worst Resid replaced missing posttreatment Comp Resid values with the lowest improvement in distress. Subsequent
figures (0.2, 0.5, 0.8) replaced missing posttreatment Comp Resid values with values 0.2, 0.5, and 0.8 SD worse than the mean residual. Comp: completer;
Resid: residualized change; WL: waitlist.

For null hypothesis testing purposes, we used nonparametric
tests of mean residualized change scores. Consistent with the
multilevel modeling results [27], the Wilcoxon signed-rank test
favored the active conditions in the completer sample (mean
ranks 69.11, 93.61, SD 43.01 and 45.90, for active and passive
conditions, respectively, P<.001, where a lower rank indicates
a larger decline in distress; Table 3). In the worst-case scenario,
the direction of the mean rank difference flipped, now favoring
the passive condition, although only marginally significantly
(P=.08). Mirroring Figure 4, the influence of the varying
missingness assumptions is apparent in Figure 5. The gap
between active and passive conditions narrows, as missing data
are assumed to reflect poorer and poorer outcomes. The pattern

specifically indicates that statistical significance persists when
missing values are assumed to be 0.20 above the mean residual
but not 0.50 or higher. This result differs slightly from Goldberg
et al [27], who detected statistical significance at an offset of
0.50. The discrepancy is because of Goldberg et al [27]
calculating the SD for the residual without the group variable
in the model. We recommend the inclusion of the group variable
in the model, as the resultant SD is presumably more
conservative, based on the assumption that an intervention
increases the SD. Therefore, these results can be interpreted as
robust to MNAR missing, in which the unobserved values
deviate from the observed values only to a small degree, but
not when showing moderate or larger deviations.
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Table 3. Results of fixed-value replacement sensitivity analysis.

P valueaSEMean rank (SD)Sample size, n (%)Group and model

Active

<.0014.5169.11 (43.01)91 (39.9)Compb

.086.16178.1 (93.05)228 (100)Worstc

.0045.51161.89 (83.25)228 (100)0.20d

.055.58165.19 (84.25)228 (100)0.50d

.325.70168.52 (86.01)228 (100)0.80d

Waitlist

N/Ae5.6193.61 (45.9)67 (58.3)Comp

N/A7.98159.9 (85.62)115 (100)Worst

N/A9.54192.05 (102.27)115 (100)0.20d

N/A9.54185.5 (102.26)115 (100)0.50d

N/A9.36178.9 (100.34)115 (100)0.80d

aP value from Wilcoxon signed-rank test comparing active and passive conditions across varying missingness assumptions.
bComp: completer sample.
cWorst: worst-case scenario, which assumed missing values are equivalent to the worst outcome (ie, smallest change in distress).
d0.20, 0.50, 0.80: missing values assumed to be 0.20, 0.50, or 0.80 SDs worse than the mean residualized change score.
eN/A: not applicable.

Figure 5. Results of Wilcoxon signed-rank test using a fixed-value replacement sensitivity analysis across varying missing not at random conditions.
A lower mean rank indicates larger relative decreases in distress. Comp: completer sample; Worst: worst-case scenario which assumed missing values
are equivalent to the worst outcome (ie, the smallest change in distress); 0.2, 0.5, 0.8: missing values assumed to be 0.2, 0.5, or 0.8 SD worse than the
mean residualized change score; error bars: 1.96×SE; WL: waitlist. *P<.05, **P<.01, ***P<.001.

Discussion

Principal Findings
This study had two primary aims: to systematically evaluate
the handling of a potential source of MNAR data in mHealth
research—differential attrition—and advocate for sensitivity
analyses as a family of strategies that might be used to assess
the impact of MNAR data. At the broadest level, results suggest

that MNAR data are likely to be a problem in mHealth research
and one that, to date, has not been adequately addressed. As
reported by Linardon and Fuller-Tyszkiewicz [3], the
substantially higher attrition in active relative to passive
conditions in RCTs testing smartphone-based mental health
interventions is marked; active participants were approximately
twice as likely to drop out of the study. Although it is impossible
to say what the missing posttreatment data would have shown
had it been collected, it is plausible that those dropping out from
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the active conditions were less likely to have benefited from
the mHealth intervention (or at least that the benefits they were
experiencing did not outweigh the costs of remaining in the
study). Thus, the observed values may overestimate treatment
effects for those under active conditions. Given that the
likelihood of missingness is related to the unobserved values
themselves, these data would be MNAR.

Although patterns of attrition consistent with potential MNAR
data were detected in the literature as a whole, only a minority
of the included studies tested for differential attrition. However,
in keeping with the literature-wide pattern of differential
attrition, 6 of the 11 studies comparing attrition rates between
active and passive conditions detected higher attrition in the
active conditions, whereas the remaining 5 studies failed to
detect a difference. Despite the possibility of MNAR data, none
of the 36 studies directly assessed the potential influence of
MNAR data on the study results. Half of the studies employed
other modern missing data methods, such as MI or ML. These
approaches have many strengths and are certainly preferred
over historical approaches for handling missingness (eg, last
observation carried forward and complete case analysis [9]).
Encouragingly, it appears that less sophisticated missing data
analysis techniques (eg, last observation carried forward [2])
are being replaced by modern methods. However, both MI and
ML rely on the assumption that data are MAR; therefore,
missing values can be reliably determined based on measured
variables. Importantly, they are not robust to MNAR [8].

Moderator analyses further characterized the correlates of
differential attrition. The results indicated that differential
attrition was more likely to occur in larger studies.
Unfortunately, this association could produce a pernicious
source of bias within the literature, as larger studies are
presumably the ones most looked to when evaluating evidence
of efficacy and are likely to carry more weight in meta-analyses
examining efficacy. Interestingly, studies with higher differential
attrition were only marginally more likely to assess differential
attrition. It may be that differential attrition is simply not
recognized or acknowledged as a potential concern worth
assessing, even when dropout rates differ. Somewhat
counterintuitively, studies with higher differential attrition were
not more likely to detect differential attrition when assessed.
This lack of association could be because of the limited
statistical power for the moderator test itself [77], as only 11
studies tested for differential attrition. Statistical power may
also be low in primary studies themselves. For example,
Champion et al [44] did not detect differential attrition in their
sample of 74 participants, although active participants were
3.42 times more likely to drop out of the active condition relative
to the passive condition. It appears that researchers are more
likely to use modern missing data analysis techniques (ML/MI)
when differential attrition is higher, which is preferred to
techniques that are not robust to even MAR data (eg, complete
case analysis and last observation carried forward). Nonetheless,
these techniques are not capable of eliminating the bias
associated with MNAR data.

Perhaps the most notable finding of our review is that none of
the included studies conducted a sensitivity analysis to evaluate
the potential influence of MNAR data on study findings.

Although several meta-analyses suggest that smartphone-based
mental health interventions produce benefits relative to waitlist
control conditions [78-80], the lack of sensitivity analyses
coupled with literature-wide differential attrition makes the
apparent efficacy more tenuous.

The primary aim of this study is to encourage mHealth
researchers to consider sensitivity analyses to assess the potential
impact of MNAR missingness, particularly when differential
attrition is present. Several modern techniques exist for
evaluating the potential impact of MNAR missingness, including
selection models and pattern-mixture models that have been
discussed. As most of these methods have limitations (eg, they
are heavily influenced by untestable assumptions) and may not
be within the current analytic repertoire of many mHealth
clinical trialists, we presented an MI-based pattern-mixture
model sensitivity analysis approach adapted from smoking
cessation research [14,22] as well as a fixed-value replacement
sensitivity analysis approach as examples of more user-friendly
strategies for evaluating the impact of MNAR data. These
methods are fairly straightforward to implement using a
continuous outcome variable assessed at pre- and
posttreatment—a typical situation for mHealth research
[80,81]—and move beyond the traditional MAR methods
currently emphasized in mHealth research. An attractive feature
of these sensitivity analyses is that one can visually and
statistically evaluate the impact of varying missingness
assumptions on the pattern of findings. As these assumptions
would only apply in cases of missing data, they would have a
minimal impact on the results when missingness is low (eg,
<5% [9]). As expected, the actual impact of varying MNAR
assumptions will be sensitive to other patterns in the data (eg,
trajectories of change for waitlist control participants because
of regression to the mean or natural history). Thus, they do not
imply a particular direction of influence but rather evaluate a
range of possible impacts based on deviations from the observed
data.

It is worth noting that the 2 sensitivity analysis approaches
illustrated in this study provided somewhat discrepant
conclusions regarding the degree to which data from Goldberg
et al [27] were robust to MNAR conditions. This fact highlights
the value of sensitivity analyses and the importance of authors
using various approaches and assumptions to evaluate the
strength of their findings. These differences are also
illuminating. In particular, the MI-based pattern-mixture model
approach suggested that the results were robust to MNAR
deviations that were large (ie, 0.80) but not larger, whereas the
simpler sensitivity analysis approach indicated that the results
were not robust above small deviations (ie, 0.20). Figure 3
illustrates a plausible explanation for this: the MI-based
approach makes the initial assumption that missing values are
similar to observed values unique to each group. Thus, the fact
that the active group improved overall produced improvement
in the imputed change for missing active participants. In
contrast, the fixed-value replacement approach did not adjust
the expected residualized change scores based on the group
status. We contend that both approaches may provide a valuable
perspective on MNAR sensitivity and should simply be
interpreted in light of their underlying assumptions.
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Limitations and Future Directions
This study had several important limitations. The first and
broadest limitation is that we cannot definitively conclude that
the observed differential attrition necessarily results in MNAR
data. It is possible that remaining in the study was because of
factors unrelated to changes in study endpoints (ie, distress).
Likewise, drop outs in the active group could have been because
of participants not using the smartphone app and losing interest
in the study because their psychological symptoms had already
improved (as can be the case in psychotherapy [82]), which
could produce an MNAR bias in the opposite direction (ie,
missing values are better, not worse). As is typical for research
on missing data, the data necessary to test for MNAR are by
definition missing. The methods proposed here could certainly
be extended to evaluate potential best-case scenarios, in which
missing observations reflect better rather than worse outcomes
or when missingness has different meanings depending on group
assignment (eg, worse outcomes for active conditions but better
outcomes for passive condition). Second, we only evaluated the
degree and correlates of differential attrition in a small subset
of the large and rapidly growing mHealth literature. It is possible
that researchers are improving their ability to retain study
participants and adherence strategies being investigated [6,83]
may be decreasing attrition in the active conditions. Future
reviews may see less evidence of this potential source of MNAR
data. Similarly, there are mHealth RCTs that conducted
sensitivity analyses to evaluate MNAR (eg, pattern-mixture
models [84]), even though none of the 36 RCTs with passive
controls we evaluated did so. Third, we focused only on
differential attrition in smartphone-based RCTs. It is conceivable
that higher attrition in active than passive conditions is somehow
idiosyncratic to this delivery platform. An important future
direction would be to evaluate differential attrition in other
mHealth delivery formats (eg, internet-based interventions).
Fourth, we explored only a few examples of possible methods
for addressing sensitivity to MNAR data. Nonetheless, we hope
our introduction of these approaches with corresponding R
syntax encourages mHealth researchers to begin implementing
and perhaps even testing and developing strategies for
addressing the missing data realities of mHealth.

Several future directions follow naturally from this study.
MNAR sensitivity analyses could be integrated into future
mHealth RCTs. For instances with longitudinal data, more
complex pattern-mixture models may be especially attractive
[84]. For studies with fewer time points, approaches such as

those introduced here may be worthwhile. If a specific
sensitivity analysis approach were to become widely used, it
could provide researchers with a common metric for evaluating
the potential influence of differential attrition as a source of
MNAR on study results. An approach based on readily
interpretable metrics (eg, Cohen d) could be helpful, although
there are certainly many viable possibilities, many of which
may have advantages over the strategy introduced here. This is
an area of active research, and new and much more sophisticated
methods are regularly becoming available [76].

Short of incorporating sensitivity analyses into mHealth RCTs,
researchers could, at a minimum, test for differential attrition,
especially when comparing active and passive conditions.
Acknowledging the potential influence of MNAR, when
differential attrition is present, can allow readers to more
accurately evaluate study findings in light of this limitation. A
way to assess the potential impact of MNAR because of
differential attrition would be through reanalysis of published
mHealth RCTs, especially large trials that were seen to have
higher rates of differential attrition. Reanalyses of this kind
could help determine the degree to which findings are sensitive
to varying MNAR assumptions, and by extension, the degree
to which conclusions drawn from the broader literature may be
similarly influenced. Another future direction is intentionally
adopting methods that decrease attrition generally [85], given
that differential attrition and associated MNAR data are less
concerning when the amount of missing data is small. Finally,
it could be valuable to investigate differential attrition for
in-person interventions as well. To our knowledge, no such
meta-analysis exists, although the same potential risk of bias
because of MNAR may be applied.

Conclusions
Attrition is a persistent thorn in the side of mHealth clinical
trialists [1]. Modern missing data methods such as MI and ML
successfully minimize the negative impact of some types of
missing data (MCAR and MAR), restoring statistical power
and reducing bias in parameter estimates. However, these
methods cannot remove the bias associated with MNAR data.

Evidence of differential attrition supports the possibility that
MNAR may be a common problem in mHealth RCTs with
passive controls and one that is largely unacknowledged to date.
Sensitivity analyses offer an approach for establishing the impact
of differential attrition on the study results.
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MI: multiple imputation
ML: maximum likelihood
MNAR: missing not at random
OR: odds ratio
RCT: randomized controlled trial
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Abstract

Background: Self-focused augmented reality (AR) technologies are growing in popularity and present an opportunity to address
health communication and behavior change challenges.

Objective: We aimed to examine the impact of self-focused AR and vicarious reinforcement on psychological predictors of
behavior change during the COVID-19 pandemic. In addition, our study included measures of fear and message minimization to
assess potential adverse reactions to the design interventions.

Methods: A between-subjects web-based experiment was conducted to compare the health perceptions of participants in
self-focused AR and vicarious reinforcement design conditions to those in a control condition. Participants were randomly assigned
to the control group or to an intervention condition (ie, self-focused AR, reinforcement, self-focus AR × reinforcement, and
avatar).

Results: A total of 335 participants were included in the analysis. We found that participants who experienced self-focused AR
and vicarious reinforcement scored higher in perceived threat severity (P=.03) and susceptibility (P=.01) when compared to the
control. A significant indirect effect of self-focused AR and vicarious reinforcement on intention was found with perceived threat
severity as a mediator (b=.06, 95% CI 0.02-0.12, SE .02). Self-focused AR and vicarious reinforcement did not result in higher
levels of fear (P=.32) or message minimization (P=.42) when compared to the control.

Conclusions: Augmenting one’s reflection with vicarious reinforcement may be an effective strategy for health communication
designers. While our study’s results did not show adverse effects in regard to fear and message minimization, utilization of
self-focused AR as a health communication strategy should be done with care due to the possible adverse effects of heightened
levels of fear.

(J Med Internet Res 2021;23(6):e26963)   doi:10.2196/26963
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Introduction

Overview
With self-focused augmented reality (AR) usage increasing in
recent years [1], the utilization of this technology has a potential
in addressing health communication and behavior interventions
challenges. Whereas AR technology layers digital content onto
the real world [2], self-focused AR visually augments the self,
layering digital content onto the self. One technology enabling
self-focused AR is video filters, which superimpose
computer-generated content onto a user using their web or
smartphone camera (eg, Snapchat Lenses [3] and AR effects
on Instagram [4]). For example, Snapchat’s Time Machine AR
lens morphs a user’s reflection to display what the user might
look like at different ages. Smart mirrors, another self-focused
AR technology, combine digital screens (eg, an LCD
[liquid-crystal display] monitor) with semitransparent glass. A
smart mirror looks and functions similarly to a traditional mirror
but with digital content displayed in the foreground [5].
Real-world applications of smart mirrors are on display in
vehicles [6], dressing rooms [7], and home gyms [8]. For
example, the MIRROR home gym [8] displays fitness instruction
layered on top of the user’s reflection. Both AR video filters
and smart mirrors provide new opportunities for displaying
health behavior communication to the public.

In response to the recent increase in self-focused AR usage
[1,6-8], we investigated the potential impact of self-focused AR
within the health domain. For behavior change researchers, the
effect of layering health threats along with mitigative behaviors
and their results on top of a user may be of particular interest.
For example, would using AR to layer a set of very healthy
teeth due to good oral hygiene on dental patients impact their
behavior? Could using AR in rearview mirrors to overlay
scratches and bruises on top of drivers and riders encourage
seat belt usage? We now have self-focused AR technologies in
the hands of millions, presenting the opportunity to visually
show individuals the impact of their decisions before they make
them.

Research in psychology suggests that heightening self-focused
attention (manipulated by using a mirror or video camera) has
implications for perception, affective experiences (emotions,
feelings, and moods), and behavior [9]. Objective self-awareness
occurs when an individual places attention on themself, viewing
themself as a social object. Objective self-awareness theory [10]
posits that self-focused attention heightens the awareness of the
gap between one’s perceived “real self” and “ideal self,”
resulting in negative affect. For example, if one desires good
health and believes that exercise is vital to maintain one’s health
and yet does not exercise, heightening objective self-awareness
will likely result in negative emotions. The increased negative
affect resulting from the awareness of discrepancies leads to
either (1) the avoidance of self-focused attention and the
discrepancy or (2) actions to reduce the discrepancy [10]. This
theory suggests that self-focused AR might impact behavior.
We investigated which perceptions could be involved when
individuals experience self-focused AR within a health context.

Research prototypes have explored self-focus [11] and
self-focused AR [5,12-14] technologies for health behavior
change. However, few have investigated how the design of
interventions that aim to increase self-focused attention might
impact health perceptions and emotions. Similarly, prior studies
did not consider the potential of combining self-focused AR
with vicarious reinforcement, that is, reinforcement from
observing others’behavior and the results of those actions. This
paper draws upon insights from objective self-awareness theory
[2] and social cognitive theory [15] to inform hypotheses about
the relationships between predictors of health behavior change
and self-focused AR.

We present findings from an online experiment on the impact
of combining self-focused AR with vicarious reinforcement,
visualizing the cause and effect of risk-mitigating behavior
layered onto one’s reflection. Our study took place during the
COVID-19 pandemic, focusing on hand hygiene behavior as
an effective measure against pathogen transmission [16,17].
We discuss the implications of the results in light of the public
health emergency, addressing the following research question:
how does reinforcement in self-focused AR impact health
perceptions during a pandemic?

Background
Various health behavior change models [18,19] highlight the
roles of predictors of intentions such as risk perceptions
(perceived threat severity and threat susceptibility) and outcome
expectancy. Drawing on objective self-awareness theory and
social cognitive theory, we postulated that health behavior
change–themed self-focused AR could impact these predictors
of intention.

Research suggests that self-focused attention can result in action
consistency with behavioral standards [9]. Objective
self-awareness theory posits that self-focused attention will
result in negative affect through the increased awareness of
contradicting beliefs about one’s self or discrepancies between
belief and behavior [10]. If negative affect is experienced, and
one does not avoid the self-focused attention, they will attempt
to reduce the discrepancy to reduce the negative affect, such as
by changing their behavior. To further illustrate this, recall the
individual from the example earlier who values their health and
believes that exercise is vital for their health but does not
exercise. According to objective self-awareness theory, an
increase in self-focused attention would result in an attempt to
reduce the discrepancy, which may result in exercise behavior.
We propose that when increasing self-focused attention in the
context of a health threat, especially during a pandemic, that
the negative affect experienced will include fear and will
increase to levels higher than if self-focused attention was not
activated.

Research suggests that fear may play a large role in health
behavior, especially during public health emergencies such as
the current pandemic. Harper et al [20] found COVID-19 fear
scores to be a positive predictor of behavior change. Fear may
also impact behavior as it relates to risk perception. Risk
perception, an individual’s perceived susceptibility to or severity
of a threat, is included in many health behavior change theories
[21]. Li [22] found perceived threat (measured by averaging
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threat susceptibility and severity) to be a positive predictor of
fear. Affective factors are believed to play a role in the formation
of risk perception [23]. While risk perceptions can increase fear,
fear has also been found to induce higher risk perceptions [24].
Self-focused AR content layering onto the body increases the
sense of spatial presence (ie, the object “being there”),
potentially heightening fear if the object is threatening. Due to
the combination of self-focus and spatial presence, we suggest
that health threat–related self-focused AR may impact levels of
fear, perceived threat severity, and perceived threat
susceptibility.

It is important to consider the potential negative impact of
heightening fear and risk perceptions. While Harper et al [20]
found increased fear to be associated with higher behavioral
adherence, they also found fear to be correlated with decreased
physical and environmental quality of life and warned about
mental health implications. Fear can also have an adverse effect
on behavior. The Extended Parallel Process Model (EPPM)
[25] outlines the importance of a balance of fear and efficacy
for health communication campaigns to be effective. While fear
can be a motivator for behavior, where the fear/efficacy balance
is disrupted, individuals may use cognitive defense mechanisms
instead of behavior as a means of fear control. In this case, not
only would the behavior change method be ineffective, but it
could result in the adverse effect of prompting the development
of these defense mechanisms. Based on the EPPM, Li [22] tested
a model for protective behaviors during a public health
emergency with a study during the Ebola outbreak of 2014.
Fear controls measured included negative reactance to messages,
message minimizing, and defensive avoidance. Li [22] found
perceived threat to have a significant effect on fear and fear
controls but did not find self-efficacy to be a successful
moderator of that relationship. This suggests that although fear
may be an effective strategy to encourage health behavior
adherence, certain levels of fear may lead individuals to
minimize health behavior messaging to control their fear instead
of engaging in behavior change. We take these findings and the
EPPM into consideration, as our study directly layers a health
threat onto participants, which could result in excessive levels
of fear triggering adverse fear control mechanisms. We expected
self-focused AR, in the form of AR video filters, to heighten
both fear and fear control mechanisms when displaying a health
threat.

Our study investigated the impact of vicarious reinforcement
outcome expectancy when combined with self-focused AR.
Research suggests that outcome expectancy mediates the impact
of self-focused attention on behavior. For someone who has
been made aware of a discrepancy between “actual state” and
“desired state,” if they don’t believe a suggested behavior
change will result in the “desire state,” they are more likely to
change the “desired state” [9]. When the “desired state” is health
related, this can have adverse implications. Outcome expectancy
can be impacted by experiencing vicarious reinforcement.
Vicarious reinforcement occurs when a reinforcing effect for
an individual takes place by observing others’ behavior and the
results of their actions [26]. Bandura et al [27] found that
children who were exposed to media displaying aggressive
behavior that was rewarded showed more imitative aggressive

behavior than those who saw aggressive behavior that was
punished. Bandura’s [15] social cognitive theory details how
behaviors can be formed by observing a model engage in a
behavior. Bandura suggests that due to limited contact with
physical and social environments, people rely largely on
vicarious experiences to form their idea of reality. In our study,
vicarious reinforcement consists of visual representations of
pathogens (ie, germs), which are made visible on avatar hands.
As a hand hygiene animation plays, covering all the steps of
proper handwashing, these pathogens disappear from the
avatar’s hands. We predicted that this experience would heighten
one’s perception of outcome expectancy. Given that health
behavior models, such as The Health Action Process Approach
[18] attribute outcome expectancies to the formation of intention,
we found this valuable to investigate in our study. We proposed
that the vicarious experience described above would directly
affect outcome expectancy.

Related Work
While studies combining self-focused attention and vicarious
reinforcement have yet to see much direct utilization in
human-computer interaction research, a few studies on health
smart mirrors [5,12,13], self-representation [28], and spatial
presence [14] suggest an impact of self-focused attention on
perceptions and behavior.

While applications of smart mirrors for health care are limited,
exploratory research prototypes have shown their potential to
detect emotional states, monitor physiological parameters, and
encourage behavior change. The Wize Mirror [12] encouraged
users to improve their lifestyle to mitigate cardiometabolic risk
assessed by tracking physical face signs )eg, skin color,
subcutaneous fat, facial expressions). Medical Mirror [5] utilized
computer vision and advanced signal processing within a smart
mirror design to encourage people to keep track of their vital
signs regularly. Fit Mirror [13] increased user’s motivation,
happiness, and fitness for the day by integrating exercising and
challenging others into their morning routine. Although the rise
of smart mirrors has resulted in studies exploring the use of
these devices in health care, there is a lack of research
investigating how self-focus specifically plays a role in
influencing health behavior change. The studies mentioned
above lack a control condition in which all design features are
present except the mirror to study the direct impact of seeing
one’s self-reflection.

A recent study by Jung et al [14] used a projector and a mirror
to show participants their bodies with x-ray visualization of
smoking lungs. A separate condition displayed the same content
but on a mannequin. Both conditions were compared to a
control, which displayed the information on a screen in 2D. The
researchers found that spatial augmented reality increases spatial
presence, the perceptual illusion that the real world and the
mediated world are “equally present.” In addition, they found
that higher levels of spatial presence were associated with a
negative emotional change toward cigarettes and cigarette
cessation campaign engagement intention. These findings
support the idea that displaying the consequences of health
behaviors on top of the user’s own body can impact behavior
change constructs regarding emotions and intention. Our study
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aimed to contribute to this line of research by exploring
additional behavior change constructs.

One notable finding from Jung et al [14] was that the mannequin
condition also resulted in higher levels of spatial presence.
However, an analysis comparing emotions and intentions
reported for those in the mannequin condition compared to the
control was not reported. Gaining a better understanding of how
objects that can serve as external self-representations, such as
avatars and mannequins, could help develop more feasible
design interventions when mapping AR elements directly on
the body would be complex.

Yee and Bailenson [28] found that self-representations can help
form our behaviors, even when this representation is digital,
such as in the case of avatars. Yee and Bailenson [28] call this
the Proteus effect and provided support from two experiments.
In study one, participants were provided with an avatar that was
previously rated as high, medium, or low on an attractiveness
scale. They were asked to interact with another character (in a
virtual reality environment) after looking at themselves in a
mirror. Those in the high attractiveness condition disclosed
more information and moved closer to the other character. The
second experiment, testing avatar height in an ultimatum game,
found that those in the tall condition were more likely to offer
an unfair split. Those in the short condition were more likely
to accept an unfair split. These findings suggest that
augmentations to self-representation, as an avatar, may impact
one’s behavior. Fox and Bailenson [29] studied whether
vicarious reinforcement with a user’s avatar had an effect on
physical exercise. Seeing one’s avatar benefit from exercise
behavior and experience consequences from not engaging in
the behavior encouraged the observer to engage in the behavior.
These results suggest that vicarious reinforcement using avatars
may be effective. Based on the studies mentioned above, we

expected that the display of health threats on an avatar
representation of the self in an AR environment will impact
levels of threat severity, susceptibility, fear, and message
minimization.

Our study expands on existing research by investigating how
health behavior self-focused AR may impact specific predictors
of behavioral intentions and what negative implications may
exist in regard to fear control responses.

This Study
In our research, we examined the impact of self-focused AR
and vicarious reinforcement on perception and emotion as it
relates to hand washing health beliefs and behavioral intentions.
Below, we present our hypotheses:

H1: The combination of self-focused AR and vicarious
reinforcement will result in higher levels of perceived
positive outcome expectancy, perceived threat severity
and susceptibility, fear, and message minimization
when compared to a control.

H2: Using avatar representations in self-focused AR
with vicarious reinforcement will result in higher
levels of threat severity, susceptibility, fear, and
message minimization compared to a control.

Methods

To study the effects of self-focused AR on behavioral intention
and perception, we conducted an online experiment. Participants
interacted (Figure 1) with a web application (Figure 2) that
displayed health information regarding the coronavirus and a
hand hygiene animation (Figure 3). Five conditions differed in
their inclusion of self-focused attention and vicarious
reinforcement.

Figure 1. A participant in one of the self-focused augmented reality design groups viewing a reflection of themselves using a video feed from their
camera.
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Figure 2. A screenshot from the web application.

Figure 3. An example of the progression of vectors used in the handwashing animation.

Experimental Conditions
We conducted a between-subjects experiment where users
interacted with a web application and then responded to an
online questionnaire. The study followed a posttest-only control
group design to avoid a testing threat to internal validity. The
design of the web application differed depending on the
intervention condition each participant was randomly allocated
to. All five conditions displayed the same information about
COVID-19, including how it is spread and preventative
measures as described by the US Centers for Disease Control

and Prevention (CDC) [17] and the World Health Organization
(WHO) [30]. This information was followed by a hand hygiene
animation, the display of which differed based on the
participant’s assigned condition.

Control Condition: No Self-focused AR or Vicarious
Reinforcement
In the control condition (Figure 4), we displayed an animation
of a 12-step handwashing technique following standards outlined
by the WHO [30], accompanied by captions to describe each
movement (“Rub hands palm to palm”).
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Figure 4. Control condition.

Reinforcement
In the reinforcement condition (Figure 5), the handwashing
animation described in the control condition was accompanied
by an additional animation showing germs disappearing from
a pair of illustrated hands as the handwashing animation

progressed. These animations were synced so that the
appropriate areas of the hands displayed were affected based
on the specific stage of the handwashing animation a viewer
was watching. For example, the thumb cleaning animation
segment was paired with germs disappearing from the thumbs.

Figure 5. Reinforcement condition.

Self-focused AR
The self-focus condition (Figure 6) utilized the participant’s
web camera to display their self-reflection, serving as the

stimulus for self-focused attention. The handwashing animation
was layered on top of the viewer’s reflection. This reflection
was shown in real time and was created using the participant’s
web camera.

Figure 6. Self-focused augmented reality condition.
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Self-focus AR × Reinforcement
The self-focus AR × reinforcement condition (Figure 7)
visualized germs directly on the participant’s hands. Instructions

at the beginning of the animation directed participants on where
to place their hands. The handwashing animation was displayed
in between their hands. As the animation progresses, the user
saw the germs disappear from the reflection of their own hands.

Figure 7. Self-focus augmented reality × reinforcement condition.

Avatar
In the avatar condition (Figure 8), participants viewed an
animation showing germs disappearing from a pair of illustrated

hands layered on top of the user’s reflection. These are referred
to as avatar hands, as they are meant to represent the user’s
hands. The perspective displayed was that which is seen if the
individual were to hold up their hands and look at them.

Figure 8. Avatar condition.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26963 | p.900https://www.jmir.org/2021/6/e26963
(page number not for citation purposes)

Seals et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Participants
Participants were recruited via Prolific (a crowdsourcing
platform [31]) and were compensated $2.50 for their time.
Participation was limited to those residing in the United States,
who spoke fluent English, and were ≥18 years of age. Pilot
testing revealed technical challenges that could interfere with
the study, mainly involving web camera use verification. To
address this, prior to being recruited for the study, Prolific
members were invited to a prescreener that verified (1) their
access to an acceptable browser for the study (Safari, Chrome,
and Firefox) and (2) that camera permissions worked with their
technical setup. Prolific IDs for those who passed the screener
were collected, and access to the main study was restricted to
those IDs.

Procedure
The experiment took place between August 6-21, 2020. In all
five conditions, after receiving consent, we described the
experiment as a study on health information presentation and
provided instructions to review the information given carefully.
In the three self-focused-AR–based conditions, we displayed
information on how to set up the web camera for the study.

All conditions provided information about COVID-19. Details
focused on how the virus is spread and preventative measures
as described by the CDC [17]. Participants next viewed an
animation detailing the steps of proper hand hygiene as
described by the WHO [30]. This was followed by a
questionnaire to collect demographic information and measure
health knowledge and perception, which concluded the study.

The questionnaire included questions to check whether the
participant is paying attention. Three multiple-choice questions
asked the user about the information displayed in the study (eg,
What is a recommended preventative measure to reduce the
spread of the coronavirus?). To validate that self-focused AR

interventions were delivered correctly using the camera,
participants in these conditions were informed, prior to the
study, that screenshots would be collected randomly throughout
the animation. The screenshots were reviewed to ensure that
participant’s reflections were displayed to them and that those
in the self-focus AR × reinforcement condition had their hands
within the view as instructed. Only those who followed the
instructions, verified by screenshots, were included in the final
data set.

Variables and Measures
We collected measures of self-reported health beliefs, behavioral
intention, and self-reported perceptions of COVID-19 (Table
1), along with demographic data. These measures were adapted
from Schwarzer [18] and Li [22]. Items in this study were all
measured on a 7-point Likert-type scale ranging from 1 (strongly
disagree) to 7 (strongly agree).

Although adapted from previous research, cross loading was a
concern due to the rewording of items and the difference in
factors present compared to the adapted questionnaires. For
example, we added items to measure opinions about perceived
threat severity and susceptibility of family and friends. To
examine the validity and reliability of our measures, we
conducted exploratory and confirmatory factor analysis using
a split-sample approach, with one half to develop a model and
the other half to validate. Factors loaded as expected
(Multimedia Appendix 1).

Data on demographics and the COVID-19 risk of a severe illness
of loved ones were collected. Participants were asked to report
their age, gender, and the state in which they currently reside.
In addition, they were asked to report if they have a family
member or friend who is at high risk of severe illness if they
are infected with COVID-19. It was noted that one is considered
high risk if they are ≥65 years and/or have underlying medical
conditions.
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Table 1. Questionnaire items.

Questionnaire itemVariable and
code

Intention

I intend to wash my hands, as instructed in this study, on a regular basis.inte

Perceived outcome expectancy

I believe proper handwashing, as instructed in this study, will help make me less likely to get the coronavirus disease (COVID-
19).

expe1

I believe proper handwashing, as instructed in this study, will help reduce the spread of the coronavirus disease (COVID-19).expe2

Fear

The emotion that I am feeling about the coronavirus (COVID-19) pandemic is: …Frightenedfear1

…Scaredfear2

…Anxiousfear3

Message minimization

To what extent do you feel that preventative measures messaging, in your state, regarding the coronavirus disease (COVID-19)
is: …Manipulative

reac1

…Misleadingreac2

…Distortedreac3

Perceived threat-severity

I believe that the coronavirus disease (COVID-19) is a serious threat to my personal health.seve1

I believe that the coronavirus disease (COVID-19) is a serious threat to my family members (immediate or extended).seve2

I believe that the coronavirus disease (COVID-19) is a serious threat to my friends.seve3

I believe that the coronavirus disease (COVID-19) is a serious threat to the general public.seve4

Perceived threat-susceptibility

I am at risk of catching the coronavirus disease (COVID-19).susc1

My family (immediate or extended) members are at risk of catching the coronavirus disease (COVID-19).susc2

My friends are at risk of catching the coronavirus disease (COVID-19).susc3

Statistical Analysis
Analysis of our data using histograms and the Shapiro-Wilk
test showed that the data were not normally distributed.
Shapiro-Wilk P values ranged from 6.35e-08 (efficacy) to
1.927e-25 (intention). Therefore, hypothesis testing was
conducted using the nonparametric Wilcoxon-Mann-Whitney
test, comparing perceived threat severity, susceptibility, outcome
expectancy, fear, and message minimization scores between
intervention conditions. If condition pairs had the same
distribution shape, medians were compared. If the shapes were
different, the mean ranks were compared. Additionally,
mediation models for dependent variables and design conditions
with significant findings were tested. A bootstrapping method
using PROCESS macro models 4 and 6 [32], 5000 bootstrap
samples, and percentile bootstrap CIs were used. Significance
was established at P<.05. Statistical analysis was performed
using Python (Python Software Foundation) [33], and the pandas
(Community) [34] and SciPy (Enthought) libraries [35] were
used to conduct the Wilcoxon-Mann-Whitney test. SPSS

software (IBM Corp) [36] was resourced, in which the
PROCESS macro [32] was implemented to test mediation.

Results

Overview
A total of 502 individuals participated in the study. Of this, 335
participants met the attention and screenshot verification checks
(see Procedure section) and were included in the analysis. Of
the 335 participants, 77 were randomly assigned to the control
condition, 61 to the self-focused AR condition, 70 to the
reinforcement condition, 63 to the self-focus AR × reinforcement
condition, and 64 to the avatar condition.

Although our study focused on predictors of behavioral
intentions, we began with results pertaining to intention (Figure
9) to provide context for further discussion. A significant
difference between design conditions and the control was not
found (self-focused AR: P=.42; reinforcement: P=.43; self-focus
AR × reinforcement: P=.41; avatar: P=.43).
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Figure 9. Responses for behavioral intention. Responses are strongly skewed toward higher levels of agreement for all conditions, indicating a ceiling
effect. AR: augmented reality.

Effects of Self-focused AR With Vicarious
Reinforcement in Regards to Perceived Fear, Threat
Severity, Threat Susceptibility, Outcome Expectancy,
and Message Minimization (Hypothesis 1)
Hypothesis 1 proposed that a combination of vicarious
reinforcement and self-focused AR would result in higher levels
of fear, perceived threat severity, susceptibility, outcome
expectancy, and message minimization compared to the control
group. Compared with participants in the control (P=.43),
message minimization scores of those in the self-focus AR ×
reinforcement condition were not significantly different. This
was also the case for outcome expectancy (P=.41) and fear

(P=.23) (Figure 10). However, perceived threat severity and
susceptibility had significant findings.

For perceived threat severity, median scores for the self-focus
AR × reinforcement and control groups were 6.25 and 6.00,
respectively (Figure 11); the two groups’ distributions differed
significantly (Mann-Whitney U=1983, P=.03). Regarding
perceived threat susceptibility, median scores for the self-focus
AR × reinforcement and control groups were 6.00 and 5.33
(Figure 12); the two groups’ distributions differed significantly
(Mann-Whitney U=1897.0, P=.01). Our results partially
supported H1 regarding perceived threat severity and
susceptibility; however, we did not find support for outcome
expectancy, fear, and message minimization.

Figure 10. Responses for outcome expectancy. Responses are strongly skewed toward higher levels of agreement for all conditions, indicating a ceiling
effect. AR: augmented reality.

Figure 11. Significantly higher levels of perceived threat severity among participants in the self-focus augmented reality (AR) × reinforcement condition
compared to the control condition. No significant differences were found between the control group and the other conditions.

Figure 12. Significantly higher levels of perceived threat susceptibility among participants in the self-focus augmented reality (AR) × reinforcement
condition compared to the control condition. No significant differences were found between the control group and the other conditions.

Additional analysis revealed that the use of self-focused AR
and vicarious reinforcement individually did not impact
measured predictors of intention, except for in the case of fear.
When compared with participants in the control condition, those
in the reinforcement condition (without self-focused AR) did

not have a significant difference in medians for outcome
expectancy (P=.48), threat severity (P=.39), susceptibility
(P=.40), fear (P=.10), and message minimization (P=.47).
Conversely, when compared to the control, those in the
self-focused AR condition (without vicarious reinforcement)
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did not have a significant difference in medians for outcome
expectancy (P=.26), threat severity (P=.21), susceptibility
(P=.45), and message minimization (P=.39). Median scores for
the self-focused AR and control groups were 5.0 and 5.3
(U=1950.5, P=.04).

A mediation model was used to test whether self-focus AR ×
reinforcement affects behavioral intention through perceived
threat susceptibility and perceived threat severity (Figure 13).
We found a significant indirect effect of self-focus AR ×
reinforcement on intention with perceived threat severity as the
only mediator (b=.06, 95% CI 0.02-0.12, SE 0.02), but not with
perceived threat susceptibility as the only mediator. In addition,
a significant indirect effect of self-focus AR × reinforcement
on intention was found when both perceived threat susceptibility
and threat severity were included as serial mediators (b=.06,
95% CI 0.02-0.12, SE 0.03). These results indicate that although
the self-focus AR × reinforcement condition does not directly
affect intention in this study, its effect on threat susceptibility
and threat severity results in an indirect effect on intention. A
separate mediation model was used to investigate whether
self-focus AR × reinforcement affects perceived threat severity
through perceived threat susceptibility. A significant indirect
effect of self-focus AR × reinforcement on perceived threat
severity through perceived threat susceptibility was found
(b=.26, 95% CI 0.08-0.45, SE 0.09).

Although fear was not significantly different from the control,
we investigated whether fear or message minimization impacted
intentions for those in the self-focus AR × reinforcement
condition. First, a mediation model was used to test whether
self-focus AR × reinforcement affects perceived fear through
perceived threat susceptibility and perceived threat severity
(Figure 14). A significant indirect effect of self-focus AR ×
reinforcement on fear was found with perceived threat severity
as the only mediator (b=.16, 95% CI 0.05-0.29, SE 0.06) and
with perceived threat susceptibility as the only mediator (b=.13,
95% CI 0.04-0.22, SE 0.05). In addition, a significant indirect
effect of self-focus AR × reinforcement on fear was found when
both perceived threat susceptibility and threat severity were
included as serial mediators (b=.15, 95% CI 0.05-0.28, SE 0.06).

Next, a mediation model was used to test whether the self-focus
AR × reinforcement condition affects behavioral intention
through fear. A significant indirect effect of the self-focus AR
× reinforcement condition on intention was found with fear as
the mediator (b=.07, 95% CI 0.01-0.16, SE 0.04). An additional
model tested whether the self-focus AR × reinforcement
condition affects message minimization through fear, threat
severity, or threat severity. A significant negative indirect effect
of the self-focus AR × reinforcement condition on message
minimization was found with severity as the mediator (b=–.07,
95% CI –0.16 to –0.008, SE 0.04. A negative serial mediation
effect with susceptibility and severity was also found (b=–.07,
95% CI –0.16 to –0.008, SE 0.04).

Figure 13. The self-focus augmented reality (AR) × reinforcement, susceptibility, severity, and intention mediation model. The self-focus AR ×
reinforcement condition resulted in an indirect effect on intention through threat susceptibility and threat severity. This condition also had an indirect
effect on perceived threat severity through perceived threat susceptibility.

Figure 14. The self-focus augmented reality (AR) × reinforcement, susceptibility, severity, and fear mediation model. The self-focus AR × reinforcement
condition resulted in an indirect effect on fear through threat susceptibility and threat severity.

Effects of Using an Avatar on Outcome Expectancy,
Fear, Threat Severity, Threat Susceptibility, and
Message Minimization (Hypothesis 2)
Hypothesis 2 proposed that combining vicarious reinforcement
and self-focused AR while using an avatar would result in higher
levels of positive outcome expectancies, fear, perceived threat
severity, perceived threat susceptibility, and message

minimization when compared to a control. Compared to the
control, those in the avatar condition did not have significantly
different levels of outcome expectancy (P=.42), severity (P=.49),
susceptibility (P=.15), fear (P=.23), or message minimization
(P=.17).

User Feedback
At the end of the questionnaire, we asked participants to enter
optional free-form text about the study. Themes among the
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responses included impact on knowledge, risk perception
formation, and challenges with the self-focus AR ×
reinforcement condition. Several participants in the
reinforcement condition provided generalized statements that
the study was educational and helpful. The following comments
from the self-focused AR group provided more details.

I thought the handwashing animation together with
the illustration of where dirt is cleaned from the hands
was very informative. [P1]

Some participants learned a new technique or strategy:

I learned some new handwashing techniques!
(Particularly, locking your hands together by curling
your fingers into each other to get the backs of the
fingers). [P2]

I hadn’t thought about separately lathering and
washing my thumbs. [P3]

Comments on personal concerns about risk indicate that future
work measuring these variables may consider the time spent
around others vs alone and personal risk:

I answered questions knowing that my husband’s and
my job allow us to work from home, which decreases
our risk significantly, and that most of my family lives
in a rural area, also less susceptible to infection. [P4]

I know that I take it way more seriously due to the
cancer treatment drug I take than most of my friends
and peers because if I get it, I am not strong enough
to fight it off. I think that factors in way more than
friends and family risk, at least for me personally.
[P5]

Lastly, a few participants in the self-focus AR × reinforcement
group expressed confusion about the design. P7, for example,
expressed difficulty in positioning themselves on the screen.

It was an interesting survey, but the instruction given
for the hand part was kind of hard to complete
because the outline of the hands and the picture did
not match. However, I tried my best to make it work.
[P7]

Found the movements in the video hard to follow
along with, but I tried my best! [P8]

The handwashing directions confused me. At first, I
didn’t understand that I wasn’t supposed to mimic
the exact instructions. [P9]

The responses of P8 and P9 suggest that participants may have
practiced along with the video animation. Practicing was not a
requirement of participation but appeared to be a trend among
those in this condition.

Discussion

This study explored the impact of self-focus and vicarious
reinforcement design interventions on psychological predictors
of behavior change during the COVID-19 pandemic. Our results
showed that combining self-focused AR with vicarious
reinforcement increases perceived threat severity and threat
susceptibility and could potentially impact behavioral intentions.

Behavior Intention and Outcome Expectancy
Our results did not show any direct effects on behavioral
intention (Figure 9). Given the severity of COVID-19, we
expected these findings to result from a ceiling effect, as similar
studies on behavior messaging strategies have found during
COVID-19 [37,38]. A surprising finding was the lack of impact
of the design interventions on outcome expectancy; however,
this also appears to result from a ceiling effect (Figure 10),
possibly resulting from the surge of news messaging surrounding
hand hygiene’s role in mitigating risk during COVID-19. News
segments showed the impact of hand hygiene using blacklights
[39] to simulate how hand washing reduces viruses’ presence,
which may have helped combat any disbelief. Due to the ceiling
effect, our findings require replication studies post–COVID-19
or studies that include intention and outcome expectancy
measures less susceptible to the ceiling effect to investigate the
impact of self-focused AR and vicarious reinforcement.

Perceived Threat Severity, Threat Susceptibility, Fear,
and Intention
Our findings also revealed interesting relationships between the
self-focus AR × reinforcement condition, perceived threat
severity, threat susceptibility, fear, and intention. Mediation
models showed the self-focus AR × reinforcement condition to
positively affect intention and fear through increased perceived
threat susceptibility and threat severity. We found self-focus
AR × reinforcement to increase perceived threat severity through
increased perceived susceptibility. Lastly, we found self-focus
AR × reinforcement to indirectly affect intention with fear as
the mediator. These results suggest that design strategies that
layer a health threat directly on an individual’s reflection may
increase one’s perceived threat susceptibility, threat, severity,
fear, and indirectly behavioral intention. While such strategies
might help meet behavior change design objectives, it is
essential to note the potential consequences of designs that
increase fear, especially in the context of a public health
emergency.

Based on the EPPM, Li [22] tested a model for protective
behaviors during a public health emergency with a study during
the Ebola outbreak of 2014. The study found perceived threat
to have a significant effect on fear and fear controls. Our study
partially supports these findings, indicating an impact of threat
severity on fear but not a significant positive effect of fear on
message minimization (a fear control mechanism). The
danger/fear control responses and the impact of self-focused
AR likely varies for each health behavior context, as levels of
fear will be different for each health threat. While our study did
not show adverse effects, researchers and designers should still
use caution if utilizing similar design techniques to effect
behavior change. More research is needed on the adverse effects
of fear concerning triggering fear control mechanisms through
design interventions. In addition, increased fear could have
mental health implications. Harper et al [20] found fear of
COVID-19 to be a positive predictor of behavior change and
fear to be correlated with decreased physical and environmental
quality of life. Given our findings, designers must investigate
the extent to which a design strategy that involves self-focused
AR with a health threat increases fear.
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Independent Use of Self-focused Attention and
Vicarious Reinforcement
Self-focused AR and vicarious reinforcement embedded as
features independently (versus combined) did not show a
significant result on any of the tested predictors of behavior
change except fear. We provide a few possible explanations for
these results. First, regarding mirror self-focus, threat severity,
and susceptibility, there may have been too large of a time gap
between when participants reviewed the health information
provided and when they looked at their self-reflection. In the
conditions combining the features, there was content on the
screen, reminding participants of the threat at hand. Future work
may account for this difference by providing text-based
information over one’s reflection. Second, regarding vicarious
reinforcement and outcome expectancy, Figure 10 indicates the
presence of a ceiling effect. This study may need to be replicated
for a different health threat or mitigating behavior that wouldn’t
have as many positive, strong outcome expectancy beliefs.

Limitations and Future Work
It is important to note that this research took place during a
long-term global public health emergency with restrictions on
lifestyles that can take a while to get adjusted to. Health
perceptions related to current circumstances are subject to
change throughout the lifecycle of a pandemic. Our findings
warrant replication studies that consider changes in severity,
government mandates, social perceptions, and the availability
and range of tools for risk mitigation (vaccines/medication,
personal protective equipment, etc).

The data used in this study are self-reported and susceptible to
response biases, specifically social desirability bias. Due to the
severity of the pandemic, government mandates, news coverage,
and social discussions may have increased the pressure to
respond in ways that align with social norms. Future work
should aim to use methods to decrease the impact of this
limitation.

It is important to note that focusing on individual constructs
may create an ineffective design system if the construct only
works in combination with other constructs [40]. This should
be taken into consideration as self-focused AR is explored in
the future, possibly adding measures for other behavior change
constructs such as normative beliefs and social facilitation.

While our study indicates that combining self-focused AR with
vicarious reinforcement may affect health behavior change by
influencing threat severity and susceptibility, we lack a
data-driven explanation of why. Future work may benefit from
the inclusion of quantitative measures for self-focused attention
to compare with severity and susceptibility scores.

Future work may lend itself to developing experimental methods
to explore the extent to which self-monitoring, reflective
thinking, self-evaluation, and emotion management naturally
occur (or do not occur) when using self-focused AR. Conducting
these experiments will provide deeper insights into how
self-focused AR impacts the psychological mechanism related
to behavior change and possibly inspire experiments on how
the combination of self-focused attention and other design
features could enhance this effect.

According to user feedback, future work should also consider
accounting for time spent around others vs alone and personal
health when measuring perceived threat severity. Responses
also indicate that when measuring perceptions about new
messaging, participants should be instructed to respond based
on their preferred news source to limit confusion related to the
different opinions they hold for individual new sources.

Two comments from the user feedback indicated that
participants might have been actually practicing handwashing
movements while viewing the animation. During the screenshot
verification process, it was noted whether a participant was
observed practicing along with the handwashing video.
Practicing was not a requirement of participation and was not
mentioned in any instructions provided to them. A total of 32
out of 63 participants were observed practicing along with the
video in the self-focus AR × reinforcement condition. The
self-focused AR and avatar conditions had 7 and 6 individuals
observed practicing, respectively. These results cannot be used
to make any claims due to the study’s technical setup. Those in
the self-focus AR × reinforcement group were instructed to
have their hands in view of the camera. Those in other
conditions may have practiced off-camera. However, as
practicing may affect behavior, this is another potential area for
future research.

Conclusion
As self-focused AR technologies grow in popularity, it is
important to understand how such experiences could impact
perceptions, emotions, and behavioral intentions. Previous
research [5,12-14,28] has explored self-focused AR to varying
degrees revealing a potential impact on health behavior. Our
study expands upon this work by combining self-focused AR
and vicarious reinforcement. Doing so helped to reveal insights
about the impact of each feature on perceptions and emotions
as they relate to behavior change.

We found that displaying germs disappearing directly from the
user’s self-reflection during a handwashing animation will result
in higher scores for perceived threat severity and susceptibility
when compared to the control or conditions that implemented
self-reflection and a display of germs disappearing separately.
Increased perceived severity and susceptibility were found to
increase behavioral intention. These findings indicate that
combining self-focused AR with vicarious reinforcement may
be an effective strategy for health communication designers.
However, we also voice concern about the possible adverse
effects of heightening levels of fear as a design strategy. While
our study did not show concerning results, prior research
indicates that heightening fear as a health communication
strategy can lead to defensive reactions (versus changing
behavior) [22,25] and can lower quality of life [20]. We
recommend that this be taken into consideration by designers
whenever augmenting self-focused attention with a health threat,
especially during a public health emergency, as fear may already
be at concerningly high levels. Future research should further
investigate the role of fear, perceived threat severity, and threat
susceptibility when using self-focused AR in health contexts
and design strategies for maintaining the well-being of the user
while inspiring behavior change.
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Abstract

Background: Health care professionals (HCPs) routinely have questions concerning the medications they are recommending.
There are numerous resources available; however, each has its own advantages and disadvantages.

Objective: The purpose of this survey was to gain knowledge of the preferred methods and sources HCPs use to obtain information
concerning medications.

Methods: A total of 511 HCPs (202 physicians, 105 pharmacists, 100 advance practice nurses, 53 registered nurses, and 51
physician assistants) were surveyed through a third-party market research firm. All participants were practicing in the United
States. Individuals working for a pharmaceutical company were excluded. The survey collected demographics, frequency of
searching medical information, types of questions searched, sources of medical information, and rationale for preferred and
nonpreferred sources of medical information. Use of medical information resources were rated on a 5-point ordinal scale. Data
were analyzed with descriptive statistics.

Results: Of the 511 respondents, 88.5% (452/511) searched for medical information either daily or several times per week. The
most common questions involved dosing and administration, drug-drug interactions, adverse events and safety, clinical practice
guidelines, and disease state information. The main rationale for using specific medical websites or apps and general online search
engines frequently or very frequently was ease of use (medical websites or apps: 269/356, 75.6%; general online search engines:
248/284, 87.3%). Accuracy was the main rationale for frequent or very frequent use of medical literature search databases (163/245,
66.5%), prescribing labels or information (122/213, 57.3%), and professional literature (120/195, 61.5%). The main reason for
rarely or never using specific medical websites or apps and medical literature search databases was unfamiliarity (medical websites
or apps: 16/48, 33%; medical literature search databases: 35/78, 45%); for general online search engines, inaccuracy (34/54,
63%); and for prescribing labels or information and professional literature, excessive time (prescribing labels or information :
54/102, 52.9%; professional literature: 66/106, 62.3%). The pharmaceutical company was sometimes used as a resource for
medical information. When the medical information department was used, the call center and the website were considered thorough
and complete (call center: 14/25, 56%; website: 33/55, 60%). However, the rationale for not using the call center was the time
required (199/346, 57.5%) and the website being unfamiliar (129/267, 48.3%).

Conclusions: The driving forces in the selection of resources are accuracy and ease of use. There is an opportunity to increase
awareness of all the appropriate resources for HCPs which may aid in their daily clinical decisions. Specifically, pharmaceutical
company medical information departments can help fulfill this need by addressing two major challenges with use of the
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pharmaceutical company: lack of awareness of medical information services and the speed at which responses are disseminated.
Overall, there is lack of understanding or appreciation of the range of pathways to obtain published information and knowledge
from pharmaceutical company medical information services. Among the many challenges resource champions will face are the
ability to effectively make resources and their platforms accessible, known, and useful to the scientific community.

(J Med Internet Res 2021;23(6):e25868)   doi:10.2196/25868

KEYWORDS

information-seeking behavior; access to information; internet; physicians; nurses; pharmacists; medical literature; databases;
search tools; medical information

Introduction

Health care professionals (HCPs) routinely seek medical
information concerning the therapies recommended or used to
manage and treat their patients. The US Food and Drug
Administration (FDA) approved over 100 novel medications
between 2019 and 2020 with a trend for increasing annual
approvals over the last decade [1]. Meanwhile, medical
information resources that HCPs use to address questions and
issues in caring for their patients are growing and expanding
[2].

HCPs have a wide variety of options for seeking answers to
their questions. The number of resources has expanded and now
includes drug aggregate platforms (Epocrates, MicroMedex,
Up-to-Date, Medscape), medical information departments,
professional journals, prescribing labels, electronic health record
systems, textbooks, search engine websites, and academic drug
information centers [2]. Although the drug aggregate platforms
provide a wealth of information, these databases may contain
misinformation [3]. In a 2020 study of neurologists, online
resources were preferred (96%) compared to offline resources
(47%) [4]. According to the 2013 study by Kritz [5], physicians
used online resources for medical information; however, access
to quality information was a barrier of note.

Medical information services offered by pharmaceutical
companies can provide evidence-based, scientifically balanced,
accurate, truthful, nonmisleading responses to unsolicited
inquiries from HCPs. These unsolicited inquires can be questions
concerning the FDA-approved product labels or questions
beyond the labeled information. The responses to these inquiries
conform with internal procedures and policies as well as with
the FDA draft guidance document [6].

Previous literature has suggested that ease of access and quality
are important factors when physicians or medical students search
for medical information [7]. For example, in a 2009 survey,
92% of physicians reported clicking results toward the top of a
page when searching for medical information online [8]. Search
engine algorithms are continually updating and adapting in an
effort to improve the search results, identify high quality content,
and devalue lower-quality content [9]. However, online access
alone may not be enough, as barriers such as time constraints
confounded by password or account creation requirements on
some medical information department websites may impede
use of these resources. Another key component noted in past
surveys is that HCPs consider current information from a trusted
source as high-quality information [7]. Overall awareness,

access, and trust have been discussed as important factors HCPs
consider when deciding on medical information resources [2].
In a comprehensive literature review of more than 30 studies,
Davies et al [10] found that the majority of research focused
predominantly on physicians and the type of information they
sought. A key barrier to physicians’ search for information was
the time needed to perform the search effectively. The studies
on this topic [2,7-10], most of which are outdated, highlight the
lack of published literature on this subject, particularly
evaluations on the search preferences of HCPs apart from those
of physicians.

Given the numerous resources HCPs can use today for searching
or requesting medical information, there is a need to better
understand their search preferences, processes, and barriers to
using these resources. Therefore, the purpose of this study was
to gain knowledge about the frequency, preferred methods, and
most common sources HCPs use to obtain medical information.
An additional goal was to evaluate and categorize the rationale
of HCP choices with the aim of enhancing medical information
services within pharmaceutical companies.

Methods

A deidentified, web-based, qualitative survey was designed by
members of phactMI to collect the opinions of HCPs concerning
their search preferences for medical information. Surveys were
distributed through a third party platform (Dynata market
research organization). Recruitment and participation were
communicated via email through Dynata. Participants received
a unique identifier that did not reveal their identity to the study
team. The survey was administered once and was open for 1
week in March 2019.

HCPs (physicians, pharmacists, nurse practitioners or advance
practice nurses, registered nurses, and physician assistants)
received an email inviting them to participate in the survey.
These HCPs were registered with the third-party surveying
platform, Dynata. The survey was distributed to a panel of
verified HCPs and was available until the prespecified
convenience sample was obtained. A sample size of 202
physicians, 105 pharmacists, 100 advance practice nurses, 53
registered nurses, and 51 physician assistants was chosen and
felt to be representative of those HCPs who contact the typical
mid- and large-size pharmaceutical companies’ medical
information departments. Registered HCPs responded to
qualifying questions based on the inclusion and exclusion
criteria. Participants were included based on their profession
(practicing physician, pharmacist, nurse practitioner or advanced
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practice nurse, registered nurse, and physician assistant) and
their country of practice (the United States). Participants who
were not currently practicing or who were employed by a
pharmaceutical or biopharmaceutical company were excluded.
Once 511 qualified respondents completed the survey, the
recruitment period ended. Participants were asked for their
consent to participate in the survey prior to survey
administration. Dynata follows the International Chamber of
Commerce/European Society for Opinion and Marketing
Research (ICC/ESOMAR) International Code on Market,
Opinion, and Social Research and Data Analytics.

The survey collected information regarding HCPs’
demographics (HCP type, years of practice, specialty, and
practice setting) and their search preferences and processes. The
survey took about 10 minutes and consisted of 13 questions.
Questions in the survey included frequency of searching for
medical information, inquiry categories, sources of medical
information used, and rationale for preferred and nonpreferred
sources of medical information. The survey consisted of multiple
choice questions, ranking, and, to a lesser extent, a free-text
field. Based on responses given throughout the survey,
additional information was ascertained regarding reasons why
or why not certain sources of medical information were preferred

or not preferred. See Multimedia Appendix 1 for the full list of
survey questions and available responses.

Descriptive analysis of data was conducted. Data were analyzed
based on the entire cohort as well as on profession, specialty,
and years in practice. Chi-square and Fisher exact tests were
used for categorical data.

Results

Demographics
Based on the convenience sample set, a total of 511 health care
professionals in the United States were included in the survey,
comprising physicians (202/511, 39.5%), pharmacists (105/511,
20.5%), nurse practitioners or advanced practice nurses
(100/511, 19.6%), registered nurses (53/511, 10.4%), and
physician assistants (51/511, 10.0%). The most common practice
settings represented included private practice (211/511, 41.3%),
community hospitals (127/511, 24.9%), and academic or
teaching hospitals (102/511, 20.0%). Consistent with the
dominant practice settings in this survey, almost half (249/511,
48.7%) of all respondents worked in primary care. Moreover,
80.2% (410/511) of those surveyed had been in practice for ≥
11 years. See Table 1 for additional details.
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Table 1. Demographics.

PAe, n (%)RNd, n (%)NP/APNc, n (%)Pharmacists, n (%)Physicians, n (%)All HCPsb, n (%)Practice settinga

51 (10)53 (10)100 (20)105 (21)202 (39)511 (100)All settings

29 (57)8 (15)41 (41)1 (1)132 (65)211 (41)Private practice

9 (18)13 (25)24 (24)16 (15)40 (20)102 (20)Academic/teaching hospital

8 (16)17 (32)21 (21)21 (20)60 (30)127 (25)Community hospital

14 (27)19 (36)26 (26)84 (80)33 (16)204 (40)Otherf

Specialty practice

28 (55)12 (23)57 (57)50 (48)102 (50)249 (49)Primary care

2 (4)7 (13)4 (4)13 (12)10 (5)36 (7)Oncology/hematology

2 (4)5 (9)7 (7)0 (0)11 (5)25 (5)Cardiology

0 (0)1 (2)3 (3)2 (2)11 (5)17 (3)Psychiatry

3 (6)0 (0)2 (2)0 (0)5 (2)10 (2)Orthopedics

0 (0)3 (6)0 (0)1 (1)6 (3)10 (2)General surgery

1 (2)1 (2)3 (3)1 (1)3 (1)9 (2)Endocrinology

0 (0)0 (0)0 (0)0 (0)5 (2)5 (1)Pulmonology

0 (0)0 (0)1 (1)0 (0)4 (2)5 (1)Neurology

1 (2)0 (0)0 (0)1 (1)7 (3)4 (1)Rheumatology

14 (27)24 (45)23 (23)37 (35)43 (21)141 (28)Other

Years in practice

13 (25)30 (57)35 (35)62 (59)90 (45)230 (45)HCPs >20 years

26 (51)14 (26)40 (40)32 (30)68 (34)180 (35)HCPs 11-20 years

12 (23)8 (15)22 (22)11 (10)44 (22)101 (20)HCPs <11 years

aMore than one practice setting could be selected.
bHCPs: health care professionals.
cNP/APN: nurse practitioner/advanced practice nurse.
dRN: registered nurse.
ePA: physician assistant.
fOther practice settings included health maintenance organization (n=73), pharmacy hospital (n=23), pharmacy retail (n=64), managed care (n=6),
research (n=4), long-term care (n=22), and other (n=12).

Frequency of Search
Of the 511 respondents, 452 (88.5%) searched for medical
information either daily or several times per week (Figure 1).
In particular, 92.6% (187/202) of physicians surveyed search
for medical information either daily or several times per week,
compared to 87.6% (92/105) of pharmacists, 89.0% (89/100)

of advance practice nurses, 70% (37/53) of registered nurses,

and 92% (47/51) of physician assistants (X2
4=49.51; P<.001).

Overall, 90.1% (91/101) of respondents with 10 years of practice
or less and 88.0% (361/410) of respondents with 11 or more
years of practice searched for medical information daily or
several times per week.
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Figure 1. Frequency of medical information searches. APN: advanced practice nurse; DO: Doctor of Osteopathic Medicine; MD: medical doctor; NP:
nurse practitioner; PA: physician assistant; PharmD: Doctor of Pharmacy; RN: registered nurse; RPh: registered pharmacist.

Inquiry Type
The most common questions across all HCP types concerned
dosing or administration (428/511, 83.8%), drug-drug
interactions (389/511, 76.1%), adverse events and safety

(361/511, 70.6%), clinical practice guidelines (342/511, 66.9%),
and disease state information (283/511, 55.4%; Figure 2).
Overall, there were no significant differences between the
professions and the type of information they were looking for.

Figure 2. Information typically sought by healthcare professionals. APN: advanced practice nurse; DO: Doctor of Osteopathic Medicine; MD: medical
doctor; NP: nurse practitioner; PA: physician assistant; PharmD: Doctor of Pharmacy; RN: registered nurse; RPh: registered pharmacist.

Search Tools
More than half (58.7%, 300/511) of respondents indicated
searching for medical information from a desktop, laptop, or
workstation a majority (ie, >50%) of the time as opposed to the
25.6% (131/511) of respondents who used a mobile device the
majority of the time. Specific medication websites or apps were

frequently or very frequently searched by 69.7% (356/511) of
the respondents. Furthermore, 55.6% (284/511) of HCPs
surveyed use general online search engines such as Google or
Yahoo frequently or very frequently. Medical literature search
databases, prescribing labels or information, professional
literature, and company resources were accessed less frequently
(Figure 3).
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Figure 3. Frequency of use of major information sources.

Differences in the search option used were observed based on
the number of years in practice. Overall, 24.8% (25/101) of the
less experienced respondents (10 years of practice or less) versus
36.8% (151/410) of the respondents with 11 years or more of
practice reported sometimes using general online search engines;
79.2% (80/101) of the less experienced respondents versus
67.3% (276/410) of the more experienced respondents reported
frequent or very frequent use of specific websites or app for
their searching needs; 29.7% (30/101) of the less experienced

respondents versus 39.3% (161/410) of the more experienced
respondents reported rarely or never using electronic health
record information; and 67.3% percent (69/101) of the less
experienced respondents reported rarely or never using social
media versus 78.0% (320/410) of the more experienced group
(Figure 4). Differences in the search option used stratified by
the number of years in practice did not reach statistical
significance.

Figure 4. Search option preference based on years of practice.
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In the analysis regarding the frequency of use of search options,
UpToDate ranked highest among all individual sources of
medical information (excluding general online search engines).
The drug-specific website was the most frequently used resource

by those contacting the pharmaceutical company directly.
PubMed and MEDLINE were the most popular literature search
databases used. Facebook, Sermo, and Instagram were the most
popular social media platforms used (Figure 5).

Figure 5. Frequency of use of source information. FDA: Food and Drug Administration; HCP: health care professional.

Reasons for Frequent or Infrequent Use of Search
Options
Ease of use was the rationale for the frequent or very frequent
use of specific medication websites or apps (269/356, 75.6%)
and general online search engines (248/284, 87.3%; Table 2).
Accuracy was the major rationale for frequent or very frequent
use of medical literature search databases (163/245, 66.5%),
prescribing labels or information (122/213, 57.2%), and
professional literature (120/195, 61.5%). The main reason for
infrequent (rarely or never) use of specific medication websites
or apps (16/48, 33%) and medical literature search databases
(35/78, 44.9%) was unfamiliarity; for general online search
engines, inaccuracy (34/54, 63%); and for prescribing labels or
information (54/102, 52.9%) and professional literature, time
(66/106, 62.2%; Table 2).

In general, there was low usage of the pharmaceutical company
(medical information website, medical science liaison, or sales
representative). HCPs in the setting of a hospital pharmacy
(6/23, 26%) and retail pharmacy (16/64, 25%) were more likely
than those in an academic hospital (16/102, 15.6%) to use the
services of the pharmaceutical company frequently or very
frequently. When the medical information department was used,

the medical information department call center and the website
were considered thorough or complete (14/25, 56% and 33/55,
60%); however, the barriers included excessive time (199/346,
57.5%; 79/267, 29.6%) or unfamiliarity with the service
(118/346, 34.1%; 129/267, 48.3%; Table 2). Similar findings
were reported regarding the pharmaceutical company field
medical teams. For HCPs who frequently or very frequently
contact a sales representative when searching for medical
information, accessibility of the sales representative was the
most stated rationale provided.

There was generally low usage of the medical information
department live chat service, with only 3.7% (19/511) of HCPs
reporting that they use this service frequently or very frequently.
When used, accessibility was the main driver (13/19, 68%). For
the majority of respondents who indicated having rarely or never
contacted the pharmaceutical company via live chat, 33.8%
(133/393) were unfamiliar with the service and 51.9% (204/393)
noted it took too long.

Free-text entries were reviewed. Additional information
regarding practice settings have been included under
demographics (see Table 1); however, data obtained from other
text fields did not provide any useful information and have not
been summarized due to the limited range and number of entries.
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Table 2. Rationale for frequent or very frequent or rarely/never use (N=511).

Drug website,
n (%)

Medical science
liaison, n (%)

Med infoa

website, n (%)
Med infoa call
center, n (%)

Specific web
app, n (%)

Medical literature
database, n (%)

General online
search, n (%)

Rationale by use frequency

169 (33)50 (10)55 (11)25 (5)356 (70)245 (48)284 (56)Frequent/very frequentb

8 (5)1 (2)3 (5)0 (0)6 (2)3 (1)9 (3)No other option

43 (25)12 (24)12 (22)7 (28)210 (59)104 (42)148 (52)Familiarity

58 (34)19 (38)16 (29)11 (44)154 (43)57 (23)177 (62)Responsive/quick

92 (54)19 (38)24 (44)9 (36)269 (76)100 (41)248 (87)Ease of use

70 (41)24 (48)27 (49)11 (44)226 (63)163 (67)53 (19)Accuracy

67 (40)27 (54)33 (60)14 (56)197 (55)137 (56)58 (20)Thorough/complete

94 (56)27 (54)25 (45)13 (52)211 (59)97 (40)168 (59)Accessibility

115 (23)290 (57)267 (52)346 (68)48 (9)78 (15)54 (11)Rarely/neverb

9 (8)7 (2)3 (1)7 (2)5 (10)1 (1)34 (63)Inaccurate

8 (7)56 (19)30 (11)16 (5)8 (17)18 (23)5 (9)Not available at my or-
ganization

34 (30)18 (6)19 (7)23 (7)6 (13)3 (4)28 (52)Not thorough enough

12 (10)26 (9)37 (14)57 (16)3 (6)21 (27)3 (6)Difficult to use

18 (16)67 (23)60 (22)89 (26)12 (25)22 (28)3 (6)Difficult to access

30 (26)120 (41)129 (48)118 (34)16 (33)35 (45)3 (6)Unfamiliar with method

31 (27)90 (31)79 (30)199 (58)10 (21)32 (41)15 (28)Takes too long

aMed info: medical information.
bPercentages in this row are derived from the total number of responses (N=511).

Discussion

Principal Findings
With the lack of recently published information on search
preferences for HCPs, this study provides insights into
frequency, preferred methods, and commonly used sources that
a broad range of HCPs used to obtain medical information.
Overall, 88.5% (452/511) of all HCPs, including almost 95%
of physicians, search for medical information either daily or
several times per week. Data from this study show that HCPs
are using only a few of the aforementioned resources, and many
valuable assets are being underused. Medical literature search
databases, prescribing labels or information, professional
literature, and pharmaceutical company resources were used
less frequently compared to other resources, such as general
online search engines or specific websites and apps. It is
important to note here that general search engines may be used
by HCPs to access specific web-based resources such as
Medscape and WebMD. Potential reasons for low usage can
vary from access issues with literature databases, inability to
find a specific answer to a question from the label, or a lack of
awareness of pharmaceutical resources such as medical
information services or access to company representatives. With
the rapidly expanding bank of scientific data, it is becoming
increasingly important to have access to information from
credible sources.

Taking a closer look at the use of the pharmaceutical company
as a resource, less frequent use was due in part to perceived

barriers which include the length of time it takes to produce
data in response to a specific unsolicited question and the
unfamiliarity of the HCPs with the medical information service
provided. Previous research has documented that HCPs who
use medical information services identify the information as
trustworthy [11,12]. However, among the HCPs who had not
used medical information services, the top 3 reasons were bias
(55%), lack of awareness (41%), and lack of transparency (30%)
[12]. The technological advancement and rise in new tools in
the pharmaceutical and biotech industry have the potential to
better address HCPs’ needs, provided that some work is done
to resolve the existing barriers.

Limitations
One limitation to this study is the inclusion of only US HCPs.
In addition, the demographics of the various HCPs, including
physicians (202/511, 39.5%), pharmacists (105/511, 20.5%),
nurse practitioners or advanced practice nurses (100/511,
19.6%), registered nurses (53/511, 10.4%), and physician
assistants (51/511, 10.0%), was not equally distributed and
might have skewed the data towards physician preferences.
Another limitation is that the survey was qualitative in nature;
therefore, some of the terminology used within the questions
could have been subject to personal interpretation. For example,
the definition of “ease of use” might have been influenced by
an individual’s subjective perception. Another point to consider
is that no information on the current level of digital tool usage
was gathered from the respondents, so it is not clear if the results
might have been influenced by a low level of familiarity with
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digital tools in general. Additional insights from a larger-scale
study with HCPs worldwide would be of interest for comparison.

It is also important to realize the survey was conducted in March
2019, prior to the current global COVID-19 pandemic. Current
remote workflow and reliance on technology could alter the
responses of HCPs if the survey were repeated today, and it is
unclear what the long-term consequences and duration of these
changes will be.

Conclusions
Research has shown that accuracy and ease of use are the driving
forces for HCPs in choosing resources for daily use. Data from
this study show an opportunity to increase awareness of all the
appropriate resources tailored to HCPs which may aid in their
daily clinical decisions. In addition, there is an opportunity for
medical information departments from pharmaceutical and
biotech companies to help fulfill this need by addressing two
major challenges in the use of pharmaceutical companies as a
resource: lack of awareness of these medical information
services and the speed at which responses are disseminated to

HCPs. There is a potential opportunity for medical information
departments and field medical teams (ie, medical science
liaisons) to work together to overcome these perceived barriers
through bringing awareness to the service and increasing
accessibility to HCPs by emphasizing the point that medical
teams are to only provide tailored scientific data in a
nonpromotional manner that most suits their work style and
demand [6].

With a significant push towards evidence-based medicine, there
remains a need for a unified source for medical information that
meets the shifting workstyle needs of practitioners. Optimal
treatment decisions are incumbent on current, high-quality,
nonpromotional data. The results of this research identified gaps
in understanding the numerous ways HCPs obtain published
data and the limited knowledge of medical information services
provided by pharmaceutical and biotech companies. Among
the many challenges resource champions will face are the ability
to effectively make resources and their platforms accessible,
known, and useful for the scientific community. This will further
shape and impact the future of patient outcomes.
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Abstract

Background: The internet is used for information related to health conditions, including low back pain (LBP), but most LBP
websites provide inaccurate information. Few studies have investigated the effectiveness of internet resources in changing health
literacy or treatment choices.

Objective: This study aims to evaluate the effectiveness of the MyBackPain website compared with unguided internet use on
health literacy, choice of treatments, and clinical outcomes in people with LBP.

Methods: This was a pragmatic, web-based, participant- and assessor-blinded randomized trial of individuals with LBP stratified
by duration. Participants were randomly allocated to have access to the evidence-based MyBackPain website, which was designed
with input from consumers and expert consensus or unguided internet use. The coprimary outcomes were two dimensions of the
Health Literacy Questionnaire (dimension 2: “having sufficient information to manage my health;” dimension 3: “actively
managing my health;” converted to scores 1-100) at 3 months. Secondary outcomes included additional Health Literacy
Questionnaire dimensions, quality of treatment choices, and clinical outcomes.

Results: A total of 453 participants were recruited, and 321 (70.9%) completed the primary outcomes. Access to MyBackPain
was not superior to unguided internet use on primary outcomes (dimension 2: mean difference −0.87 units, 95% CI −3.56 to 1.82;
dimension 3: mean difference −0.41 units, 95% CI −2.78 to 1.96). Between-group differences in other secondary outcomes had
inconsistent directions and were unlikely to be clinically important, although a small improvement of unclear importance in the
quality of stated treatment choices at 1 month was found (mean difference 0.93 units, 95% CI 0.03 to 1.84).

Conclusions: MyBackPain was not superior to unguided internet use for health literacy, but data suggest some short-term
improvement in treatment choices. Future research should investigate if greater interactivity and engagement with the website
may enhance its impact.
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Trial Registration: Australian New Zealand Clinical Trials Registry (ANZCTR) ACTRN12617001292369;
https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=372926
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(J Med Internet Res 2021;23(6):e27860)   doi:10.2196/27860
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Introduction

Background
Low back pain (LBP) is the leading cause of disability globally
[1]. Unnecessary and ineffective management inflates its burden
[2], and its impact is worsened by negative messages and beliefs
[3,4]. Access to an evidence-based, consumer-focused tool to
enhance health literacy and empower active participation in
self-management and treatment selection could reduce the
burden. Although tools are available, the evaluation of their
effectiveness is limited.

The internet is a primary source of health-related information
[5-7]. Up to 68% of individuals search for health-related
information on the web [7,8]. Information is sought on the
internet for treatment decision support [7,9,10], self-management
advice [7,9], guidance regarding health care providers [10],
increased knowledge [10,11], and preparation for consultations
[10]. The advantages of the internet are accessibility, high reach,
low cost, and scalability [12]. Unfortunately, most LBP websites
are rated poorly [13-15], do not meet consumers’ needs [16],
provide inaccurate information and treatment recommendations
[17], and use inappropriate language [14]. Although systematic
reviews provide modest evidence of the efficacy of
internet-delivered interventions (eg, cognitive behavioral therapy
[18,19]), whether information resources improve outcomes and
behaviors is unknown.

Objectives
This study aims to evaluate access to an LBP website [20] that
integrates evidence-based LBP information developed through
consumer consultation and expert consensus [21]. We
hypothesize that the MyBackPain website more effectively
improves health literacy (primary outcome), choice of
evidence-based treatments, and clinical outcomes in people with
LBP than unguided use of internet resources.

Methods

Trial Design
We conducted a two-arm pragmatic, web-based, superiority
randomized controlled trial. It was prospectively registered
(Australian New Zealand Clinical Trials Registry
ACTRN12617001292369), and the protocol has been published

[22]. Ethical approval was obtained from the University of
Queensland Ethics Committee (#2017000995). Written informed
consent was obtained from all participants.

Participants
We recruited community participants with current LBP using
newsletters, email lists, consumer groups, websites, social
media, and newsletters to members of a health insurer
(Medibank Private). Inclusion criteria were current LBP of any
duration, aged 18 years and above (no upper age limit), current
residence in Australia, adequate English to use the MyBackPain
website, and internet access. Participants were excluded if they
reported a previous or existing serious spinal pathology (fracture,
cancer, or infection) or specific diagnosis including sciatica
(participants with leg pain but no diagnosis of sciatica were not
excluded), lumbar spinal stenosis, or nerve root compromise.

Procedure
This trial was conducted on the web. Potential participants were
provided with a web link to the participant information sheet
and consent form. Those who consented completed an eligibility
screening form and, if eligible, were invited to complete the
baseline questionnaires. They were given contact details of the
trial coordinator at baseline and at each follow-up assessment
to ask any questions. Data were recorded in REDCap (Research
Electronic Data Capture; hosted at the University of Queensland)
[23,24]. In addition to primary and secondary outcomes, baseline
data included duration of the current pain episode, demographics
(age, gender, height, mass, education, job, and job status), and
details about their low back symptoms (including location,
intensity, duration, frequency, and past treatments; see Table 1
for specific questions and response options).

The participants were sent two reminders to complete the
baseline data. Primary and secondary outcomes were collected
at baseline and at 1, 3, 6, and 12 months after randomization.
Pain intensity (pain visual analogue scale; see Secondary
Outcomes), websites visited, and treatments used were recorded
weekly until 3 months (primary endpoint) and then monthly
until 12 months. Outcome data at each time point were collected
using REDCap (automated email reminders), and up to three
reminders were sent. To encourage retention, participants were
entered into a draw for an iPad mini on completion of all data
collection.
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Table 1. Baseline characteristics of participants by group.

Group 2 (n=214)Group 1 (n=226)Characteristics

53 (24.8)59 (26.1)Acutea, n (%)

161 (75.2)167 (73.9)Chronicb, n (%)

48.1 (14.0)47.8 (14.1)Age at consent (years), mean (SD)

Gender, n (%)

161 (75.2)174 (77)Female

53 (24.8)49 (21.7)Male

0 (0)3 (1.3)Other

169.6 (9.3)168.8 (10.1)Height (cm), mean (SD)

83.7 (20.7)83.7 (20.1)Mass (kg), mean (SD)

27.7 (24.1-32.6)28.9 (24.5-33.6)BMI (kg/m2), median (IQR)

Level of education, n (%)

30 (14)38 (16.8)High school certificate

22 (10.3)25 (11.1)Trade certificate

29 (13.6)37 (16.4)Diploma

13 (6.1)12 (5.3)Advanced diploma

57 (26.6)59 (26.1)Bachelor degree

52 (24.3)36 (15.9)Postgraduate degree

11 (5.1)19 (8.4)Other

Employment status, n (%)

81 (37.9)77 (34.1)Full time/full duties

2 (0.9)8 (3.5)Full time/selected duties

43 (20.1)33 (14.6)Part time/full duties

9 (4.2)22 (9.7)Part time/selected duties

6 (2.8)4 (1.8)Not working/unemployed

1 (0.5)2 (0.9)Not working/employed/retraining

7 (3.3)4 (1.8)Not working/unemployed/retraining

12 (5.6)13 (5.8)Not working/unemployed

53 (24.8)63 (27.9)Not seeking employment

3 (1.4)3 (1.3)Aboriginal/Torres Strait Islander, n (%)

161 (75.2)159 (70.4)Born in Australia, n (%)

12 (5.6)14 (6.2)First experience of LBPc, n (%)

Number of episodes of LBP, n (%)

16 (8)24 (11.3)1-5

23 (11.4)16 (7.5)5-10

10 (5)11 (5.2)10-15

14 (7)7 (3.3)15-20

54 (26.9)63 (29.7)More than 20

84 (41.8)91 (42.9)I am never without LBP

125 (58.4)128 (56.6)Ever been given a diagnosis of LBP, n (%)

155 (72.4)166 (73.5)Have pain or altered sensation in buttocks/legs, n (%)

Had problems with your bowel or bladder function since your back pain started, n (%)
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Group 2 (n=214)Group 1 (n=226)Characteristics

17 (7.9)21 (9.3)Bladder

15 (7)22 (9.7)Bowel

22 (10.3)30 (13.3)Bladder and bowel

160 (74.8)153 (67.7)No

116 (54.2)142 (62.8)Had treatment for current episode of LBP, n (%)

166 (82.6)174 (82.5)Had treatments for previous episodes of LBP, n (%)

134 (62.6)141 (62.4)Have other medical conditions, n (%)

132 (61.7)134 (59.3)Have pain in other part of spine, n (%)

130 (60.7)143 (63.3)Feel pain in other areas of body, n (%)

a<6 weeks duration following period of no pain for at least 4 weeks.
b≥6 weeks duration.
cLBP: low back pain.

Randomization and Allocation Concealment
The study biostatistician prepared the randomization schedule
using stratification permuted block randomization, with block
sizes of 6 to 12 stratified by symptom duration (acute LBP: <6
weeks duration with at least 4 weeks interval from a preceding
episode; chronic LBP: all other presentations). After completion
of baseline data, participants were randomized sequentially
according to the schedule and provided with information
regarding their mode of internet access.

Blinding
Participants and investigators (except the project manager) were
blinded to treatment allocation. All participants were advised
in the participant information sheet that the study aimed to
investigate the impact of internet use on their LBP. To maintain
blinding, all participants recorded the address of any website
visited for information regarding LBP over 12 months. The
intervention group had access to the password-protected
MyBackPain website. The control group was not aware of this
website and was unable to access it until the website was
launched to the public on July 30, 2019, after the primary
endpoint had passed for all participants. Given that all outcome
measures were self-reported, outcome assessments were also
blinded. A blinded biostatistician conducted the data analysis.

Study Treatments

Treatment
Participants randomized to the intervention group were given
access to the MyBackPain website and encouraged to use it.
The evidence-based content and framework of the MyBackPain
website were developed according to consultation and
collaboration with individuals with LBP, clinicians, and an
international expert team [21].

Website development involved distillation of the highest quality
information for acute and chronic LBP into easily understood
resources in multiple formats. Textbox 1 lists the overarching
principles.

Website access required a unique username and password
provided to the intervention group participants. As we intended
to study the natural use of the website, participants were free
to determine how and when they accessed it and the content
they used. Participants could use the website in multiple ways:
self-directed browsing; automated, guided content tailored to
the features of their presentation (evidence-based algorithms
based on a pick-up tool for acute LBP [25] or STarT Back for
chronic LBP [26]); and to opt-in for emails of key messages
about LBP.

Textbox 1. Four overarching principles of the MyBackPain website.

Principles

• To enhance consumer confidence to manage their condition and make evidence-based treatment choices and avoid ineffective, unnecessary or
harmful investigations and treatments

• To demedicalize and normalize low back pain (LBP) with messages that reinforce that back pain is a natural part of life for many and in most
cases can be managed with early return to activity

• To provide tools for individuals to identify the necessity for further investigation, management, or both

• To engage users in healthy behaviors and attitudes to reduce the burden of LBP

Control
Participants randomized to the control group were asked to use
the internet to obtain information about LBP in a self-directed
manner and record the address of any relevant websites weekly

(weeks 1-12) and monthly (months 3-12) web-based diaries.
They did not have access to or knowledge of the MyBackPain
website, at least until after the primary endpoint. We cannot
exclude the possibility that some control participants might have
become aware of and used the site after its launch. At launch,
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89 control participants were yet to complete a long-term
follow-up.

Outcome Measures

Primary Outcome
We used dimensions 2 and 3 of the Health Literacy
Questionnaire (HLQ) [27] as coprimary outcomes to determine
the extent to which participants considered “having sufficient
information to manage my health” and “actively managing my
health,” respectively, at 3 months after randomization. The
validated HLQ includes 44 items in nine dimensions, with each
dimension considered individually [27]. Dimensions 2 and 3
included four items assessed using a 4-point Likert scale
(1=strongly disagree; 4=strongly agree), converted to a score
of 0 to 100 for analysis. The survey’s preamble asked
participants to consider their LBP when answering.

Secondary Outcomes
Secondary outcomes were (1) other HLQ dimensions, (2) quality
of treatment choices, and (3) clinical outcomes. Secondary
measures from the HLQ were dimensions: 1 (“feeling
understood and supported by healthcare providers”) and 4-9
(“social support for health;” “appraisal of health information;”
“ability to actively engage with healthcare providers;”
“navigating the healthcare system;” “ability to find good health
information” and “understand health information well enough
to know what to do”), assessed using 4-point (dimensions 1 and
4-5) or 5-point (dimensions 6-9) Likert scales.

The stated and observed quality of treatment choices was
assessed in three ways:

1. Quality of treatment preference (stated): participants
indicated on a 5-item scale (effective, somewhat effective,
unsure, not very effective, and not effective) the degree to
which they considered a subset of 10 treatments discussed
in the MyBackPain website to be effective for LBP in
response to the question “Do you think these treatments are
effective for people’s back pain? Note: think broadly about
back pain, not just about your own.” Treatment choices
were scored against the recommendations provided in the
MyBackPain website according to the classifications of
“good evidence,” “may work,” “not enough evidence,”
“unlikely to work,” and “may be harmful” (Multimedia
Appendix 1 shows the scoring matrix; scores from −20 to
+22; a 1-point change would relate to a shift from being
unsure of the efficacy of one treatment that is unlikely to
work to considering it to be not very effective).

2. Quality of treatment preference (observed-scored):
treatments used by participants (diary recording) were
evaluated against the recommendations provided on the
MyBackPain website. Each reported treatment was scored
according to Multimedia Appendix 1 and summed (no upper
and lower limits).

3. Quality of treatment preference (observed-proportion): the
proportion of participants who chose treatments that are,
according to MyBackPain, either recommended (“good
evidence” and “may work”) or considered to have no effect
or be harmful (“not enough evidence,” “unlikely to work,”
and “may be harmful”) were assessed separately. Using

diary data, participants were allocated a score of 1 if they
used at least one recommended treatment and separately if
they used a treatment that was harmful or had no effect.
Proportions with scores of 1 were calculated.

LBP clinical outcomes were measured with the following
validated tools: pain—visual analogue scale of average LBP in
the last week (“no pain” at 0 and “worst pain imaginable” at
100); disability—Roland Morris Disability Questionnaire [28]
(scores from 0 to 24; higher scores indicate more disability);
and quality of life—Assessment of Quality of Life–8 dimension
(utility scores from 0.0 to 1.0, with higher scores indicating
better quality of life).

Adherence to Intervention
We were unable to track the individual use of MyBackPain
because of privacy concerns of the host sites (Arthritis
Australia). We tracked the overall use of the site (number of
sessions; new or returning users) using the Opentracker software.

Sample Size
Sample size calculation was based on an effect size of 0.30 for
the coprimary outcomes. A sample size of 440 participants (a
minimum of 110/440, 25% with acute LBP) was required to
achieve 80% power to detect the desired effect size, type 1 error
of 0.05, and allowing for a 20% loss to follow-up at 3 months.

Statistical Analysis
Data were analyzed using Stata version 16.0 (StataCorp) and
included all participants in their randomized groups
(intention-to-treat). The baseline characteristics of participants
who did and did not provide primary outcomes were compared
using two-tailed t tests or chi-square tests. Missing continuous
outcomes were imputed using chained equations with predictive
mean matching and five nearest neighbors, and missing binary
outcomes were imputed using logistic regression imputation
models with chained equations. The data were imputed
separately for each randomized group. Imputation models for
continuous outcomes included all baseline variables and all
outcome variables, where possible. Imputation models for binary
variables omitted binary baseline variables and outcome
variables because of the potential for perfect prediction,
including only continuous baseline variables. Estimates from
40 imputed data sets were combined using the Rubin rules [29].

For the primary outcomes and continuous secondary outcomes,
mean differences between groups were estimated at each time
point using longitudinal linear mixed-effects models. These
models included all data from 1, 3 (primary endpoint), 6, and
12 months as outcomes for each participant. The models
included an interaction between month and randomized group
as a fixed effect and random intercepts for participants. Models
were adjusted for baseline values of the outcome and
stratification variables (symptom duration). Similar longitudinal
logistic regression models were used for secondary binary
outcomes, with results presented as odds ratios and risk ratios
at each time point. Model assumptions and the validity of the
imputed data sets were assessed using standard diagnostic plots.
No statistical adjustments were made for multiple testing.
Complete case analyses were also performed.
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Results

Recruitment was conducted from December 6, 2017, to January
16, 2019, with follow-up completed on January 16, 2020. We
enrolled 453 participants who completed the baseline assessment
(Figure 1). In total, 13 withdrew (different time points), and
their data were excluded from the analysis. The groups were
similar at baseline (Multimedia Appendix 2). Loss to follow-up
at the primary endpoint (3 months) was 26.1% (59/226) in the
control group and 28% (60/214) in the MyBackPain group.
Those lost to follow-up were younger and had fewer previous
episodes of LBP (Multimedia Appendix 2).

For the primary outcomes at 3 months, between-group
differences in dimensions 2 (mean difference −0.87 units, 95%
CI −3.56 to 1.82) and 3 (mean difference −0.41 units, 95% CI
−2.78 to 1.96) of the HLQ were small with wide CIs
(Multimedia Appendix 3).

For secondary outcomes, the MyBackPain group scored greater
for treatment choice (stated) than the control group at 1 month
(−0.91 units, 95% CI 0.16 to 1.67), but differences beyond that
time point were of inconsistent direction and unlikely to be
clinically significant (Multimedia Appendix 3), as was the
observed proportion of participants selecting a recommended
treatment at all time points (Table 2). Between-group differences
in other secondary outcomes (other HLQ dimensions and clinical
outcomes) at any time point were of inconsistent direction.

The results for the complete case analysis were similar
(Multimedia Appendices 4 and 5), except that more participants
(observed-proportion) in the treatment group were likely to
select a recommended treatment (odds ratio 5.76, 95% CI 1.01
to 32.71; risk ratio 1.29, 95% CI 1.01 to 1.58) at 3 months (Table
2).

Up to the launch date (after the primary endpoint for all
participants), the MyBackPain website was accessed an average
of 3.4 times, each by 183 unique users. This represented 85.5%
(183/214) of the patients allocated to the MyBackPain group.

Figure 1. CONSORT (Consolidated Standards of Reporting Trails) flow diagram. LBP: low back pain.
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Table 2. Participants choosing treatment types (the binary outcomes)a.

P valueRisk ratio (95% CI)MyBackPainControlTreatment
type and
month

Number missing
(n=214), n (%)

Participant,
n (%)

Total, partici-
pant, n

Number missing
(n=226), n (%)

Participant,
n (%)

Total, partici-
pant, n

Observed treatment choice harmful or no effect

.791.07 (0.55-1.59)151 (70.6)17 (26.9)63143 (63.2)20 (24.1)831

.351.39 (0.56-2.23)162 (75.7)13 (25)52153 (67.7)12 (16.4)733

.300.76 (0.30-1.22)147 (68.7)11 (16.4)67159 (70.3)11 (16.4)676

.830.94 (0.40-1.48)142 (66.3)10 (13.8)72137 (60.6)18 (20.2)8912

Observed treatment choice recommended

.260.89 (0.69-1.08)151 (70.6)40 (63.5)63143 (63.2)55 (66.2)831

.940.99 (0.78-1.20)162 (75.7)37 (71.1)52153 (67.7)49 (67.1)733

.130.84 (0.64-1.05)147 (68.7)47 (70.1)67159 (70.3)54 (80.6)676

.910.99 (0.78-1.20)142 (66.3)54 (75)72137 (60.6)65 (73)8912

aOdds and risk ratios are calculated using multiply imputed data. Counts and percentages calculated using the observed data only.

Discussion

Principal Findings
The results of this study showed that the natural use of a
web-based information-only resource (MyBackPain [20]) did
not improve the two dimensions of health literacy more than
self-guided access to web-based LBP information. Use of the
website did not achieve better outcomes for other secondary
measures of clinical features of pain, disability, quality of life,
or other aspects of health literacy, except for the stated and
observed selection of recommended treatments at one follow-up
time point.

Interpretation of Findings
MyBackPain is a website for individuals with LBP that was
developed with extensive consumer input to ensure that content
and design are aligned with patient needs and preferences [21].
The website’s intention is to enhance an individual’s capacity
or confidence to manage their condition, including decision
support for the selection of effective treatments. The primary
outcomes for this randomized controlled trial were selected to
reflect this goal with respect to “having sufficient information
to manage my health” or “actively managing my health.”
Contrary to our hypothesis, the use of the MyBackPain website
did not achieve greater improvement in these domains than the
unguided use of the internet. However, the finding that access
to MyBackPain achieved greater improvement in stated
treatment choices at 1 month provides preliminary evidence for
the improvement of active management of their condition.

Health literacy is defined as “the cognitive and social skills
which determine the motivation and ability of individuals to
gain access to, understand and use information in ways which
promote and maintain good health” [30]. Health literacy extends
beyond the provision of information to the empowerment of
individuals to use information [27]. The use of MyBackPain
did not more effectively modify an individual’s perception of

their ability to manage their own health than unguided use of
the internet, but the data suggest some short-term improvement
in treatment choices. One interpretation is that improvement in
these elements of health literacy may be satisfied by the general
use of information on the internet but that the quality of the
resulting actions (ie, treatment selection) depends on the quality
of the information provided. The control group’s lower treatment
choice scores concur with a recent review that identified only
43.3% of treatment recommendations provided by freely
accessible websites were accurate [17]. The treatment
recommendations provided in MyBackPain are based on expert
panel consensus.

On the basis of population data for the HLQ domains from the
Australian Bureau of Statistics, our sample had similar health
literacy at baseline (dimension 2: our data=mean 3.12, SD 0.6,
vs Australian Bureau of Statistics data for individuals who report
a back problem=mean 3.13, relative SE 0.5; dimension 3: 3.23,
SD 0.6, vs 3.03, SE 0.6). However, our sample had low quality
of life utility scores compared with Australian norms (our data:
mean 0.55, SD 0.22, vs mean 0.799, 95% CI 0.792-0.806 [31]).
Despite the co-design of MyBackPain in individuals with LBP,
the presentation of information might not be optimal for those
with low quality of life [32].

MyBackPain was designed as an information resource. The
information is provided in multiple formats but with limited
interactivity. Benefits might be enhanced by greater interactivity,
such as inclusion of a web-based discussion group [33], regular
action plans [34], or provision of active intervention. Refinement
of MyBackPain would require assessment because recent
evidence highlights inconsistent evidence for the efficacy of
web-based cognitive behavioral therapies for LBP [18,19,35,36],
interactivity [12], and personalization [36,37].

Treatment Selection
This study provides preliminary evidence that access to
MyBackPain might achieve short-term improvement in
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treatment choices. The largest component of the website, as
requested by consumers [10], is a treatment comparison tool.
This tool provides summaries of the treatment, the quality of
evidence for efficacy, and pros and cons for its use with an
evidence icon that provides a quick reference of the level of
evidence and effectiveness [21]. Summaries were developed
with input from an international expert team and consumers
[21]. Although no other studies have tested the effectiveness of
web-based information to improve treatment choices, studies
that are not specific to LBP have reported reduced health care
usage (improved self-management and decreased use of
ineffective treatments) related to high-quality, evidence-based,
web-based information [38].

We did not include treatment selection as a primary outcome
because of the novelty of our measures. The measures were
tested for comprehension in individuals with LBP but had
unknown psychometric properties. The observed and stated
measures of treatment choice were based on expert consensus
recommendations in the website. Alignment of stated and
observed choices with the recommended treatments resulted in
a higher score. Better stated treatment choices by the
MyBackPain group at 1 month provide stimulus for further
work. No group difference at 3 months implies that sustained
improvement might require sustained engagement with the
website.

Web Resource Evaluation
It is recommended that information resources be tested for the
credibility and accuracy of content [39]. According to these
criteria, the MyBackPain website has a strong foundation
supported by research with consumers [32] and expert

consultation for content accuracy [21,40]. Multimedia Appendix
6 [10,21,25,32,41-43] considers MyBackPain against evidence
standards for digital health technologies [41].

Limitations
There are several limitations that need to be considered. First,
there was a large loss to follow-up, which is common in
web-based trials [35,44]. Although multiple imputations were
implemented, if participants were lost to follow-up due to
worsening of their condition, this analysis may not be
appropriate. Second, the individual use of MyBackPain could
not be tracked. That 14.5% (31/214) of the treatment group did
not access MyBackPain is disappointing, but it is important to
note that the trial was pragmatic and designed to evaluate natural
use.

Conclusions
This is the first randomized controlled trial of an information
resource for LBP to test its impact on health literacy, quality of
treatment choices, and clinical outcomes. Unlike most websites
for LBP, MyBackPain was specifically designed to meet the
needs of individuals with LBP and included a focus on treatment
choices. The results provided no evidence of differences between
groups for the primary outcomes related to health literacy. There
is limited preliminary evidence of the impact of empowerment
on making informed choices for the management of their
condition, which is the intention of improved health literacy.
Loss to follow-up should be considered when interpreting these
results. Future work should consider the potential to enhance
impact through the addition of interactivity and interventions
and greater support provided to users to engage with the
resource.
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Abstract

Background: In China, significant emphasis and investment in health care reform since 2009 has brought with it increasing
scrutiny of its public hospitals. Calls for greater accountability in the quality of hospital care have led to increasing attention
toward performance measurement and the development of hospital ratings. Despite such interest, there has yet to be a comprehensive
analysis of what performance information is publicly available to understand the performance of hospitals in China.

Objective: This study aims to review the publicly available performance information about hospitals in China to assess options
for ranking hospital performance.

Methods: A review was undertaken to identify performance measures based on publicly available data. Following several
rounds of expert consultation regarding the utility of these measures, we clustered the available options into three key areas:
research and development, academic reputation, and quality and safety. Following the identification and clustering of the available
performance measures, we set out to translate these into a practical performance ranking system to assess variation in hospital
performance.

Results: A new hospital ranking system termed the China Hospital Development Index (CHDI) is thus presented. Furthermore,
we used CHDI for ranking well-known tertiary hospitals in China.

Conclusions: Despite notable limitations, our assessment of available measures and the development of a new ranking system
break new ground in understanding hospital performance in China. In doing so, CHDI has the potential to contribute to wider
discussions and debates about assessing hospital performance across global health care systems.

(J Med Internet Res 2021;23(6):e17095)   doi:10.2196/17095
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Introduction

Hospital rating systems have the potential to play an important
role in patient decision-making as well as offer policy makers
and practitioners valuable opportunities to monitor and improve
the quality of hospital services [1-4]. In China, significant
emphasis and investment into health care reform since 2009
has brought with it increasing scrutiny of its public hospitals
with regard to improving their quality and efficiency. Reform
measures have included an emphasis on improving hospital
governance with clearer regulations and transparency regarding
overall performance [5]. Although these measures show
promising signs, questions remain about their overall impact
and sustainability [6], as well as those concerning the
information asymmetries that exist for patients and providers
that limit the market conditions of competition and choice
deemed necessary to rate hospital performance [7].

An enduring feature of China’s health care provision is the
dominance of the hospital sector. Within these contexts, patients
are offered different forms of provision ranging from grade I
community hospitals, grade II secondary or county hospitals
serving several communities, and grade III tertiary hospitals
serving districts or cities. This classification [8] remains a
powerful driving force for decision-making, with tertiary
hospitals often deemed the preferred option for better clinical
quality. Pan et al [7] explain how such trends are driven by a
culture where patient volume often represents the primary
measure of hospital performance used by government
administrators. Patients often equate hospital size as a signal of
quality, thus preferring to self-refer to larger tertiary hospitals.
Large patient volume is also deemed essential for hospitals in
developing a good reputation and acquiring high-quality research
and training programs.

U.S. News & World Report’s Best Hospitals ranking is one of
the well-known hospitals ranking systems that aims to help
patients find professional medical centers and doctors across
the United States. The relative success of the Best Hospitals
ranking demonstrates that the objectivity of measures such as
mortality and morbidity can provide an important contribution
for accurate evaluation of health care quality [9]. However,
influential rankings in developed countries, such as Best
Hospitals ranking and Vizient Award [10], are based on solid
medical information supporting mechanisms and are challenging
to be applied to low- and middle-income countries or regions
with relatively underdeveloped medical information supporting
facilities.

In order to try and disentangle these trends, China is increasingly
seeing the development and use of hospital performance
rankings. The annual publication of the Hospital Management
Institute of Fudan University Hospital Ranking list [11] ranks
hospitals according to a social reputation score that is determined
based on survey responses from physicians combined with a
review of scientific research outputs from their affiliated
institutions. The Science and Technology Evaluation Metrics
(STEM) of hospitals developed by the Chinese Academy of
Medical Sciences [12] ranks tertiary hospital performance based
on their science and technology investment and any associated

outputs. Other influential rankings include the top-100 China
Hospitals Competitiveness by Alibi Hospital Management
Research Center, Hong Kong [13], and China’s best clinical
discipline rankings released by Peking University [14].

These indicators provide a valuable contribution to debates and
decision-making about hospital performance in China.
Nevertheless, given the current situation in China, and the
asymmetries of information that exist, important limitations of
the current ranking systems have been highlighted, including a
reliance on reputation scores [11], a limited menu of
performance measures, and a lack of consideration and
engagement with measures of quality and safety [8].

Current ranking systems undoubtedly have merit in signifying
attempts to better understand hospital performance; however,
further research is needed to better understand and triangulate
publicly available hospital performance information. Thus far,
there has yet to be a comprehensive analysis of what
performance information is actually available in China [15].
This study aims to review the publicly available performance
information with the view to assess different ways in which
hospital performance can be ranked. In doing so, in this paper,
we present a new hospital ranking system, termed the “China
Hospital Development Index” (CHDI). Although this ranking
system faces notable limitations, we argue that our review of
measures and development of a ranking system break new
ground that can inform both current and future policy and
practice for hospital performance in China.

Methods

Limitations of Major Hospital Ranking Systems in
China
Current hospital performance rankings in China [11-13] classify
hospital performance across a range of indictors, including the
availability of hospital facilities, services, and personnel; the
calculation of social reputation scores; and the publication of
scientific research inputs and outputs. These indicators provide
valuable contributions for understanding hospital performance;
however, a notable limitation in the rankings produced so far
has been the emphasis on the quality and safety of health care
provision. Quality and safety represent core domains of medical
services; therefore, any assessment of hospital performance
should aim to incorporate any available measures [16].

It is worth pointing out that for the clinical disciplines ranking
reported in Table 1, more than 48 million clinical data records
were collected from nearly 400 hospitals across China from
2006 to 2014. The main characteristic of this ranking is that the
focus has been shifted to the clinical specialties rather than the
number of funds and articles published; it is also the first
application of effective medical clinical data for evaluation of
hospitals. It should be mentioned that its methodology has not
been made public. However, this ranking was unsuccessful
(published only once in 2015). The main reason is the
standardization of clinical data, such as inconsistent disease
codes, which directly affects the quality of medical record
information used. Although hospitals in China are vigorously
promoting medical informatization at this stage, there is still a
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long way to use medical data to rank hospitals even if such data are available.

Table 1. Overview of China’s hospital ranking systems.

Best Clinical Disciplines rank-
ing [14]

Hospital competitiveness
ranking [13]

STEMa [12]Best Hospitals ranking [11]Characteristic

To provide a tool to help pa-
tients find skilled specialty care

To identify the top hospitals
with the best competitive-
ness

To measure a hospital’s value
in scientific research

To provide guidelines for pa-
tients seeking

treatments

Primary objective

UnclearDomains of mea-
sure

••• Medical serviceScientific research inputs,
outputs, and impacts

Social reputation
• •The ability of sustainable

development (scientific
research outcomes)

Academic impacts
• Resource management
• Hospital operation

Indicators •••• Perioperative mortalitiesInpatients and outpa-
tients

Key laboratories and
projects

Social reputation scores
• •SCIb papers Readmissions

•• BedsResearchers • Postoperative complica-
tions

• National awards
•• Health workersClinical trials

• Timely care•• Medical facilitiesSCI papers
••• FinancePersonnelMedical standards

• •Medical association lead-
ers

Medical fee
• Length of stay

• National awards • Academic leaders
• Key laboratories and

projects
• National awards

Medical recordsReporting data voluntarilySCI database and official docu-
ments

National surveysData sources

Only in 2015AnnuallyAnnuallyAnnuallyPublication fre-
quency

Not providedProvidedProvidedProvidedTransparency of
methodology

aSTEM: Science and Technology Evaluation Metrics.
bSCI: Science Citation Index.

Exploring Available Performance Measures
Based on the assessment of current measures and the
identification of areas for improvement, a group of 6 experts
with physician and methodological expertise in performance
measurement was established within the China Hospital
Development Institution (HDI) to assess the available options
and provide feedback at each step of the process (see Multimedia
Appendix 1). To begin the analysis, we mapped publicly

available measures and identified different information sources
that reflected our interest in better understanding hospital
performance. Through iterative discussions among the study
group, a review of the available literature, and discussions with
experts, we established three performance domains for the
purpose of ranking hospitals in China. These domains were
categorized as research and development, academic reputation,
and quality and safety (described below and summarized in
Table 2).
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Table 2. Summary of measures and clustering of performance indicators into three domains: research and development, academic reputation, and
quality and safety.

Data sourcesIndicatorsDomains and measures

Research and development

Web of Science [17]Number of SCIa papers by authors, by first author, and by correspond-
ing author

Publication outputs

Web of Science [17]Number of citations by authors, by first author, and by corresponding
author

Number of citations

Web of Science [17]Number of SCI papers with journal IFb ≥10 by authors, by first author,
and by corresponding author; number of papers published in top-6
journals by authors, by first author, and by corresponding author

Number of high-impact out-
puts

ChiCTRc [18]Number of registered clinical trialsClinical trial activity

Academic reputation

CAS [19], CAE [20]Number of academicians of CASd and CAEeAcademician

CSCD, Science China [21]Number of staff as chief editors of core medical journals included in

CSCDf
Chief editor

CMAg [22], CMDAh [23]Number of staff as National Association chairperson and National
Association members

Association chairperson or
member

CMA [22], CMDA [23],

NOSTAn [24]

SPSTAi, SNSAj, STTPAk, CMSTAl, CDAmAward

Quality and Safety

Official websites of each hospital; NHCo,
People’s Republic of China [25]

Number of national key clinical specialties,

diagnosis and treatment, Improvement of Rare Diseases Program

Quality of specialty care

Laws and Regulations – Peking University
[26]

Ratio of compensation cases,

ratio of liability

Medical malpractice claims

aSCI: Science Citation Index.
bIF: impact factor.
cChiCTR: Chinese Clinical Trial Registry.
dCAS: Chinese Academy of Sciences.
eCAE: Chinese Academy of Engineering.
fCSCD: China Science Citation Database.
gCMA: Chinese Medical Association.
hCMDA: Chinese Medical Doctor Association.
iSPSTA: State Preeminent Science and Technology Award.
jSNSA: State Natural Science Award.
kSTTPA: State Scientific and Technological Progress Award.
lCMSTA: Chinese Medical Science and Technology Award.
mCDA: Chinese Doctor Award.
nNOSTA: National Office for Science and Technology Awards
oNHC: National Health Commission.

To begin our analysis of available measures, we used the Health
Statistics Yearbook issued by the National Health Committee
to gather baseline information regarding outpatient, inpatient,
and emergency admissions to hospitals in China [27]. Second,
given the importance placed on research and development in
China as a measure of performance, we also sought to identify
research and development indicators for hospitals gathered from
research databases in order to gauge the research activity and
outputs being produced by each hospital. This would include
any hospital affiliation of authorship to published Science
Citation Index (SCI) papers, the number of citations obtained,

and the number of SCI papers for which an impact factor (IF)
≥10 per hospital. Information regarding clinical trial activity
was also collected as an indicator for research activity.

As a follow-up to the research and development activity, we
were able to obtain measures demonstrating clinical academic
reputation of hospital staff engaged in high-impact research
outputs demonstrating wide scholarly impact in their clinical
area of expertise. This included measuring the number of
academic affiliations with the Chinese Academy of Science
(CAS) and the Chinese Academy of Engineering (CAE); the
number of staff as chief editors of core medical journals included
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in the China Science Citation Database (CSCD); membership
of national associations, including the Chinese Medical
Association (CMA) and the Chinese Medical Doctor Association
(CMDA); and the number of national awards received per
hospital, including the State Preeminent Science and Technology
Award (SPSTA), the State Natural Science Award (SNSA), the
State Scientific and Technological Progress Award (STTPA),
the Chinese Medical Science and Technology Award (CMSTA),
and the Chinese Doctor Award (CDA).

Finally, our analysis of the quality and safety performance
measures was able to draw on medical malpractice litigation
records [28,29] adjusted for complexity and risk of patient
disease as two useful indicators for patient safety. Based on the
experience the team had in analyzing litigation data as a measure
of quality, the selection of such measures resonates with others
such as Wang et al [28], who argued that in the absence of more
robust indicators, records of medical malpractice litigation in
China warranted further exploration as an indicator of health
care quality. Additional measures of clinical quality were
accessed by reviewing hospital standards and accreditation of
treatment excellence performance against the National Health
Commission’s Diagnosis and Treatment Improvement of Rare
Diseases Program and National Key Clinical Specialty Program.

Developing a Hospital Ranking System
Several rounds of expert consultation identified publicly
available indicators, deliberated their utility, and assessed how
best to triangulate and weight these measures into comparative
performance information. Following the identification and
clustering of the available performance measures, we set out to
translate these into a practical performance ranking table to
assess variation in hospital performance.

Our analysis of operational size and scale highlighted practical
limitations to the sample of hospitals included in our ranking.
As a result, we focused on the tertiary hospital sector based on
the availability of current data as well as to provide an option
for comparison with other available measures. By the end of
2017, according to the China Health Statistics Yearbook, there
were 1360 grade III, level A hospitals nationwide [27]. The
inclusion of these hospitals over others was on the basis that
these organizations continue to be the focus of attention in China
given their prominence and popularity. These hospitals have
also been the focus on other performance rankings in China;
hence, the development of any new ranking system would be
comparable with other respective performance measures. Our
inclusion criteria, therefore, required hospitals to be a grade III,
level A hospital, featuring on one of the lists of the four Chinese
Hospital rankings in any previous year, and have at least 500
beds. A total of 310 hospitals were thus deemed eligible for
ranking under the full criteria.

To develop our ranking system, we relied on statistical
procedures such as principal component analysis (PCA) and
categorical principal component analysis (CATPCA) [30,31].
PCA is defined as a variable reduction technique that can be
used when variables are highly interrelated, providing a way to
reduce the number of observed variables into a smaller number
of linear, uncorrelated summary variables called principal
components (PCs) that account for variation in observed

variables. Here, we hypothesized that the various candidate
indicators for a given hospital can be represented by several
underlying, or latent PCs that reflect the overall strength of this
hospital. Thus, for each PC, the model can estimate the extent
to which the values are the result of a relationship with the
composite score. The remaining variance in the indicators is
attributed to measurement error. The degree to which an
indicator is correlated with other indicators helps to determine
its weight in the equation for the composite scores.

We developed PCA/CATPCA models for each of the three
domains of ranking, by evaluating model statistics for all
possible combinations of indicators that included at least one
indicator. From the resulting list of candidate models showing
acceptable fit statistics, we selected a final model for each
domain, providing a combination of the number of indicators
(models with more indicators produce more accurate component
scores), number of outcomes, and model fit.

The PCA/CATPCA replaces the original n features with a
smaller number of m features, which are linear combinations
of the old features, making these linear combinations as
irrelevant as possible. To adjust for linear distribution, before
incorporating the values of PCs into the scoring, we
implemented a logit transformation for each domain. Equation
(1) presents the formula for logit transformation:

Score(i): final score for PCi; i: PCi; G(m): accumulation of
variance; Ci: variance for PCi; and Fi: original score for PCi.

Entropy Weight Method
For each domain, we incorporated the values of PCs into the
scoring by using entropy weight method, in which weights are
systematically calculated based on the level of the difference
between the original values. Simply put, if the value difference
between the objects, when evaluated using an indicator, is higher
than the difference using other indicators, that indicator has
more weight than other indicators [32].

Matrix after logical transformation:

where n: number of hospitals; m: number of variables.

Weighting
Deliberations between the expert panel of HDI stakeholders
determined the appropriate weights for each domain based on
their importance in defining the overall attributes of strength
within hospitals.

For presentation purposes, we created what we define as CHDI
to measure the development level of the hospitals evaluated.
Raw scores were transformed to a scale that assigns a CHDI
score of 100 to the top hospital. The formula for the
transformation is shown in Equation (7):

J Med Internet Res 2021 | vol. 23 | iss. 6 |e17095 | p.935https://www.jmir.org/2021/6/e17095
(page number not for citation purposes)

Dong et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


CHDI score = (raw score – minimum) / range (7)

Before applying PCA, we also measured the correlation of each
variable using Kaiser–Meyer–Olkin (KMO) analysis. If the
KMO value is >.7, there is a relatively high level of correlation
among variables, and it is thus suitable to use PCA. Similarly,
we calculated Cronbach α coefficient before applying CATPCA.

CATPCA is an alternative to standard PCA that is particularly
useful for data sets consisting of categorical variables (nominal
or ordinal) that might be nonlinearly related to each other.
CATPCA quantifies categorical variables using optimal scaling,
resulting in optimal PCs for the transformed variables. The
correlations, shown in Table 3, provide strong evidence of
construct validity.

Table 3. Kaiser–Meyer–Olkin (KMO) analysis (Cronbach alpha values) of the three domains of the China Hospital Development Index.

KMO/Cronbach αDomain

.850Research and development

.802Academic reputation

.936Quality and safety

Results

PCA Results
Table 4 shows the results of the analysis, including the number
of original indicators, number of selected indicators, number
of PCs retained, and accumulation of variance for each domain.
The PCA resulted in two PCs, which explained no less than
81% of the variance in the original matrix for each domain.

For research and development, the first principal component
(PC1) is highly correlated with the amount of SCI papers and
citations, whereas the second principal component (PC2) is
highly correlated with high-quality paper measures such as
“number of IF≥10 SCI papers by authors” and “number of IF≥10
SCI papers by first author” with correlation coefficients of 0.489
and 0.575, respectively, between the original variables and PCs
identified. For quality and safety, PC1 is highly correlated with
the medical malpractice claims measures, whereas PC2 is highly
correlated with the quality of specialty care measures.

Table 4. Principal component analysis and categorical principal component analysis results of the three domains of the China Hospital Development
Index.

Accumulation of variancePrincipal componentSelected indicatorsOriginal indicatorsDomain

0.93621113Research and develop-
ment

0.818269Academic reputation

0.887233Quality and safety

Results of Entropy Weight Method
Table 5 shows PC1 has a higher entropy weight than PC2 for
each domain, suggesting that this component has a bigger
difference.

The results of our CHDI rankings by score for the top 10
hospitals are shown in Table 6.

Table 5. Results of the entropy weight method for the three domains of the China Hospital Development Index.

PC2b (%)PC1a (%)Domain

14.685.4Research and development

29.870.2Academic reputation

14.985.1Quality and safety

aPC1: first principal component.
bPC2: second principal component.
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Table 6. An example of the China Hospital Development Index (CHDI) ranking results.

CHDIHospitalRank

0.9739XH Hospital, Beijing1

0.9635HX Hospital, Chengdu2

0.9634JZ Hospital, Beijing3

0.9632RJ Hospital, Shanghai4

0.9527ZS Hospital, Shanghai5

0.9400HS Hospital, Shanghai6

0.9284ZY Hospital, Hangzhou7

0.9206CH Hospital, Shanghai8

0.9171RM Hospital, Beijing9

0.9137BY Hospital, Beijing10

Validation
Table 7 shows the correlation between scores of domains for
310 hospitals. All of the correlation coefficients between the

total score and the score of each domain are above 0.57. The
scores of different domains also correlate well among
themselves with correlation coefficients higher than 0.50,
indicating that the set of indicators is compact and coherent.

Table 7. Correlation coefficients (r) between scores of the three domains for all hospitals evaluated (N=310).

Total scoreQuality and safetyAcademic reputationResearch and developmentDomain

Research and development

0.9590.5770.7881r

<.001<.001<.001—aP value

Academic reputation

0.8570.59710.788r

<.001<.001—<.001P value

Quality and safety

0.77310.5970.577r

<.001—<.001<.001P value

Total score

10.7730.8570.959r

—<.001<.001<.001P value

aNot applicable.

Discussion

Principal Findings
The ability to assess the performance of hospitals in supporting
the delivery of high-quality patient care represents a priority
for all health care systems [33]. In China, such interest and
scrutiny are growing; however, gaining access to relevant
performance information remains challenging [34]. Through
our analysis of available performance measures, our study aims
to contribute to these discussions and debates with a review of
hospital performance measures in China. Compared to other
health care systems, most notably those in the United States
and Europe, what these various measures show are clear
limitations in what is currently available to understand hospital
performance. For example, our use of research and development
indicators and academic reputation as proxy measures for

managerial and clinical leadership are exposed to criticisms for
their limited connections to day-to-day hospital practice. Our
use of litigation data and accreditation standards as proxy
measures for hospital quality and safety again have limitations
in terms of how far these reflect the clinical quality of hospital
care [35]. There is further work to be done regarding how China
can develop more clinically focused performance measures that
are comparable across hospitals.

Nevertheless, we would argue that our review and subsequent
development of a new ranking system breaks new ground in
understanding hospital performance in China. Where current
hospital rankings in China often rely on reputation scores and
investment (input) measures [8,11,12], our review of publicly
available measures and their development into a ranking system
appears to be the first in opening up the debate for more rigorous
and transparent performance information. This is particularly

J Med Internet Res 2021 | vol. 23 | iss. 6 |e17095 | p.937https://www.jmir.org/2021/6/e17095
(page number not for citation purposes)

Dong et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the case for quality and safety performance. Our review and
inclusion of litigation data [28,29,36,37] provides a valuable
opportunity to assess the comparative performance of quality
and safety across hospitals in China.

Thus, this paper contributes to what appears to be a growing
body of knowledge that is using innovative and feasible
methodologies in data collection and modeling to better
understand the performance of public hospitals in China [38].

Based on our analysis, we suggest that further research and
policy development is needed to build on these results. Given
the practical limitations of securing comparative data and the
interest in benchmarking our analysis with existing hospital
rankings in China, our sample has focused exclusively on a
number of tertiary hospitals. Our rankings reflect the high
performance of these organizations compared to that of other
hospital and primary care providers; however, we are also
mindful of the possible further imbalance this can create in
China’s health care system by virtue of acute medical care over
primary and community care. The fact that the majority of our
highest ranked hospitals are located in Shanghai and Beijing
also illustrates important challenges facing access to high-quality
hospital care in other parts of China. Such findings support
those of Yu et al [38] who have documented how the unevenness
of health care resources in China is closely related to a city’s
administrative rank and power: the higher the level, the better
the resources. Such arrangements are reinforcing investment in
high-ranked hospitals at the expense of primary care services.
The correlation between the quality and safety domain and the
overall hospital performance in our ranking system is slightly
lower than that with the other two domains; therefore, more
clinical objective measures should be included to increase the
influence of this domain.

Therefore, we call on further research and development to access
and compare performance measures from within each hospital,
including private hospitals, as well as other parts of the health
care system, including primary and community care. For this
purpose, China could build on the cross-sectional research it
has undertaken into mortality trends [39] and nurse staffing
levels [40]. Such research has the potential to be scaled up and
developed into performance measures translatable across all
hospitals and incorporated into our methodology.

We also support further research and development that draws
on the views of a range of different stakeholders in terms of
what performance measures would be meaningful for patients,
public, and health care staff. Given the well-documented
challenges facing the doctor-patient relationship in China

[41,42], we encourage deliberative events involving a range of
stakeholders to discuss what constitutes good performance with
the view to developing shared understanding of performance
measurement from different perspectives. The Delphi method
[43] is one way to do this, and such an approach has been used
in other parts of China to good effect. This includes further
development of comparative measures for health outcomes and
the development of experiential data about how different
stakeholders experience the health care received and how they
can improve hospital performance as well as other aspects of
China’s health care system.

The year 2019 marks the tenth year for China’s goal to deepen
the reform of its medical and health system. In 2019, the Chinese
government formulated the National Tertiary Public Hospital
Performance evaluation index system and unified the collection
of performance information across hospitals [44]. The
implications of such changes remain to be seen, with the results
of these assessments not yet fully disclosed. However, we
anticipate this is an important step in developing greater
understanding of hospital performance in China. We believe
that our review and the newly developed ranking index (CHDI)
has an important role to play in shaping such discussions and
assessments, particularly in relation to the improvement of
quality and patient safety, as well as raising public awareness
regarding the information that is available to inform their
decision-making.

Conclusions
The reform of China’s health care system has brought with it
increasing scrutiny regarding the quality of care delivered to
patients. Our analysis presents what appears to be the first
review of publicly available performance measures for hospitals
in China. In collaboration with an expert panel, in the review,
the available measures have been clustered into three
performance domains, namely research and development,
academic reputation, and quality and safety of hospital care.
Furthermore, based our analysis, we have applied these
performance measures to a selection of tertiary hospitals in
China with the view to better understand their comparative
performance. There remain some notable limitations and
challenges regarding this performance information; nevertheless,
we believe that our review and ranking system break new ground
in assessing hospital performance in China. Although further
research and development is clearly needed to enhance and
refine this performance information, we argue that the proposed
hospital development index sets a new and important research
agenda for understanding and improving hospital care in China.
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Abstract

Background: Engagement is positively associated with the effectiveness of digital health interventions. It is unclear whether
tracking devices that automatically synchronize data (eg, Fitbit) produce different engagement levels compared with manually
entering data.

Objective: This study examines how different step logging methods in the freely available 10,000 Steps physical activity
program differ according to age and gender and are associated with program engagement.

Methods: A subsample of users (n=22,142) of the free 10,000 Steps physical activity program were classified into one of the
following user groups based on the step-logging method: Website Only (14,617/22,142, 66.01%), App Only (2100/22,142,
9.48%), Fitbit Only (1705/22,142, 7.7%), Web and App (2057/22,142, 9.29%), and Fitbit Combination (combination of web,
app, and Fitbit; 1663/22,142, 7.51%). Generalized linear regression and binary logistic regression were used to examine differences
between user groups’engagement and participation parameters. The time to nonusage attrition was assessed using Cox proportional
hazards regression.

Results: App Only users were significantly younger and Fitbit user groups had higher proportions of women compared with
other groups. The following outcomes were significant and relative to the Website Only group. The App Only group had fewer
website sessions (odds ratio [OR] −6.9, 95% CI −7.6 to −6.2), whereas the Fitbit Only (OR 10.6, 95% CI 8.8-12.3), Web and
App (OR 1.5, 95% CI 0.4-2.6), and Fitbit Combination (OR 8.0; 95% CI 6.2-9.7) groups had more sessions. The App Only (OR
−0.7, 95% CI −0.9 to −0.4) and Fitbit Only (OR −0.5, 95% CI −0.7 to −0.2) groups spent fewer minutes on the website per session,
whereas the Fitbit Combination group (OR 0.2, 95% CI 0.0-0.5) spent more minutes. All groups, except the Fitbit Combination
group, viewed fewer website pages per session. The mean daily step count was lower for the App Only (OR −201.9, 95% CI
−387.7 to −116.0) and Fitbit Only (OR −492.9, 95% CI −679.9 to −305.8) groups but higher for the Web and App group (OR
258.0, 95% CI 76.9-439.2). The Fitbit Only (OR 5.0, 95% CI 3.4-6.6), Web and App (OR 7.2, 95% CI 5.9-8.6), and Fitbit
Combination (OR 15.6, 95% CI 13.7-17.5) groups logged a greater number of step entries. The App Only group was less likely
(OR 0.65, 95% CI 0.46-0.94) and other groups were more likely to participate in Challenges. The mean time to nonusage attrition
was 35 (SD 26) days and was lower than average in the Website Only and App Only groups and higher than average in the Web
and App and Fitbit Combination groups.

Conclusions: Using a Fitbit in combination with the 10,000 Steps app or website enhanced engagement with a real-world
physical activity program. Integrating tracking devices that synchronize data automatically into real-world physical activity
interventions is one strategy for improving engagement.
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Introduction

Background
Meeting or exceeding recommended physical activity levels is
key for the prevention and management of noncommunicable
diseases [1,2]. However, large proportions of the population do
not meet these recommendations [3,4]. In response, web- and
app-based programs to promote physical activity among adults
have been developed [5]. Few of these interventions have been
evaluated in real-world settings [6]. Relative to randomized
controlled trials whose participants are rigorously screened,
have repeated contact with trial staff, and may include
participants who are motivated to change behaviors,
interventions conducted in less controlled and real-world settings
may have significantly different levels of usage, engagement,
nonusage attrition (users stop interacting entirely), and behavior
change [6]. However, the greater accessibility of real-world
programs makes them valuable avenues to reach larger
populations at a relatively low cost [7]. Furthermore, the way
users engage with web- and app-based programs in ecologically
valid circumstances may potentially impact the effectiveness
of these programs [6].

Web- and app-based programs that promote physical activity
frequently include self-monitoring as an effective behavior
change technique [8]. Although pedometers are commonly and
successfully used in activity promotion efforts [9], the
emergence of wrist-worn activity trackers such as Fitbit has
provided a convenient, reliable, and accurate alternative to
pedometers for tracking step counts. Worldwide sales of health
and fitness trackers have more than tripled from 2014 (26
million units) to 2017 (87 million units) [10]. The use of
technology to track health is widespread, with 33% of the
worldwide population across all age groups using a mobile app
or a fitness tracking device in 2016 [11]. Australia had the
second highest wearable fitness device adoption rate in the world
in 2016, with 14% of the population owning at least 1 device
[12]. Therefore, it is logical to integrate advanced activity
trackers that can automatically synchronize activity behavior
into web- and app-based programs [13].

A randomized controlled trial, the TaylorActive intervention,
delivered the same web-based computer-tailored physical
activity intervention to a Fitbit group and a non-Fitbit group
[14]. Compared with the non-Fitbit group (which self-reported
frequency of, and time spent in, mild, moderate, and strenuous
physical activity on the website or app), the group using Fitbit
activity trackers significantly increased in total weekly physical
activity (mean total physical activity increase of 163.2
min/week; 95% CI 52.0-274.0) and weekly moderate-to-
vigorous physical activity (mean moderate-to-vigorous physical
activity increase of 78.6 min/week; 95% CI 24.4-131.9) after
3 months [14]. However, it is unclear how the addition of a
physical activity tracking device impacts the use of free
real-world physical activity promotion programs. Previous

research has questioned whether there is a difference in the
effectiveness of active (eg, manual entry of step count into a
database) versus passive (eg, automatic entry of step count into
a database by an activity tracking device requiring no cognitive
attention) self-monitoring of behaviors. However, there is a
paucity of research on this subject [15]. The lack of effort
required to log in to a website or app to manually enter recorded
physical activity may limit both the cognitive effort and
subsequent focus on improving or maintaining an activity goal.
It may also preclude opportunities to engage with other program
features found on websites and apps, such as goal setting and
social support features, which may consolidate behavior change
[16,17]. Alternatively, the reduced burden of having to manually
log steps may remove perceived barriers, such as time
constraints, and subsequently provide more time to engage with
program features and result in longer engagement before
nonusage attrition occurs. Furthermore, having multiple options
on how to self-monitor physical activity could overwhelm some
users, but it may increase interest and better engagement in
other users through enhanced accessibility of their preferred
self-monitoring method. In addition, fitness trackers are used
more commonly by women and younger adults, which may
influence engagement with web-based health interventions
[10,11,18].

The 10,000 Steps program is a free, publicly available program
that aims to promote physical activity through the use of
pedometers, activity trackers, a website, and an app [19]. The
website and app have been available for public use since 2004
and 2012, respectively. A previous study examining user
engagement with 10,000 Steps program found that program
engagement was higher and nonusage attrition was lower among
those who used the app or a combination of app and website
compared with those using only the website [18]. However, the
effect on engagement since the capacity to automatically record
and sync step counts with the 10,000 Steps website and app
using a Fitbit activity tracking device was introduced in January
2017 has not been assessed.

Objectives
This study aims to examine whether users’ logging methods
(Website Only, App Only, Fitbit Only, Web and App, and Fitbit
Combination) differ according to age and gender as well as how
different methods of logging steps in the 10,000 Steps physical
activity program are associated with engagement with the
program.

Methods

Participants and Procedures
The 10,000 Steps program was designed as a free, publicly
available, whole-of-community program to increase physical
activity among adults. The program, which is based on a
socioecological framework, began in Rockhampton, Australia,
and utilizes multiple strategies to promote physical activity [20].
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Further details on the program design and development are
available elsewhere [21,22]. In general, the program encourages
users to accumulate physical activity each day and monitor their
daily physical activity levels (actively or passively) by recording
their pedometer, activity tracker–counted steps and/or time spent
in physical activity using a web-based step log. The web-based
step log is available to users on both the 10,000 Steps website
and a smartphone app. Activity and/or steps logged using the
app are automatically synchronized with the user’s account on
the website [18]. Steps recorded via a Fitbit activity tracking
device were also synchronized with the app and website. Users
can also access additional program features, including monthly
Challenges for individuals (users may choose from a selection
of virtual journeys with predefined monthly step goals and
receive feedback in relation to progress), team Tournaments
(created by 10,000 Steps coordinators from workplaces,
community organizations, or groups of friends that involve
team-based virtual walking Challenges based on a set amount
of time or a predefined journey), and virtual friends (which
allow users to track one another’s progress and motivate each
other) [18].

In this study, participants were users of the 10,000 Steps
program who registered between January 1, 2018, and
November 30, 2018 (N=30,040). When registering with the
10,000 Steps program, users provided informed consent for the

usage of their data for research purposes. Of these new
registrations, 7898 never logged steps (referred to as
Nonloggers) and were not included in the analyzed sample. The
remaining 22,142 new users were classified into one of five
user groups based on the method they used to log steps.
Participants captured their daily step counts using either a Fitbit
or some other device (eg, pedometers, phone apps, or non-Fitbit
activity monitors). Then, they recorded their step counts on the
10,000 Steps platform by manually entering data via the website
or app or via automatic syncing of their Fitbit with the platform.
The methods used to log step entries were recorded on a website
database. The user groups were as follows: Website Only
(14,617/22,142, 66.01%; step count data entered only via the
website), App Only (2100/22,142, 9.48%; step count data
entered only via the app), Fitbit Only (1705/22,142, 7.7%; step
count data entered only via the Fitbit), Web and App
(2057/22,142, 9.29%; entered step count data using the website
and the app), and Fitbit Combination (1663/22,142, 7.51%; step
count data entered using a combination of Fitbit and website
and/or app). The Fitbit Only group logged steps passively
(although may have actively engaged with the website content
otherwise) while the Fitbit Combination group logged steps
passively and actively. All other groups actively logged the
steps. Regardless of how users logged steps, they were all able
to interact with the website content (Figure 1).

Figure 1. Classification of logging methods of new registrations to the 10,000 Steps program between January 1, 2018, and November 30, 2018.

Data Collection and Extraction
Data were extracted from the 10,000 Steps website database
and Google Analytics to assess user characteristics, engagement,
and platform usage. Data for new users were tracked from the
time of registration (between January 1 and November 30, 2018)
until December 31, 2018, which allowed a minimum of 31 days
opportunity to observe all participants’ self-monitoring of
physical activity.

Measures

User Characteristics
The date of birth, gender, and registration date were recorded
and stored in the website database. The date of birth was used
to determine the age at the time of registration. Gender was
categorized as male, female, or other.
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User Engagement With Website and Program
User engagement data were extracted for the entire study period
from January 1 to December 31, 2018. User groups were
mutually exclusive and were defined based on the method of
logging steps. However, irrespective of a user’s logging method,
all users had the potential to access the website (eg, Fitbit Only
users only logged steps via a Fitbit and had the opportunity to
view the 10,000 Steps website and/or app). The website includes
a variety of information, including library articles (eg, benefits
of physical activity and strategies for increasing activity) with
information on workplace and individual Challenges [22]. Users’
engagement with the 10,000 Steps website was assessed based
on all pages or sections of the website by using the average
number of sessions (using the website to interact with content;
eg, viewing step statistics and joining a Challenge), average
time per session, number of pages viewed, average number of
pages viewed per session, average number of step log entries,
and average daily step count on days when steps were logged.
Participating in individual Challenges and team Tournaments
and receiving or sending friend requests were all dichotomized
as yes or no (yes=participated in ≥1 Challenge or Tournament;
yes=received or sent ≥1 friend request). Any average daily step
count of more than 20,000 steps was truncated to 20,000 steps
(n=1147) [18]. Nonusage attrition was classified as having no
data entries for ≥14 consecutive days. The time to nonusage
attrition was calculated using data exported from the website
[23].

Statistical Analysis
Results were expressed as differences in least square group
means (odds ratios [ORs]) or hazard ratios (HRs) with 95% CIs.
α was set at .05 for all analyses, which were conducted using
Stata V15.1 (StataCorp LLC). in August 2019 [24]. Summary
statistics were used to describe user characteristics. Group
comparisons regarding age were assessed using 1-way analysis
of variance with Bonferroni correction. Group comparisons
regarding gender and how users found the program were
assessed using chi-square tests.

Generalized linear models were used to examine differences
between user groups in website sessions, minutes per session,
page views, pages per session, daily step count, and total step
log entries. Negative binomial family and identity link functions
were used for all analyses except step count, which used a
Poisson family and identity link model. The specification of the
family and link functions was informed by residual diagnostics.
All models were adjusted for participation in Challenges and
Tournaments, as these features have been shown to be associated
with usage in previous studies of 10,000 Steps users [18,25].

Associations between user groups in participation in Challenges
and Tournaments and receiving and sending friend requests
were assessed using binary logistic regression. These models
were adjusted for Challenges and/or Tournaments depending
on the outcome examined (eg, when Challenges were the
outcome, model adjusted for participation in Tournament; when
Tournaments were the outcome, model adjusted for participation
in Challenges).

Usage and engagement with the 10,000 Steps program have
been shown to be affected by participation in Challenges and
Tournaments [18,25]. Consequently, 2 Cox proportional hazards
regressions were conducted to assess between-group differences
in time to nonusage attrition, first using an unadjusted model
and then using a model adjusting for participation in Challenges
and Tournaments. User group time to nonusage attrition was
plotted using Kaplan-Meier survival estimates and adjusted
survival curves. No obvious violations were observed upon
examination of Schoenfeld residuals.

Results

Overview
Of the 30,040 participants’, whose mean age was 40 years,
20,992 (69.88%) were women and 7898 never logged steps
(Table 1).
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Table 1. Descriptive summary of new users—by user group—of the 10,000 Steps program registered between January 1 and November 30, 2018
(N=30,040).

Nonloggera

(n=7898)
Fitbit Combination
(n=1663)

Web and App
(n=2057)

Fitbit Only
(n=1705)

App Only
(n=2100)

Website Only
(n=14,617)Characteristics

41.0 (14.0)40.5 (12.0)38.9 (11.6)39.9 (11.3)37.7 (11.8)40.45 (12.5)Age (years)b,c, mean
(SD)

Genderd, n (%)

5837 (73.9)1285 (77.3)1391 (67.6)1279 (75)1363 (65)9837 (67.3)Female

2015 (25.5)367 (22.1)653 (31.8)409 (24)725 (34.5)4620 (31.6)Male

46 (0.6)11 (0.7)13 (0.6)17 (1)12 (0.6)160 (1.1)Other

4046 (51.2)1645 (98.6)2028 (99.5)1696 (99.5)1938 (92.3)14,355 (98.2)Ever had a website ses-
sion, n (%)

1.8 (2.0)31.5 (40.5)21.7 (27.4)33.5 (46.3)10.9 (20.4)18.1 (22.8)Number of website ses-
sions, mean (SD)

7.2 (8.7)6.0 (4.4)5.8 (4.6)5.4 (4.5)5.2 (6.0)5.9 (4.9)Session duration
(min/session), mean
(SD)

16.3 (21.5)213.0 (240.0)133.6 (160.6)199.5 (233.0)50.6 (73.3)130.7 (144.3)Number of page views,
mean (SD)

9.9 (8.1)8.6 (4.7)7.9 (4.6)7.9 (5.5)6.7 (4.3)9.1 (5.5)Number of pages
viewed per session,
mean (SD)

0 (0.0)54.9 (49.4)41.0 (33.6)40.6 (36.4)32.7 (25.1)31.45 (24.7)Number of step log en-
tries, mean (SD)

0 (0.0)11,145 (3516)11,307 (3887)10,553 (3699)10,773 (4038)10,957 (4172)Mean daily stepse,
mean (SD)

1 (<0.1)157 (9.4)110 (5.3)125 (7.3)33 (1.6)353 (2.4)Participated in at least
1 Challenge, n (%)

12 (0.15)1370 (82.4)1691 (82.2)1323 (77.6)1635 (77.9)10,740 (73.5)Participated in at least
1 Tournament, n (%)

1 (0.01)334 (20.1)374 (18.2)363 (21.3)247 (11.8)1956 (13.4)Sent or received in at
least one friend request,
n (%)

aSome users engaged with program content but never logged steps.
bFor the Age row, n=29,961 because of missing values.
cIndicates a significant difference (F5=26.84; P<.001) between usage groups with respect to age.
dIndicates a significant difference (X2

10=216.7; P<.001) between usage groups with respect to gender.
eThe mean daily steps include steps allocated as a result of additionally recorded moderate or vigorous activity and/or distance.

User Characteristics
Table 1 shows a descriptive summary of user groups related to
age and gender. App Only users were significantly younger than
all other groups (Website Only: P<.001; Fitbit Only: P<.001;
Fitbit Combination: P<.001; Nonloggers: P<.001; Web and
App users: P=.05). Web and App users were significantly
younger than Website Only users (P<.001), Fitbit Combination
users (P=.001), and Nonloggers (P<.001). Nonloggers were
significantly older than all other groups except Fitbit
Combination users (Website Only: P=.01; App Only: P<.001;
Fitbit Only: P=.01; Web and App: P<.001). Although
statistically significant differences in age were found, they are
unlikely to be meaningful because the difference in years was
small. Gender was significantly different between user groups

with the highest proportions of women in the 2 groups that used
Fitbits (Fitbit Only: 1279/1705, 75.01%; Fitbit Combination:
1285/1663, 77.27%).

Between-Group Differences in Engagement With the
10,000 Steps Program
The between-group differences in program engagement metrics
from January 1 to December 31, 2018, are shown in Table 2.
On average, the App Only group had significantly fewer website
sessions (mean difference [MD] −6.9; 95% CI −7.6 to −6.2),
whereas the Fitbit Only (MD 10.6; 95% CI 8.8-12.3), Web and
App (MD 1.5; 95% CI 0.4- 2.6), and Fitbit Combination (MD
8.0; 95% CI 6.2- 9.7) groups had significantly more website
sessions, relative to the Website Only group. The App Only and
Fitbit Only groups spent significantly fewer minutes (MD −0.7;
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95% CI −0.9 to −0.4; MD −0.5; 95% CI −0.7 to −0.2,
respectively), whereas the Fitbit Combination group spent
significantly more minutes (MD 0.2; 95% CI 0.0-0.5) on the

website for each session, relative to the Website Only group.
These differences, although statistically significant, were small
in magnitude (<1 min per session).
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Table 2. Marginalized means and between–user group differences for website usage and mean daily step count and logging between January 1 and
December 31, 2018.

P valuecBetween-group coefficient (95% CI)Value, mean (95% CI)Website usage parameters, step counts, and step log entriesa,b by group

Total number of sessionsd,e

N/AfReference category18.8 (18.4 to 19.1)Website Only

<.001−6.9 (−7.6 to −6.2)11.9 (11.2 to 12.6)App Only

<.00110.6 (8.8 to 12.3)29.4 (27.7 to 31.1)Fitbit Only

.011.5 (0.4 to 2.6)20.2 (19.2 to 21.3)Web and App

<.0018.0 (6.2 to 9.7)26.8 (25.1 to 28.5)Fitbit Combination

Minutes per sessiond,e

N/AReference category5.9 (5.8 to 6.0)Website Only

<.001−0.7 (−0.9 to −0.4)5.2 (5.0 to 5.5)App Only

<.001−0.5 (−0.7 to −0.2)5.4 (5.2 to 5.6)Fitbit Only

.540.1 (−0.1 to 0.3)5.9 (5.7 to 6.1)Web and App

.030.2 (0.0 to 0.5)6.1 (5.9 to 6.3)Fitbit Combination

Total number of page viewse

N/AReference category132.3 (130.2 to 134.3)Website Only

<.001−69.5 (−72.9 to −66.1)62.8 (59.7 to 65.8)App Only

<.00147.6 (38.8 to 56.5)179.9 (171.3 to 188.5)Fitbit Only

.002−8.6 (-14.2 to −3.1)123.6 (118.4 to 128.8)Web and App

<.00150.8 (42.5 to 59.0)183.0 (175.1 to 191.0)Fitbit Combination

Number of pages viewed per sessiond,e

N/AReference category9.0 (8.9 to 9.1)Website Only

<.001−2.2 (−2.4 to −2.0)6.8 (6.6 to 7.0)App Only

<.001−1.2 (−1.4 to −0.9)7.9 (7.6 to 8.1)Fitbit Only

<.001−1.0 (−1.2 to −0.8)8.0 (7.8 to 8.2)Web and App

.24−0.1 (−0.4 to 0.1)8.9 (8.7 to 9.1)Fitbit Combination

Mean daily step count g

N/AReference category10,987 (10,920 to 11,055)Website Only

.03−201.9 (−387.7 to −116.0)10,785 (10,612 to 10,958)App Only

<.001−492.9 (−679.9 to −305.8)10,494 (10,320 to 10,669)Fitbit Only

.005258.0 (76.9 to 439.2)11,245 (11,077 to 11,413)Web and App

.929.1 (−174.1 to 192.3)10,996 (10,826 to 11,166)Fitbit Combination

Number of step log entriese

N/AReference category32.3 (31.9 to 32.7)Website Only

.071.2 (−0.1 to 2.4)33.5 (32.3 to 34.6)App Only

<.0015.0 (3.4 to 6.6)37.3 (35.8 to 38.8)Fitbit Only

<.0017.2 (5.9 to 8.6)39.5 (38.2 to 40.8)Web and App

<.00115.6 (13.7 to 17.5)47.9 (46.1 to 49.7)Fitbit Combination

aBetween user groups; Website Only group: n=14,617; App Only group: n=2100; Fitbit Only group: n=1705; Web and App group: n=2057; Fitbit and
web and/or app group: n=1663.
bWebsite usage: website usage engagement may not have occurred on consecutive days.
cα=.05.
dSession: using the website to interact with content. For example, viewing step statistics and joining a Challenge.
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eModel based on generalized linear regression using negative binomial family and identity link, which was adjusted for Challenge and Tournament
counts.
fN/A: not applicable.
gModel based on generalized linear regression using Poisson family and identity link, which was adjusted for Challenge and Tournament counts.

Significantly fewer website pages were viewed by the App Only
(MD −69.5; 95% CI −72.9 to −66.1) and Web and App (MD
−8.6; 95% CI −14.2 to −3.1) groups relative to the Website
Only group, whereas significantly more pages were viewed by
the Fitbit Only (MD 47.6; 95% CI 38.8 to 56.5) and Fitbit
Combination (MD 50.8; 95% CI 42.5 to 59.0) groups. All
groups, except the Fitbit Combination group, viewed
significantly fewer website pages per session than the Website
Only group.

The mean daily step count was significantly lower for the App
Only (MD −201.9; 95% CI −387.7 to −116.0) and Fitbit Only
(MD −492.9; 95% CI −679.9 to −305.8) groups relative to the
Website Only group, whereas the mean daily step count of the
Web and App group (MD 258.0; 95% CI 76.9- 439.2) was
significantly higher. The App Only and Website Only groups

did not significantly differ from each other in the number of
step log entries, whereas the Fitbit Only, Web and App, and
Fitbit Combination groups all logged steps a significantly greater
number of times (MD 5.0, 95% CI 3.4-6.6; MD 7.2, 95% CI
5.9-8.6; and MD 15.6, 95% CI 13.7-17.5, respectively) than the
Website Only group, with the Fitbit Combination group logging
steps the highest number of times.

The App Only group was less likely (Challenges: OR 0.65, 95%
CI 0.46-0.94; friend requests: OR 0.86, 95% CI 0.75-0.99) and
all other groups were significantly more likely (Challenges: OR
2.38-4.48; P<.001; friend requests: OR 1.37-1.67; P<.001) than
the Website Only group to participate in Challenges as well as
send and/or receive friend requests. All groups were more likely
than the Website Only group to participate in Tournaments (OR
1.26-1.79; P<.001; Table 3).

Table 3. Associations between participating in Challenges and Tournaments and receiving and sending friend requests from January 1 to December
31, 2018 among the 10,000 Step user groups.

P valueORb (95% CI)User groupsa

Participating in individual Challengesc (reference category: no)

N/AdReference groupWebsite Only

.020.65 (0.46-0.94)App Only

<.0013.29 (2.66-4.06)Fitbit Only

<.0012.38 (1.91-2.97)Web and App

<.0014.48 (3.68-5.46)Fitbit Combination

Participating in team Tournamentse (reference category: no)

N/AReference groupWebsite Only

<.0011.26 (1.13-1.41)App Only

<.0011.28 (1.14-1.45)Fitbit Only

<.0011.70 (1.51-1.91)Web and App

<.0011.79 (1.57-2.05)Fitbit Combination

Receiving and/or sending friend requestsf (reference category: no)

N/AReference groupWebsite Only

.040.86 (0.75-0.99)App Only

<.0011.67 (1.47-1.89)Fitbit Only

<.0011.37 (1.21-1.54)Web and App

<.0011.44 (1.27-1.65)Fitbit Combination

aWebsite Only group: n=14,617; App Only group: n=2100; Fitbit Only group: n=1705; Web and App group: n=2057; Fitbit Combination group: n=1663.
bOR: odds ratio.
cAdjusted for Tournaments.
dN/A: not applicable.
eAdjusted for Challenges.
fAdjusted for Tournaments and Challenges.
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Nonusage Attrition
Of the 22,142 new users who logged steps at least once, 21
(0.09%) did not succumb to nonusage attrition between the time
of registration and December 31, 2018. The mean time to
nonusage attrition was 35 (SD 26) days (Website Only: mean
32 days, SD 22 days; App Only: mean 33 days, SD 23 days;
Fitbit Only: mean 40 days, SD 29 days; Web and App: mean
39 days, SD 27 days; Fitbit Combination: mean 50 days, SD
40 days). Among those who logged steps at least once, the
estimated median time to nonusage (ie, the time after which

50% of users cease logging steps) was 31 days, with the Fitbit
Combination group taking the longest time to reach this point
(41 days; Table 4). All groups, except the App Only group, had
a significant difference in time to nonusage attrition relative to
the Website Only group (HR: range 0.55-0.75), and this
association remained, although slightly attenuated, after
adjusting for participation in Challenges and Tournaments (HR:
range 0.59-0.78; Table 5; Figure 2, Figure 3). The Fitbit
Combination group had a >40% lower likelihood of succumbing
to nonusage attrition than the Website Only group.

Table 4. Cox proportional hazard risks for nonusage attrition of 10,000 Steps program, by user group and by participation in Challenges and Tournaments
(N=30,040).

P valueAdjustedc HR (95% CI)P valueUnadjusteda HRb (95% CI)Group/participation

User group

N/AN/AN/AdReference groupWebsite Only

.220.97 (0.93-1.02).170.97 (0.93-1.01)App Only

<.0010.75 (0.72-0.79)<.0010.71 (0.68-0.75)Fitbit Only

<.0010.78 (0.74-0.81)<.0010.75 (0.72-0.79)Web and App

<.0010.59 (0.56-0.62)<.0010.55 (0.52-0.57)Fitbit Combination

Level of participation in Challenges and Tournaments

N/AN/AN/AReference groupDid not participate in Challenge

N/AN/A<.0010.48 (0.45-0.52)Participated in Challenge

N/AN/AN/AReference groupDid not participate in Tournament

N/AN/A<.0010.75 (0.73-0.78)Participated in Tournament

aUnadjusted model.
bHR: hazard ratio.
cModel adjusted for participation in Challenges and Tournaments.
dN/A: not applicable.
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Table 5. Survival time by group of users of the 10,000 Steps program (N=30,040).

Duration (days)Percentage of user groups still using the 10,000 Steps platforma

75%

20Website Only

24App Only

25Fitbit Only

29Web and App

30Fitbit Combination

0Nonloggers

22All logging groups combined

0All groups combined

50%

30Website Only

31App Only

36Fitbit Only

33Web and App

41Fitbit Combination

0Nonloggers

31All logging groups combined

27All groups combined

25%

41Website Only

39App Only

48Fitbit Only

44Web and App

56Fitbit Combination

0Nonloggers

43All logging groups combined

37All groups combined

aParticipants may not have engaged with the program on all days consecutively.
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Figure 2. Kaplan-Meier estimates of the survival distribution for time to nonusage attrition by group.

Figure 3. Cox proportional hazards regression curve of the survival distribution for time to nonusage attrition by group based on the model adjusted
for Challenges and Tournaments; reference category: did not participate in Challenges or Tournaments.

Discussion

Principal Findings
This study examined whether different methods of logging steps
in the 10,000 Steps physical activity program are associated
with engagement with the program. The results showed that
those who used Fitbits (Fitbit Only and Fitbit Combination)
were the most engaged with the program. There was also some
evidence that those who used the combination of Web and App
were also well engaged with the program, but not to the same
extent as Fitbit users.

The Fitbit Combination group had an engagement profile that
included a high number of website sessions, page views, and
step log entries as well as a higher likelihood of participating
in both individual Challenges and team Tournaments. This
group also had the lowest risk of succumbing to nonusage

attrition, which corresponded with the longest time to succumb
to nonusage attrition. The Fitbit Only group also had relatively
good engagement characteristics and logged steps for the second
longest time. These results suggest that the use of a Fitbit may
enhance engagement with a real-world physical activity
program. This also indicates that using a Fitbit in combination
with other step-logging methods may further enhance
engagement.

These findings were not expected because Fitbit users had the
option to view their step counts either on the Fitbit itself or on
the Fitbit website or app. Subsequently, they could have
neglected to log in to the 10,000 Steps website to synchronize
their Fitbit steps and interact with the other program content on
the website. A number of factors may partially explain the
superior engagement of the groups using Fitbits. The financial
investment involved in purchasing a Fitbit may indicate that
these device-owning individuals were more motivated to
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increase their activity levels compared with the other groups.
Previous research has suggested that monetary investment may
be associated with behavior change either because of the
presence of motivation at the time of purchase or through
financial investment stimulating motivation [26]. Advanced
activity tracking devices have previously been shown to reduce
the burden of self-monitoring activity compared with traditional
self-monitoring methods such as pedometers [27]. The increased
convenience may lead to improved engagement with other
program features (eg, reading website content). In addition,
wearing a Fitbit may serve as an activity-related prompt or cue.
Another factor may include the nature of the Fitbits themselves.
Users of activity tracking devices have cited a number of
features that apply to Fitbits as being important characteristics,
such as being wrist-worn; being accurate [28]; having the ability
to synchronize with other devices; and having the ability to
track additional items such as heart rate, distance traveled, and
sleep [29,30]. Given that the level of engagement with activity
trackers is associated with high user satisfaction [29] these
factors may act as motivators for users to maintain program
engagement and be active. Other features of Fitbits that may
improve engagement within these groups include the associated
Fitbit app, which may have increased exposure to additional
motivational messaging and the incorporation of behavior
change techniques such as goal setting and feedback [8].
Engagement may be active (ie, logging data or completing
quizzes) or passive (viewing the intervention without interacting)
[31], and it is unclear how Fitbit use may influence this as the
data are automatically synchronized to the 10,000 Steps
platform. This aspect of engagement with a Fitbit may be passive
relative to the manual entry of data. Furthermore, differences
in broader indicators of use, such as session duration and page
views, were not consistent between the groups that included
Fitbit. Consequently, it may be interesting for future studies to
examine the mode of self-monitoring in the context of a broader
set of engagement indicators.

The Fitbit Combination group was less likely to succumb to
nonusage attrition and took longer to succumb to nonusage
attrition. This might reflect research showing that behavior
change and the sustained use of activity trackers are enhanced
when trackers (such as Fitbit) that provide feedback are used
in conjunction with other interventions (such as the 10,000 Steps
program), which delineate target behaviors and provide a plan
of action [32]. In addition, research exploring the relationship
between the use of a Fitbit and changes in physical activity
suggested that being accountable to someone else had a greater
influence on increasing physical activity than simply
self-monitoring the data on a Fitbit [27]. A sense of
accountability might have been created through registration
with the 10,000 Steps program and by the greater participation
in individual Challenges and team Tournaments among the
Fitbit Combination group. Furthermore, team Tournaments
involving social interaction are associated with improved
adherence to physical activity interventions [33].

A higher proportion of women were found in the 2 groups that
used Fitbits. This is contrary to previous research showing that
men were more likely to use advanced activity trackers [29].
Previous research also indicated that women were more likely

to use any type of activity tracker [29]; therefore, perhaps the
fast-growing adoption of advanced activity trackers is now
greater in women. It has been shown that the sustained use of
activity trackers is longer among women than in men [32], and
this factor might have contributed to the longer time to nonusage
among the Fitbit Combination group, which had the highest
proportion of women.

The App Only group was significantly younger, with a higher
proportion of men than the other groups. This group
demonstrated the lowest overall interaction with program content
and was among the groups with the lowest mean daily step
count and the earliest time to nonusage attrition. These findings
suggest that additional strategies may be required to better
engage younger male users of the program. Interestingly, 2
previous studies of the 10,000 Steps programs, which also
examined app use, found contrasting outcomes [18,34]. The
first study found the App Only group to be the youngest but
mostly female, with engagement and time to nonusage attrition
being better than those in the Website Only group [18]. The
second study, which was undertaken when the app was first
introduced, examined the app and web users of the 10,000 Steps
program and found that app users logged more steps more often
than Website Only users [34]. These discrepancies in findings
could potentially be explained by those users who tend to be
the early adopters of innovations [35]: those who were early
adopters of the app when it was first introduced may have
similar characteristics to those who are now the early adopters
of the Fitbit functionality.

The groups that used a combination of step-logging methods
had the best program engagement profile. This is highlighted
by the greater number of step log entries. The higher the mean
daily step count, the greater the likelihood of participating in
individual Challenges and team Tournaments, and the longer
the time until nonusage attrition by the Fitbit Combination group
compared with the Fitbit Only group and by the Web and App
group compared with both the App Only and Website Only
groups. This consolidates the findings from a previous study of
engagement with the 10,000 Steps program that found the Web
and App group to have a better engagement profile than the
Website Only and App Only groups [18]. It is difficult to
determine whether the act of using multiple methods to log steps
maintains a longer interest in the program or whether it is a
personality type or level of motivation to be active, which leads
them to both use several logging methods and stay engaged.

Nonusage attrition is a common problem among
internet-delivered health interventions [36]. The mean time to
nonusage attrition in this sample was similar to previous studies
of the 10,000 Steps program, and both studies found that groups
that logged steps using multiple methods (eg, using a
combination of Web and App to log steps) took longer to cease
logging steps [18]. The time to nonusage attrition in this study
also compared favorably with several other mobile health
physical activity studies conducted under both real-world
settings (35 days in this study vs 11 days in another study [37])
and tightly controlled conditions (35 days in this study vs 32
[38] and 46 days [39] in other studies).

J Med Internet Res 2021 | vol. 23 | iss. 6 |e22151 | p.953https://www.jmir.org/2021/6/e22151
(page number not for citation purposes)

Rayward et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The mean daily step counts of all the groups was greater than
10,000 Steps, which is above the average of 7400 for Australian
adults [40]. Although this is a promising indicator that this
real-world physical activity intervention is effective, the
magnitude of differences between the groups was <500 per day.
Consequently, the broader public health implications of these
differences are unclear and may be more relevant and
meaningful for less active people, given that they benefit most
from small increases in activity [41]. Alternatively, it may reflect
that more active individuals are attracted to the program. The
mean daily step counts were also the highest for the groups that
used more than one method to log steps. However, the Fitbit
Only group took the fewest steps, including fewer steps than
the Website Only and App Only groups, despite the groups’
other engagement parameters being generally better. This might
also be indicative of the different impacts on behavior stemming
from active versus passive self-monitoring [27]. Those required
to manually enter their daily step counts may be more likely to
consciously scrutinize their step counts during the process and
consequently make a greater effort to take more steps.
Meanwhile, the passive nature of the automatic synchronization
of step counts by the Fitbit, when not linked to other interactions
with program content, may lead to a loss of attention to step
counts and subsequently to less stimulus to change behavior.
A previous study of Fitbit users found that there were better
improvements in physical activity among users who interacted
with both the app and the Fitbit device than those who just
checked their device [27]. Therefore, it is possible that the
groups in this study who used a greater number of methods to
monitor their steps might be undertaking active rather than
passive self-monitoring (ie, paying attention to the feedback or
graphs, etc), which led to better engagement by these groups.

Strengths and Limitations
Among the strengths of this study is the real-world delivery of
a web-based physical activity intervention, not in a controlled

setting. In addition, the sample was large and examined over a
long time frame. The findings of this type of study are likely to
provide more accurate information regarding how interventions
work when they are delivered in ecologically valid settings [6].
Other strengths include the examination of various combinations
of user step-logging methods that allow for a nuanced
understanding of user engagement patterns. There are several
limitations to consider. The results of this study must be
interpreted in the context of the vast majority of users belonging
to the Website Only group, and the outcomes may have been
different if the groups were more evenly balanced. In addition,
the only measure of physical activity was step count, which
does not necessarily capture the overall physical activity.
Furthermore, the Fitbit groups provided objective step data that
were automatically synced with the website, whereas the others
provided manually entered pedometer measured step counts
that are prone to bias (ie, people may report more than what the
pedometer actually measured). This might have created a
disparity in the accuracy of step counts between the groups.
Only 25% (5536/22,142) of those who actively logged steps
were still engaged after 43 days; therefore, it is unknown
whether the impressive >10,000 daily mean step counts of all
groups was ongoing. It is noteworthy that the engagement
metrics used in this study did not include broader indicators of
different types of engagement (reflective, altruistic, and
gamified), which may be important to behavior change [31].

Conclusions
This study found that multiple methods of logging steps were
associated with better program engagement. The use of a Fitbit
appears to enhance engagement with a real-world physical
activity program, particularly when used in conjunction with
other platforms (ie, a combination of Fitbit and website and/or
app). Therefore, integrating tracking devices that synchronize
data automatically into real-world physical activity interventions
is one strategy to improve engagement.
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Abstract

Background: When studied in community-based samples, the association of physical activity with blood pressure (BP) remains
controversial and is perhaps dependent on the intensity of physical activity. Prior studies have not explored the association of
smartwatch-measured physical activity with home BP.

Objective: We aimed to study the association of habitual physical activity with home BP.

Methods: Consenting electronic Framingham Heart Study (eFHS) participants were provided with a study smartwatch (Apple
Watch Series 0) and Bluetooth-enabled home BP cuff. Participants were instructed to wear the watch daily and transmit BP values
weekly. We measured habitual physical activity as the average daily step count determined by the smartwatch. We estimated the
cross-sectional association between physical activity and average home BP using linear mixed effects models adjusting for age,
sex, wear time, antihypertensive drug use, and familial structure.

Results: We studied 660 eFHS participants (mean age 53 years, SD 9 years; 387 [58.6%] women; 602 [91.2%] White) who
wore the smartwatch 5 or more hours per day for 30 or more days and transmitted three or more BP readings. The mean daily
step count was 7595 (SD 2718). The mean home systolic and diastolic BP (mmHg) were 122 (SD 12) and 76 (SD 8). Every 1000
increase in the step count was associated with a 0.49 mmHg lower home systolic BP (P=.004) and 0.36 mmHg lower home
diastolic BP (P=.003). The association, however, was attenuated and became statistically nonsignificant with further adjustment
for BMI.

Conclusions: In this community-based sample of adults, higher daily habitual physical activity measured by a smartwatch was
associated with a moderate, but statistically significant, reduction in home BP. Differences in BMI among study participants
accounted for the majority of the observed association.

(J Med Internet Res 2021;23(6):e25591)   doi:10.2196/25591
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Introduction

Understanding the relationship between physical activity and
blood pressure (BP) is crucial because promoting physical
activity might help address the community burden of
hypertension. Several observational and interventional studies
have explored the association between physical activity and BP.
Data from community-based observational studies suggest that
higher self-reported moderate to vigorous physical activity, but
not overall physical activity, is associated with lower research
center/in-office BP and lower prevalence of incident
hypertension [1-6]. Similarly, in interventional studies,
promoting moderate to vigorous physical activity leads to a
consistent reduction in BP in both normotensive and
hypertensive individuals [7,8]. Most individuals, however, spend
the majority of their time performing light activities, such as
walking, which are suboptimally quantified using physical
activity questionnaires [9,10], but can be accurately measured
using accelerometers or smartwatches. Understanding the
relationship between habitual physical activity and BP might
yield fruitful targets to address the community burden of
hypertension.

Smartwatches are commercially available devices for monitoring
habitual physical activity and can enhance phenotyping of
community-dwelling individuals. Daily step count reported by
smartwatches could be a useful measure of overall physical
activity capturing all intensities of exercise. Home BP, when
compared to in-office BP, is a stronger predictor of adverse
cardiovascular outcomes and mortality [11]. Merging the vast
data continuously being collected using smart gadgets, such as
smartwatches and Bluetooth-enabled BP cuffs, not only enriches
the phenotypical information for individuals, but also opens up
the possibility of studying the relationship of these novel
ambulatory phenotypes (eg, daily step count) with
cardiovascular risk factors (such as home BP).

We hypothesized that higher habitual physical activity is
associated with lower home BP. To that end, we leveraged data
from the ongoing electronic Framingham Heart Study (eFHS)
cohort [12] to assess the association between home BP and
habitual physical activity measured using a smartwatch (daily
step count). Additionally, we sought to study the moderators of
this association by adjusting for previously known correlates
of hypertension and physical activity.

Methods

Overview
The Framingham Heart Study (FHS) is a multigenerational
cohort study that was originally designed to study the risk factors
for cardiovascular disease [13]. The eFHS cohort started

enrolling participants from the FHS Third Generation Cohort
(Gen 3), multiethnic Omni Group 2 Cohort (Omni 2), and New
Offspring Spouse Cohort in June 2016 during regular research
center examination [12]. The participants were offered a
smartphone app, a Nokia Withings BP cuff for home BP
monitoring, and a smartwatch (Apple Watch, Series 0, started
November 2016). To be eligible for the BP cuff and Apple
Watch, the participants were required to own an iPhone with a
compatible iOS version (version 9 or higher). We chose the
Withings wireless BP device because it is Food and Drug
Administration approved for home BP monitoring and it has
been validated (mean differences between the device and
mercury readings for systolic and diastolic BP of −0.2 [SD 5.0]
mmHg and 0.4 [SD 4.2] mmHg, respectively) [14,15]. The
research protocol was approved by the Boston University
Medical Center Institutional Review Board. All participants
provided written informed consent.

Study Protocol
In this study, eFHS participants enrolled between June 27, 2016,
and January 31, 2019, were included, and the median follow-up
was 375 days from the date of enrollment (Figure 1). The
participants were asked to wear the Apple Watch every day and
transmit home BP readings every week. Habitual physical
activity was measured as the average daily step count transmitted
by the smartwatch. To reduce the bias related to low watch wear
time, we only averaged the data from “valid days,” which were
defined as those days with at least 5 hours of wear time. We,
however, also performed sensitivity analyses leveraging an
alternate threshold of 10 hours/day to define valid days. Of note,
wear time from the Apple Watch was determined based on a
combination of the heart rate and step count data transmitted
by the watch. At rest, the watch measures the heart rate
opportunistically every 5 minutes (heart rate is measured at a
higher frequency during workouts) [16]. Therefore, any clock
hours with more than one heart rate recording were included in
the wear time. For the hours with one or less heart rate
recordings, we only included clock hours with 30 or more steps
in the wear time. Additionally, participants with less than 30
valid days were excluded (n=244; Figure 1). Several prior
studies have measured physical activity by deploying
accelerometers over short periods of time (eg, 1 week), which
carries the risk of potential bias, as the participants might modify
their behavior for the duration of the study [7,17]. In comparison
to accelerometer-based studies, we leveraged physical activity
measured by the smartwatch over a median follow-up of just
over a year and did not include the data from participants with
less than 30 valid days. Therefore, we likely captured the
“habitual” level of physical activity, that is, the level of physical
activity a participant will automatically perform if not being
monitored (eg, using accelerometers).
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Figure 1. Cohort development diagram for the study. BP: blood pressure; eFHS: electronic Framingham Heart Study.

Home BP Measurement
The participants were advised to measure home BP once a week,
ideally on the same day every week and at the same time during
the day. They were advised to sit in a comfortable position with
the feet flat on the floor and the left arm resting on a table with
the palm up, rest for 5 minutes without talking, and then take
the BP measurement. Participants were advised against BP
measurement after exercise, after consuming caffeinated
beverages, or after a high excitement activity. All BP recordings
were date and time stamped. The BP recordings taken by the
participants during the study period were averaged to calculate
average home systolic and diastolic BP for each participant.
We only included participants who transmitted three or more
home BP recordings. We chose a threshold of three readings
because prior studies have reported that home BP readings
averaged over 3 days versus 7 or 10 days yield similar results
[18,19]. We, however, did perform sensitivity analyses
leveraging an alternate threshold of nine or more home BP
readings (as described below). The variability in home BP
readings was measured using the coefficient of variation
(standard deviation/mean).

Other Variables
Clinical and laboratory variables were measured during the
examination at the research center [13]. Hypertension was
defined as systolic BP ≥140 mmHg, diastolic BP ≥90 mmHg,
and/or self-reported use of antihypertensive medications.

Diabetes was defined as fasting plasma glucose ≥126 mg/dL
and/or self-reported use of medications for diabetes. BMI was
calculated by dividing body weight (in kg) by height (in meters)
square.

Statistical Methods
Baseline variables (from research center examination) were
presented as mean (SD) or median (IQR) for continuous
variables and as frequency (proportion) for categorical variables.
The correlation between average daily step count and home
systolic and diastolic BP was determined using the Spearman
correlation coefficient and depicted using a correlation matrix.
The association between average daily step count and home BP
was measured using separate linear mixed effect regression
models for systolic and diastolic BP. Primary models were
adjusted for age, sex, familial structure/relatedness in the FHS,
antihypertensive drug use, and watch wear time. The secondary
model was further adjusted for BMI. We checked for interaction
with wear time using the interaction term step count×wear time.
For each model, we also performed sex-stratified analyses and
tested assumption of linearity by inspecting the residual plots.
As the FHS is a multigenerational study, to account for
relatedness between the participants, we included the familial
relatedness variable. This variable was derived from the
self-reported pedigree structure by R package kinship and was
treated as a random effect in our regression models.
Additionally, sensitivity analyses were performed leveraging
alternate inclusion thresholds for valid days (60 days or 90 days
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instead of 30 days), wear time (10 hours per valid day vs 5 hours
per valid day), and home BP recordings (minimum nine home
BP recordings vs three recordings). Similarly, we studied the
association between home BP variability and average daily step
count in primary and secondary models. Additionally,
BMI-stratified exploratory analyses were performed to study
the association between home BP and daily step count across

various BMI strata (normal BMI <25 kg/m2, overweight BMI

25-29.9 kg/m2, and obese BMI ≥30 kg/m2). These stratified
models were adjusted for age, sex, familial structure,
antihypertensive drug use, and watch wear time (similar to the
primary models). We also performed exploratory analyses using
regression models 1 and 2 in a subsample of participants with
a history of hypertension. To account for multiple comparisons
in these exploratory post-hoc stratified analyses, Bonferroni
correction for the P value was used to determine statistical
significance (P<.05/3=.017). For other a priori models, the
significant association was defined by a two-sided P value <.05.
Box plots were used to show the distribution of average daily

step count and home BP across BMI strata. All statistical
analyses were performed using R software package version
3.5.0 (The R Project for Statistical Computing).

Results

Our study sample consisted of 660 adults (mean age 53 years,
SD 9 years; 387 [58.6%] women; 602 [91.2%] White; Table
1). Approximately one in five participants reported taking

antihypertensive medications. The mean BMI was 27.8 kg/m2

(SD 5 kg/m2), and over two-thirds of participants were
overweight (n=277) or obese (n=183). The baseline prevalence
of smoking, diabetes, and cardiovascular disease was low. In
Multimedia Appendix 1, we have presented the baseline
characteristics of the study participants including all research
center exam attendees and eFHS cohort participants. The eFHS
participants were younger and more likely to be female,
compared to all research center examinees. Other baseline
characteristics were comparable between all eFHS participants
and the study participants.

Table 1. Baseline characteristics of the study participants (N=660).

Value, mean (SD) or n (%)Variable

53 (9)Age (years), mean (SD)

387 (58.6%)Female sex, n (%)

27.8 (5.0)BMI (kg/m2), mean (SD)

119 (14)Systolic BPa (research center) (mmHg), mean (SD)

76 (9)Diastolic BP (research center) (mmHg), mean (SD)

145 (22.0%)Antihypertensive drug use, n (%)

28 (4.2%)Current smoking, n (%)

41 (6.2%)Diabetes mellitus, n (%)

Race, n (%)

602 (91.2%)White

14 (2.1%)Black

17 (2.6%)Hispanic

13 (2.0%)Asian

14 (2.1%)Other

26 (3.9%)Cardiovascular disease, n (%)

122 (12)Systolic BP (home) (mmHg), mean (SD)

76 (8)Diastolic BP (home) (mmHg), mean (SD)

7595 (2718)Daily step count, mean (SD)

aBP: blood pressure.

Over a median of 375 (25%-75%: 180-581) follow-up days,
participants wore the Apple Watch for a median of 13.7 (IQR
12.4-14.8) hours per day and sent BP readings for 28 (IQR
11-63) weeks. The mean daily step count was 7595 (SD 2718).
The mean home systolic and diastolic BP (mmHg) values were

122 (SD 12) and 76 (SD 8), respectively. In sex-stratified
analyses, average daily step count was inversely correlated with
home systolic and diastolic BP (in both men and women; Figure
2), that is, participants with a higher daily step count had lower
home systolic and diastolic BP.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25591 | p.961https://www.jmir.org/2021/6/e25591/
(page number not for citation purposes)

Sardana et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Scatter plots depicting the correlation of average daily step count with average home systolic and diastolic blood pressure. DBP: diastolic
blood pressure; SBP: systolic blood pressure.

In the regression models adjusted for age, sex, watch wear time,
family structure, and antihypertensive drug use (model 1), each
1000-step increment was associated with a 0.49 mmHg lower
home systolic BP and 0.36 mmHg lower home diastolic BP
(Table 2, Figure 3). No significant interaction with wear time
was noted (P=.82 for systolic BP analyses and P=.35 for
diastolic BP analyses). In sex-stratified analyses, the findings
were overall similar in men and women, although the P value
did not reach the statistical significance threshold in men for
diastolic BP. Given the same directionality of the association

in men as the overall sample and subsample with women and
a relatively weak correlation between diastolic BP and daily
steps (correlation coefficient −0.22), we suspected that we were
underpowered in our sex-stratified analyses. We have included
the power calculation in Multimedia Appendix 2. With further
adjustment for BMI (model 2), the strength of the association
between daily step count and home BP attenuated and became
statistically nonsignificant. When we studied the association of
log-transformed daily step count with home BP, the results
remained unchanged (Multimedia Appendix 3).
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Table 2. Association of daily step count with home blood pressure using separate mixed linear effect models for systolic and diastolic blood pressure.

Model 2cModel 1bHome BPa and participants

P valueSEβd (mmHg)P valueSEβd (mmHg)

Systolic BP

.970.160.006.0040.17−0.49All participants (n=660)

.700.200.08.050.23−0.47Women (n=387)

.550.24−0.14.030.24−0.53Men (n=273)

Diastolic BP

.760.12−0.04.0030.12−0.36All participants (n=660)

.590.14−0.08.010.16−0.45Women (n=387)

.940.19−0.01.180.19−0.26Men (n=273)

aBP: blood pressure.
bModel 1 was adjusted for age, sex, family structure, reported antihypertensive drug use, and watch wear time.
cModel 2 was adjusted for model 1 covariates and BMI.
dβ represents the change in BP (mmHg) for every 1000 increase in daily steps.

Figure 3. Association of daily step count with home blood pressure. BP: blood pressure.

Of note, our primary analyses were restricted to the participants
who had at least 30 active days and transmitted three or more
home BP readings. We performed four sensitivity analyses to
test the generalizability of our findings and increase the validity
of our results as follows: (1) participants with 60 or more active
days (n=611; Multimedia Appendix 4), (2) participants with 90
or more active days (n=578; Multimedia Appendix 5), (3)
participants with nine or more home BP readings (n=540;
Multimedia Appendix 6), and (4) using a 10 hours per valid day
threshold (n=634; Multimedia Appendix 7). The results in
sensitivity analyses were similar to the primary analyses, that
is, there was an inverse association between daily step count
and home BP in model 1, but the association became
nonsignificant in model 2.

We also studied the association of home BP variability
(coefficient of variation) with the daily step count using separate
mixed linear effect models for systolic BP and diastolic BP in
models analogous to the primary analyses (model 1 adjusted
for age, sex, watch wear time, antihypertensive drug use, and
family structure, and model 2 further adjusted for BMI). In these
models, a higher daily step count was associated with
significantly lower diastolic BP variability (but not systolic BP
variability; Table 3). In sex-stratified analyses, the findings
were overall similar in men and women, although the P value
did not reach the statistical significance threshold in women for
diastolic BP variability. Given the same directionality of the
association in women as the overall sample and subsample with
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men, we suspected that we were underpowered in our
sex-stratified analyses.

To further explore the association of BMI with home BP and
daily step count, we performed BMI-stratified analyses. In these
models adjusted for age, sex, familial structure, antihypertensive
drug use, and watch wear time, we did not observe any
statistically significant association of home BP (separate models
for systolic and diastolic BP) with daily step count (Table 4).
In Multimedia Appendix 8 and Multimedia Appendix 9, we
depict the distribution of average daily step count and home BP
across different BMI strata (normal weight, overweight, and
obese). There was a significant trend toward a lower step count
and higher systolic and diastolic BP with a higher BMI stratum
(P<.001). In Multimedia Appendix 10, we have shown scatter

plots depicting the correlation of average daily step count and
home BP stratified by different BMI categories. We also
performed exploratory analyses among participants with a
history of hypertension (n=183). Compared to participants
without a history of hypertension, participants with a history of
hypertension had a lower daily step count, were older, were
more likely to be men, and had a higher BMI (Multimedia
Appendix 11). In these analyses, we did not observe a significant
association between step count and systolic or diastolic BP in
models 1 and 2 (Multimedia Appendix 12). Although the
findings might be because of underpowering, they suggest that
the relationship of step count with home BP is not stronger
among participants with a history of hypertension. When we
treated home BP as a tertile variable, we observed results similar
to those in our primary analyses (Multimedia Appendix 13).

Table 3. Association of daily step count with home blood pressure variability (coefficient of variation).

Model 2cModel 1bHome BPa and participants

P valueSEβd (mmHg)P valueSEβd (mmHg)

Systolic BP

.620.00034−0.00017.650.0003−0.0002All participants (n=660)

.670.000420.00018.720.00040.0001Women (n=387)

.190.00057−0.00074.250.0005−0.0006Men (n=273)

Diastolic BP

.010.00037−0.00095.0030.0004−0.0011All participants (n=660)

.190.00045−0.00060.090.0004−0.0008Women (n=387)

.010.00064−0.00161.010.0006−0.0016Men (n=273)

aBP: blood pressure.
bModel 1 was adjusted for age, sex, family structure, reported antihypertensive drug use, and watch wear time.
cModel 2 was adjusted for model 1 covariates and BMI.
dβ represents the change in BP (mmHg) for every 1000 increase in daily steps.

Table 4. Association of daily step count with home blood pressure in models stratified by BMI.

Obese (BMI ≥30 kg/m2)b (n=183)Overweight (25 ≤ BMI < 30 kg/m2)b

(n=277)
Normal (BMI <25 kg/m2)b (n=200)Home BPa and participants

P valueSEβc (mmHg)P valueSEβc (mmHg)P valueSEβc (mmHg)

Systolic BP

.790.360.10.140.23−0.34.880.25−0.04All participants

.960.580.03.430.36−0.28.990.280.00Women

.670.450.19.110.30−0.48.980.50−0.01Men

Diastolic BP

.950.26−0.02.040.16−0.34.660.180.08All participants

.380.42−0.37.120.24−0.37.970.20−0.01Women

.360.340.31.150.23−0.33.400.450.38Men

aBP: blood pressure.
bModels were adjusted for age, sex, family structure, reported antihypertensive drug use, and watch wear time.
cβ represents the change in BP (mmHg) for every 1000 increase in steps.
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Discussion

Principal Findings
In this study of community-dwelling participants, we measured
habitual physical activity using a study smartwatch and home
BP device. We observed an inverse association of higher
habitual physical activity with lower home BP, even after
adjusting for age, sex, watch wear time, antihypertensive drug
use, and family structure. The association between physical
activity and home BP, however, was rendered statistically
nonsignificant after further adjusting for BMI, suggesting the
mediating role of BMI.

When studied in community-based samples, the association of
physical activity and BP remained controversial [3,20] and is
perhaps dependent on the intensity of activity. For example, in
a community-dwelling sample from the Dutch Lifelines cohort
(n=125,402), higher self-reported commuting and leisure time
moderate to vigorous physical activity was associated with
lower BP in a dose-dependent manner (cross-sectional analysis)
[1]. Similarly, in a sample of African American participants
derived from the Jackson Heart Study (n=1311), lower baseline
moderate to vigorous physical activity, but not overall physical
activity, was associated with an increased risk of incident
hypertension over a median follow-up of 8 years [2]. On the
contrary, in 1717 participants of the Framingham Offspring
study, the self-reported physical activity index (a composite
score of daily physical activity and sedentary behavior) did not
emerge as an independent predictor of incident hypertension in
multivariable-adjusted models [6]. A similar lack of an
independent association of physical activity with incident
hypertension was observed in the participants of the National
Health and Nutrition Examination Survey [5] and Coronary
Artery Risk Development in (Young) Adults Study [4]. Since
2016, eFHS participants have undergone digital phenotyping
using research smartwatches and BP cuffs, thereby enriching
the existing information about these FHS participants [12]. With
the goal of better understanding the relationship between
physical activity and BP, in our current investigation, we studied
the association of a common measure of physical activity (daily
step count) [21] and home BP (a powerful predictor of adverse
cardiovascular outcomes) [11]. The demographic-adjusted
regression model (primary model) revealed an inverse
association of habitual physical activity with home BP.
However, with further adjustment for BMI (secondary model),
the association became attenuated and nonsignificant, suggesting
that BMI accounted for most or all of the association between
habitual physical activity and home BP. The results of our
exploratory BMI-stratified models further confirmed this
observation as no significant association of habitual physical
activity with home BP was observed in any BMI subgroups
(normal weight, overweight, or obese).

Our findings, when taken together with prior observations,
suggest that the effect of overall physical activity on BP in
community-based settings is likely mediated via correlates of
physical activity such as obesity. While several prior studies
have reported an association of moderate to vigorous physical
activity with BP and incident hypertension [1,2], we were unable

to study the relationship of exercise intensity with home BP as
the current wearables (including the Apple Watch used in our
study) do not accurately discriminate between the intensity of
exercise [22-24]. Nevertheless, community-dwelling individuals
spend the majority of their time performing light physical
activity (such as walking), and over the last decade, several
studies have reported the beneficial effects of light physical
activity on overall metabolic profile [25-27] and mortality [28].
It is plausible that light physical activity modulates BP via
improvement in the metabolic profile (eg, BMI in our study)
[29,30], whereas moderate to vigorous physical activity lowers
BP more directly by reducing the vascular tone [3]. In fact,
interventions aimed at increasing moderate to vigorous physical
activity consistently lead to a reduction in BP in both
normotensive and hypertensive individuals [7,8]. Of note, we
observed an inverse association of home diastolic BP variability,
an independent predictor of adverse cardiovascular outcomes
[31], with higher step count independent of BMI. The
association of habitual physical activity with reduced diastolic
BP variability might be attributable to its effect on autonomic
modulation [32]. Our findings suggest that overall habitual
physical activity could lead to reduced cardiovascular risk
despite the lack of an independent association with absolute
home BP.

Another major implication of our study is that smartwatches
provide scalable instruments to measure habitual physical
activity in community-based settings. Prior studies have reported
a significant reduction in BP-leveraging pedometer and
smartphone-based physical activity promotion interventions
[7]. Home BP is a stronger predictor of adverse cardiovascular
outcomes compared with in-office BP [11], and self-monitoring
of postexercise hypotension can improve exercise adherence
[33]. Nearly one in five Americans currently own a smartwatch
[34]. With the burgeoning field of wearable smart devices, our
findings raise the possibility of leveraging smartwatches and
home BP monitoring to promote physical activity to address
the community burden of hypertension and associated
comorbidities such as obesity [35].

Limitations
Our study has several limitations. First, the participants in our
study were predominantly White and of European ancestry, and
had a higher average daily step count (7595 steps/day) than the
US average (4774 steps/day) [36]. Further, we acknowledge
that our study sample (n=660) represents a subset of younger
participants who attended the research center examination
(n=3521). Although the baseline characteristics of the eFHS
cohort and our study sample were similarly distributed, the
possibility of selection bias exists. Our findings should be
validated in samples with older participants and in racially
diverse samples as there is evidence supporting the differential
association of physical activity with incident hypertension,
based on race [37]. Second, the analyses performed in our
observational study are cross-sectional in nature. Therefore, our
findings do not imply a causal association between lower PA
and higher BP. However, our eFHS cohort is embedded in the
overall FHS, and as these participants are systematically
followed over the next few years, we would be able to study
the pattern of habitual physical activity that relates to a higher
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risk of incident hypertension. Third, although the association
between habitual physical activity and home BP was statistically
significant, whether a 0.49 mmHg lower systolic BP and 0.36
mmHg lower diastolic BP per 1000 daily steps translates to a
clinically meaningful impact in the community should be
assessed in future studies. Even a 2 mmHg reduction in the
average diastolic BP, however, would lead to a 17% decrease
in hypertension prevalence [38]. From the clinical standpoint,
considering the large number of daily steps required to achieve
a modest reduction in BP, our findings might not translate to
significant benefits at the individual level. Fourth, we relied on
outputs from the Apple Watch proprietary algorithms to measure
physical activity in our study. Although validated for measuring

physical activity, these algorithms are not available publicly
[22,39].

Conclusions
In this community-based sample of middle-aged adults who
were enrolled in an electronic cohort at the time of their routine
research center examination, we observed that higher habitual
physical activity measured by a smartwatch was associated with
a moderate, but statistically significant, reduction in home BP.
Differences in BMI among study participants accounted for the
majority of the observed association. The results of our study
lay the ground work for leveraging smart devices to promote
physical activity and improve the cardiometabolic phenotype
in the community.

 

Acknowledgments
The Apple Watches were provided to Boston University by Apple, Inc at no cost to the study. This study was supported by an
award from the Robert Wood Johnson Foundation (number 74624) and a grant from the National Heart Lung and Blood Institute
(R01HL141434, HHSN268201500001I). Investigator time was supported from the following grants: R01HL126911 (EJB), 2R01
HL092577 (EJB), 2U54HL120163 (EJB), R01HL126911 (DDM), R01HL137734 (DDM), R01HL137794 (DDM), and R01HL13660
(DDM).

Conflicts of Interest
DDM discloses equity stakes or consulting relationships with Flexcon, Bristol-Myers Squibb, Boston Biomedical Associates,
Pfizer, and Samsung, and research support from Sanofi Aventis, Otsuka Pharmaceuticals, Philips Healthcare, Biotronik, Bristol
Myers Squibb, Boeringher Ingelheim, and Pfizer. DDM has an inventor stake in Mobile Sense Technologies, LLC. VK is a
principal, and CN is an employee of CareEvolution, Inc, a health care technology company (https://careevolution.com). Apple
was not involved in the study design, analysis, interpretation, or reporting of the study results. Starting 2020, EJB has been an
uncompensated member for MyHeartLab Steering Committee, a primary investigator-initiated study from Samsung in the
University of California San Francisco (PI: Jeffrey Olgin, MD). NS received funding from Novo Nordisk for an investigator-initiated
research grant unrelated to the current paper. Other authors have no relevant disclosures.

Multimedia Appendix 1
Characteristics of the study participants compared to the overall electronic Framingham Heart Study cohort and all research center
attendees during the study enrollment period.
[DOCX File , 15 KB - jmir_v23i6e25591_app1.docx ]

Multimedia Appendix 2
Additional methods and results.
[DOCX File , 60 KB - jmir_v23i6e25591_app2.docx ]

Multimedia Appendix 3
Association of log-transformed daily step count with home blood pressure using separate mixed linear effect models for systolic
and diastolic blood pressure.
[DOCX File , 15 KB - jmir_v23i6e25591_app3.docx ]

Multimedia Appendix 4
Association of daily step count with home blood pressure in participants with 60 or more active days.
[DOCX File , 15 KB - jmir_v23i6e25591_app4.docx ]

Multimedia Appendix 5
Association of daily step count with home blood pressure in participants with 90 or more active days.
[DOCX File , 15 KB - jmir_v23i6e25591_app5.docx ]

Multimedia Appendix 6

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25591 | p.966https://www.jmir.org/2021/6/e25591/
(page number not for citation purposes)

Sardana et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app1.docx&filename=350796bcd3827f3f5239ba33fad1da9b.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app1.docx&filename=350796bcd3827f3f5239ba33fad1da9b.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app2.docx&filename=7b06c04a977396ee801ec49b9431df12.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app2.docx&filename=7b06c04a977396ee801ec49b9431df12.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app3.docx&filename=f52ed50d4d9c5c89844134721d681fcd.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app3.docx&filename=f52ed50d4d9c5c89844134721d681fcd.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app4.docx&filename=54e94629ad857d5b374518d8dabff96f.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app4.docx&filename=54e94629ad857d5b374518d8dabff96f.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app5.docx&filename=280ef794ca738fd7c5f1fb104fbeb27c.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app5.docx&filename=280ef794ca738fd7c5f1fb104fbeb27c.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


Association of daily step count with home blood pressure in participants with nine or more blood pressure readings.
[DOCX File , 15 KB - jmir_v23i6e25591_app6.docx ]

Multimedia Appendix 7
Association of daily step count with home blood pressure using a threshold of 10 hours/day to define active days.
[DOCX File , 15 KB - jmir_v23i6e25591_app7.docx ]

Multimedia Appendix 8
Box plots depicting average daily step count stratified by BMI categories. N=200 for normal weight, N=277 for overweight, and
N=183 for obese.
[PNG File , 11 KB - jmir_v23i6e25591_app8.png ]

Multimedia Appendix 9
Box plots depicting average home systolic and diastolic blood pressure stratified by BMI categories. N=200 for normal weight,
N=277 for overweight, and N=183 for obese. DBP: diastolic blood pressure; SBP: systolic blood pressure.
[PNG File , 20 KB - jmir_v23i6e25591_app9.png ]

Multimedia Appendix 10
Scatter plots depicting the correlation between average daily step count and home blood pressure stratified by BMI categories.
[PNG File , 45 KB - jmir_v23i6e25591_app10.png ]

Multimedia Appendix 11
Baseline characteristics of participants with and without a history of hypertension.
[DOCX File , 14 KB - jmir_v23i6e25591_app11.docx ]

Multimedia Appendix 12
Association of daily step count with home blood pressure in participants with a history of hypertension.
[DOCX File , 14 KB - jmir_v23i6e25591_app12.docx ]

Multimedia Appendix 13
Association of daily step count with home blood pressure tertile.
[DOCX File , 15 KB - jmir_v23i6e25591_app13.docx ]

References
1. Byambasukh O, Snieder H, Corpeleijn E. Relation Between Leisure Time, Commuting, and Occupational Physical Activity

With Blood Pressure in 125 402 Adults: The Lifelines Cohort. J Am Heart Assoc 2020 Feb 18;9(4):e014313 [FREE Full
text] [doi: 10.1161/JAHA.119.014313] [Medline: 32067583]

2. Diaz KM, Booth JN, Seals SR, Abdalla M, Dubbert PM, Sims M, et al. Physical Activity and Incident Hypertension in
African Americans: The Jackson Heart Study. Hypertension 2017 Mar;69(3):421-427 [FREE Full text] [doi:
10.1161/HYPERTENSIONAHA.116.08398] [Medline: 28137988]

3. Diaz KM, Shimbo D. Physical activity and the prevention of hypertension. Curr Hypertens Rep 2013 Dec;15(6):659-668
[FREE Full text] [doi: 10.1007/s11906-013-0386-8] [Medline: 24052212]

4. Dyer AR, Liu K, Walsh M, Kiefe C, Jacobs DR, Bild DE. Ten-year incidence of elevated blood pressure and its predictors:
the CARDIA study. Coronary Artery Risk Development in (Young) Adults. J Hum Hypertens 1999 Jan;13(1):13-21 [FREE
Full text] [doi: 10.1038/sj.jhh.1000740] [Medline: 9928747]

5. Ford ES, Cooper RS. Risk factors for hypertension in a national cohort study. Hypertension 1991 Nov;18(5):598-606. [doi:
10.1161/01.hyp.18.5.598] [Medline: 1937662]

6. Parikh NI, Pencina MJ, Wang TJ, Benjamin EJ, Lanier KJ, Levy D, et al. A risk score for predicting near-term incidence
of hypertension: the Framingham Heart Study. Ann Intern Med 2008 Jan 15;148(2):102-110. [doi:
10.7326/0003-4819-148-2-200801150-00005] [Medline: 18195335]

7. Bravata DM, Smith-Spangler C, Sundaram V, Gienger AL, Lin N, Lewis R, et al. Using pedometers to increase physical
activity and improve health: a systematic review. JAMA 2007 Nov 21;298(19):2296-2304. [doi: 10.1001/jama.298.19.2296]
[Medline: 18029834]

8. Cornelissen VA, Smart NA. Exercise training for blood pressure: a systematic review and meta-analysis. J Am Heart Assoc
2013 Feb 01;2(1):e004473 [FREE Full text] [doi: 10.1161/JAHA.112.004473] [Medline: 23525435]

9. Shephard RJ. Limits to the measurement of habitual physical activity by questionnaires. Br J Sports Med 2003
Jun;37(3):197-206; discussion 206 [FREE Full text] [doi: 10.1136/bjsm.37.3.197] [Medline: 12782543]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25591 | p.967https://www.jmir.org/2021/6/e25591/
(page number not for citation purposes)

Sardana et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app6.docx&filename=a9bd426d1a7ae834e66dedfbaf6834e3.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app6.docx&filename=a9bd426d1a7ae834e66dedfbaf6834e3.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app7.docx&filename=a4b54930b5838c15b015b835a96d4360.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app7.docx&filename=a4b54930b5838c15b015b835a96d4360.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app8.png&filename=fd76a109f96e31e40b8e1ecf551f3eee.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app8.png&filename=fd76a109f96e31e40b8e1ecf551f3eee.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app9.png&filename=2bb96bed2b4d2035aefa2aec628dd20e.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app9.png&filename=2bb96bed2b4d2035aefa2aec628dd20e.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app10.png&filename=114c2fa7a2a7b6b3c93e88a79822d019.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app10.png&filename=114c2fa7a2a7b6b3c93e88a79822d019.png
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app11.docx&filename=51d1f8d6f6fd28688859285cbf66c90e.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app11.docx&filename=51d1f8d6f6fd28688859285cbf66c90e.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app12.docx&filename=b48eb82b1acf36adbcb1eab007b2cd03.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app12.docx&filename=b48eb82b1acf36adbcb1eab007b2cd03.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app13.docx&filename=521d939e820ec6ed7acda69b2dca0c0c.docx
https://jmir.org/api/download?alt_name=jmir_v23i6e25591_app13.docx&filename=521d939e820ec6ed7acda69b2dca0c0c.docx
https://www.ahajournals.org/doi/10.1161/JAHA.119.014313?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
https://www.ahajournals.org/doi/10.1161/JAHA.119.014313?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1161/JAHA.119.014313
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32067583&dopt=Abstract
http://europepmc.org/abstract/MED/28137988
http://dx.doi.org/10.1161/HYPERTENSIONAHA.116.08398
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28137988&dopt=Abstract
http://europepmc.org/abstract/MED/24052212
http://dx.doi.org/10.1007/s11906-013-0386-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24052212&dopt=Abstract
https://doi.org/10.1038/sj.jhh.1000740
https://doi.org/10.1038/sj.jhh.1000740
http://dx.doi.org/10.1038/sj.jhh.1000740
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9928747&dopt=Abstract
http://dx.doi.org/10.1161/01.hyp.18.5.598
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1937662&dopt=Abstract
http://dx.doi.org/10.7326/0003-4819-148-2-200801150-00005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18195335&dopt=Abstract
http://dx.doi.org/10.1001/jama.298.19.2296
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18029834&dopt=Abstract
https://www.ahajournals.org/doi/10.1161/JAHA.112.004473?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1161/JAHA.112.004473
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23525435&dopt=Abstract
https://bjsm.bmj.com/lookup/pmidlookup?view=long&pmid=12782543
http://dx.doi.org/10.1136/bjsm.37.3.197
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12782543&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


10. Prince SA, Adamo KB, Hamel ME, Hardt J, Connor Gorber S, Tremblay M. A comparison of direct versus self-report
measures for assessing physical activity in adults: a systematic review. Int J Behav Nutr Phys Act 2008 Nov 06;5:56 [FREE
Full text] [doi: 10.1186/1479-5868-5-56] [Medline: 18990237]

11. Bobrie G, Chatellier G, Genes N, Clerson P, Vaur L, Vaisse B, et al. Cardiovascular prognosis of "masked hypertension"
detected by blood pressure self-measurement in elderly treated hypertensive patients. JAMA 2004 Mar 17;291(11):1342-1349.
[doi: 10.1001/jama.291.11.1342] [Medline: 15026401]

12. McManus DD, Trinquart L, Benjamin EJ, Manders ES, Fusco K, Jung LS, et al. Design and Preliminary Findings From a
New Electronic Cohort Embedded in the Framingham Heart Study. J Med Internet Res 2019 Mar 01;21(3):e12143 [FREE
Full text] [doi: 10.2196/12143] [Medline: 30821691]

13. Schnabel RB, Larson MG, Yamamoto JF, Sullivan LM, Pencina MJ, Meigs JB, et al. Relations of biomarkers of distinct
pathophysiological pathways and atrial fibrillation incidence in the community. Circulation 2010 Jan 19;121(2):200-207
[FREE Full text] [doi: 10.1161/CIRCULATIONAHA.109.882241] [Medline: 20048208]

14. Goldberg EM, Levy PD. New Approaches to Evaluating and Monitoring Blood Pressure. Curr Hypertens Rep 2016
Jun;18(6):49 [FREE Full text] [doi: 10.1007/s11906-016-0650-9] [Medline: 27137524]

15. Topouchian J, Agnoletti D, Blacher J, Youssef A, Chahine MN, Ibanez I, et al. Validation of four devices: Omron M6
Comfort, Omron HEM-7420, Withings BP-800, and Polygreen KP-7670 for home blood pressure measurement according
to the European Society of Hypertension International Protocol. Vasc Health Risk Manag 2014;10:33-44 [FREE Full text]
[doi: 10.2147/VHRM.S53968] [Medline: 24476688]

16. Nelson BW, Allen NB. Accuracy of Consumer Wearable Heart Rate Measurement During an Ecologically Valid 24-Hour
Period: Intraindividual Validation Study. JMIR Mhealth Uhealth 2019 Mar 11;7(3):e10828 [FREE Full text] [doi:
10.2196/10828] [Medline: 30855232]

17. Thomas L, Williams M. Promoting physical activity in the workplace: using pedometers to increase daily activity levels.
Health Promot J Austr 2006 Aug;17(2):97-102. [doi: 10.1071/he06097] [Medline: 16916311]

18. Hond ED, Celis H, Fagard R, Keary L, Leeman M, O'Brien E, THOP investigators. Self-measured versus ambulatory blood
pressure in the diagnosis of hypertension. J Hypertens 2003 Apr;21(4):717-722. [doi: 10.1097/00004872-200304000-00014]
[Medline: 12658017]

19. Celis H, De Cort P, Fagard R, Thijs L, Staessen JA. For how many days should blood pressure be measured at home in
older patients before steady levels are obtained? J Hum Hypertens 1997 Oct;11(10):673-677 [FREE Full text] [doi:
10.1038/sj.jhh.1000517] [Medline: 9400910]

20. Igarashi Y, Akazawa N, Maeda S. The required step count for a reduction in blood pressure: a systematic review and
meta-analysis. J Hum Hypertens 2018 Dec;32(12):814-824 [FREE Full text] [doi: 10.1038/s41371-018-0100-z] [Medline:
30127487]

21. Lee I, Shiroma EJ, Kamada M, Bassett DR, Matthews CE, Buring JE. Association of Step Volume and Intensity With
All-Cause Mortality in Older Women. JAMA Intern Med 2019 Aug 01;179(8):1105-1112 [FREE Full text] [doi:
10.1001/jamainternmed.2019.0899] [Medline: 31141585]

22. Henriksen A, Haugen Mikalsen M, Woldaregay AZ, Muzny M, Hartvigsen G, Hopstock LA, et al. Using Fitness Trackers
and Smartwatches to Measure Physical Activity in Research: Analysis of Consumer Wrist-Worn Wearables. J Med Internet
Res 2018 Mar 22;20(3):e110 [FREE Full text] [doi: 10.2196/jmir.9157] [Medline: 29567635]

23. Dooley EE, Golaszewski NM, Bartholomew JB. Estimating Accuracy at Exercise Intensities: A Comparative Study of
Self-Monitoring Heart Rate and Physical Activity Wearable Devices. JMIR Mhealth Uhealth 2017 Mar 16;5(3):e34 [FREE
Full text] [doi: 10.2196/mhealth.7043] [Medline: 28302596]

24. Falter M, Budts W, Goetschalckx K, Cornelissen V, Buys R. Accuracy of Apple Watch Measurements for Heart Rate and
Energy Expenditure in Patients With Cardiovascular Disease: Cross-Sectional Study. JMIR Mhealth Uhealth 2019 Mar
19;7(3):e11889 [FREE Full text] [doi: 10.2196/11889] [Medline: 30888332]

25. Whitaker KM, Pettee Gabriel K, Buman MP, Pereira MA, Jacobs DR, Reis JP, et al. Associations of Accelerometer-Measured
Sedentary Time and Physical Activity With Prospectively Assessed Cardiometabolic Risk Factors: The CARDIA Study.
J Am Heart Assoc 2019 Jan 08;8(1):e010212 [FREE Full text] [doi: 10.1161/JAHA.118.010212] [Medline: 30616480]

26. Healy GN, Dunstan DW, Salmon J, Cerin E, Shaw JE, Zimmet PZ, et al. Objectively measured light-intensity physical
activity is independently associated with 2-h plasma glucose. Diabetes Care 2007 Jun;30(6):1384-1389. [doi:
10.2337/dc07-0114] [Medline: 17473059]

27. Green AN, McGrath R, Martinez V, Taylor K, Paul DR, Vella CA. Associations of objectively measured sedentary behavior,
light activity, and markers of cardiometabolic health in young women. Eur J Appl Physiol 2014 May;114(5):907-919. [doi:
10.1007/s00421-014-2822-0] [Medline: 24463602]

28. LaMonte MJ, Buchner DM, Rillamas-Sun E, Di C, Evenson KR, Bellettiere J, et al. Accelerometer-Measured Physical
Activity and Mortality in Women Aged 63 to 99. J Am Geriatr Soc 2018 May;66(5):886-894 [FREE Full text] [doi:
10.1111/jgs.15201] [Medline: 29143320]

29. Iwane M, Arita M, Tomimoto S, Satani O, Matsumoto M, Miyashita K, et al. Walking 10,000 steps/day or more reduces
blood pressure and sympathetic nerve activity in mild essential hypertension. Hypertens Res 2000 Nov;23(6):573-580
[FREE Full text] [doi: 10.1291/hypres.23.573] [Medline: 11131268]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25591 | p.968https://www.jmir.org/2021/6/e25591/
(page number not for citation purposes)

Sardana et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://ijbnpa.biomedcentral.com/articles/10.1186/1479-5868-5-56
https://ijbnpa.biomedcentral.com/articles/10.1186/1479-5868-5-56
http://dx.doi.org/10.1186/1479-5868-5-56
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18990237&dopt=Abstract
http://dx.doi.org/10.1001/jama.291.11.1342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15026401&dopt=Abstract
https://www.jmir.org/2019/3/e12143/
https://www.jmir.org/2019/3/e12143/
http://dx.doi.org/10.2196/12143
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30821691&dopt=Abstract
http://europepmc.org/abstract/MED/20048208
http://dx.doi.org/10.1161/CIRCULATIONAHA.109.882241
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20048208&dopt=Abstract
http://europepmc.org/abstract/MED/27137524
http://dx.doi.org/10.1007/s11906-016-0650-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27137524&dopt=Abstract
https://dx.doi.org/10.2147/VHRM.S53968
http://dx.doi.org/10.2147/VHRM.S53968
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24476688&dopt=Abstract
https://mhealth.jmir.org/2019/3/e10828/
http://dx.doi.org/10.2196/10828
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30855232&dopt=Abstract
http://dx.doi.org/10.1071/he06097
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16916311&dopt=Abstract
http://dx.doi.org/10.1097/00004872-200304000-00014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12658017&dopt=Abstract
https://doi.org/10.1038/sj.jhh.1000517
http://dx.doi.org/10.1038/sj.jhh.1000517
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9400910&dopt=Abstract
https://doi.org/10.1038/s41371-018-0100-z
http://dx.doi.org/10.1038/s41371-018-0100-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30127487&dopt=Abstract
http://europepmc.org/abstract/MED/31141585
http://dx.doi.org/10.1001/jamainternmed.2019.0899
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31141585&dopt=Abstract
https://www.jmir.org/2018/3/e110/
http://dx.doi.org/10.2196/jmir.9157
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29567635&dopt=Abstract
https://mhealth.jmir.org/2017/3/e34/
https://mhealth.jmir.org/2017/3/e34/
http://dx.doi.org/10.2196/mhealth.7043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28302596&dopt=Abstract
https://mhealth.jmir.org/2019/3/e11889/
http://dx.doi.org/10.2196/11889
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30888332&dopt=Abstract
https://www.ahajournals.org/doi/10.1161/JAHA.118.010212?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1161/JAHA.118.010212
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30616480&dopt=Abstract
http://dx.doi.org/10.2337/dc07-0114
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17473059&dopt=Abstract
http://dx.doi.org/10.1007/s00421-014-2822-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24463602&dopt=Abstract
http://europepmc.org/abstract/MED/29143320
http://dx.doi.org/10.1111/jgs.15201
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29143320&dopt=Abstract
http://joi.jlc.jst.go.jp/JST.Journalarchive/hypres1992/23.573?from=PubMed
http://dx.doi.org/10.1291/hypres.23.573
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11131268&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


30. Gerage AM, Benedetti TRB, Farah BQ, Santana FDS, Ohara D, Andersen LB, et al. Sedentary Behavior and Light Physical
Activity Are Associated with Brachial and Central Blood Pressure in Hypertensive Patients. PLoS One 2015;10(12):e0146078
[FREE Full text] [doi: 10.1371/journal.pone.0146078] [Medline: 26717310]

31. Johansson JK, Niiranen TJ, Puukka PJ, Jula AM. Prognostic value of the variability in home-measured blood pressure and
heart rate: the Finn-Home Study. Hypertension 2012 Feb;59(2):212-218. [doi: 10.1161/HYPERTENSIONAHA.111.178657]
[Medline: 22215704]

32. Tebar WR, Ritti-Dias RM, Mota J, Farah BQ, Saraiva BTC, Damato TMM, et al. Relationship between domains of physical
activity and cardiac autonomic modulation in adults: a cross-sectional study. Sci Rep 2020 Sep 23;10(1):15510 [FREE Full
text] [doi: 10.1038/s41598-020-72663-7] [Medline: 32968194]

33. Zaleski AL, Taylor BA, Park CL, Santos LP, Panza G, Kramarz M, et al. Using the immediate blood pressure benefits of
exercise to improve exercise adherence among adults with hypertension: a randomized clinical trial. J Hypertens 2019
Sep;37(9):1877-1888. [doi: 10.1097/HJH.0000000000002115] [Medline: 31058797]

34. Mobile Fact Sheet. Pew Research Center. 2021. URL: http://www.pewinternet.org/fact-sheet/mobile/ [accessed 2021-05-15]
35. Haufe S, Kerling A, Protte G, Bayerle P, Stenner HT, Rolff S, et al. Telemonitoring-supported exercise training, metabolic

syndrome severity, and work ability in company employees: a randomised controlled trial. The Lancet Public Health 2019
Jul;4(7):e343-e352. [doi: 10.1016/S2468-2667(19)30075-1] [Medline: 31204284]

36. Althoff T, Sosič R, Hicks JL, King AC, Delp SL, Leskovec J. Large-scale physical activity data reveal worldwide activity
inequality. Nature 2017 Jul 20;547(7663):336-339 [FREE Full text] [doi: 10.1038/nature23018] [Medline: 28693034]

37. Duncan DT, Quarells RC, Din-Dzietham R, Arroyo C, Davis SK. Physical activity and incident hypertension among blacks:
no relationship? Prev Chronic Dis 2006 Jul;3(3):A109 [FREE Full text] [Medline: 16776870]

38. Whelton PK, He J, Appel LJ, Cutler JA, Havas S, Kotchen TA, National High Blood Pressure Education Program
Coordinating Committee. Primary prevention of hypertension: clinical and public health advisory from The National High
Blood Pressure Education Program. JAMA 2002 Oct 16;288(15):1882-1888. [doi: 10.1001/jama.288.15.1882] [Medline:
12377087]

39. Veerabhadrappa P, Moran MD, Renninger MD, Rhudy MB, Dreisbach SB, Gift KM. Tracking Steps on Apple Watch at
Different Walking Speeds. J Gen Intern Med 2018 Jun;33(6):795-796 [FREE Full text] [doi: 10.1007/s11606-018-4332-y]
[Medline: 29633143]

Abbreviations
BP: blood pressure
eFHS: electronic Framingham Heart Study
FHS: Framingham Heart Study

Edited by R Kukafka; submitted 07.11.20; peer-reviewed by M Heneghan, B Sternfeld, M Falter; comments to author 22.12.20; revised
version received 22.02.21; accepted 16.03.21; published 24.06.21.

Please cite as:
Sardana M, Lin H, Zhang Y, Liu C, Trinquart L, Benjamin EJ, Manders ES, Fusco K, Kornej J, Hammond MM, Spartano N, Pathiravasan
CH, Kheterpal V, Nowak C, Borrelli B, Murabito JM, McManus DD
Association of Habitual Physical Activity With Home Blood Pressure in the Electronic Framingham Heart Study (eFHS): Cross-sectional
Study
J Med Internet Res 2021;23(6):e25591
URL: https://www.jmir.org/2021/6/e25591/ 
doi:10.2196/25591
PMID:34185019

©Mayank Sardana, Honghuang Lin, Yuankai Zhang, Chunyu Liu, Ludovic Trinquart, Emelia J Benjamin, Emily S Manders,
Kelsey Fusco, Jelena Kornej, Michael M Hammond, Nicole Spartano, Chathurangi H Pathiravasan, Vik Kheterpal, Christopher
Nowak, Belinda Borrelli, Joanne M Murabito, David D McManus. Originally published in the Journal of Medical Internet Research
(https://www.jmir.org), 24.06.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete
bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license
information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25591 | p.969https://www.jmir.org/2021/6/e25591/
(page number not for citation purposes)

Sardana et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://dx.plos.org/10.1371/journal.pone.0146078
http://dx.doi.org/10.1371/journal.pone.0146078
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26717310&dopt=Abstract
http://dx.doi.org/10.1161/HYPERTENSIONAHA.111.178657
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22215704&dopt=Abstract
https://doi.org/10.1038/s41598-020-72663-7
https://doi.org/10.1038/s41598-020-72663-7
http://dx.doi.org/10.1038/s41598-020-72663-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32968194&dopt=Abstract
http://dx.doi.org/10.1097/HJH.0000000000002115
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31058797&dopt=Abstract
http://www.pewinternet.org/fact-sheet/mobile/
http://dx.doi.org/10.1016/S2468-2667(19)30075-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31204284&dopt=Abstract
http://europepmc.org/abstract/MED/28693034
http://dx.doi.org/10.1038/nature23018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28693034&dopt=Abstract
http://www.cdc.gov/pcd/issues/2006/jul/05_0197.htm
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16776870&dopt=Abstract
http://dx.doi.org/10.1001/jama.288.15.1882
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12377087&dopt=Abstract
http://europepmc.org/abstract/MED/29633143
http://dx.doi.org/10.1007/s11606-018-4332-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29633143&dopt=Abstract
https://www.jmir.org/2021/6/e25591/
http://dx.doi.org/10.2196/25591
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34185019&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Evaluation Framework for Successful Artificial
Intelligence–Enabled Clinical Decision Support Systems: Mixed
Methods Study

Mengting Ji1,2, MD; Georgi Z Genchev3,4,5, PhD; Hengye Huang1, MD; Ting Xu1, BA; Hui Lu3,4,6, PhD; Guangjun

Yu1,7, PhD
1School of Public Health, Shanghai Jiao Tong University School of Medicine, Shanghai, China
2Ren Ji Hospital, School of Medicine, Shanghai Jiao Tong University, Shanghai, China
3Center for Biomedical Informatics, Shanghai Children's Hospital, Shanghai, China
4SJTU-Yale Joint Center for Biostatistics, Shanghai Jiao Tong University, Shanghai, China
5Bulgarian Institute for Genomics and Precision Medicine, Sofia, Bulgaria
6Department of Bioinformatics and Biostatistics, Shanghai Jiao Tong University, Shanghai, China
7Shanghai Children’s Hospital, Shanghai Jiao Tong University, Shanghai, China

Corresponding Author:
Guangjun Yu, PhD
Shanghai Children’s Hospital
Shanghai Jiao Tong University
No 355 Luding Road
Shanghai, 200062
China
Phone: 86 18917762998
Email: yugj1688@shchildren.com.cn

Abstract

Background: Clinical decision support systems are designed to utilize medical data, knowledge, and analysis engines and to
generate patient-specific assessments or recommendations to health professionals in order to assist decision making. Artificial
intelligence–enabled clinical decision support systems aid the decision-making process through an intelligent component.
Well-defined evaluation methods are essential to ensure the seamless integration and contribution of these systems to clinical
practice.

Objective: The purpose of this study was to develop and validate a measurement instrument and test the interrelationships of
evaluation variables for an artificial intelligence–enabled clinical decision support system evaluation framework.

Methods: An artificial intelligence–enabled clinical decision support system evaluation framework consisting of 6 variables
was developed. A Delphi process was conducted to develop the measurement instrument items. Cognitive interviews and pretesting
were performed to refine the questions. Web-based survey response data were analyzed to remove irrelevant questions from the
measurement instrument, to test dimensional structure, and to assess reliability and validity. The interrelationships of relevant
variables were tested and verified using path analysis, and a 28-item measurement instrument was developed. Measurement
instrument survey responses were collected from 156 respondents.

Results: The Cronbach α of the measurement instrument was 0.963, and its content validity was 0.943. Values of average
variance extracted ranged from 0.582 to 0.756, and values of the heterotrait-monotrait ratio ranged from 0.376 to 0.896. The final

model had a good fit (χ26
2=36.984; P=.08; comparative fit index 0.991; goodness-of-fit index 0.957; root mean square error of

approximation 0.052; standardized root mean square residual 0.028). Variables in the final model accounted for 89% of the
variance in the user acceptance dimension.

Conclusions: User acceptance is the central dimension of artificial intelligence–enabled clinical decision support system success.
Acceptance was directly influenced by perceived ease of use, information quality, service quality, and perceived benefit. Acceptance
was also indirectly influenced by system quality and information quality through perceived ease of use. User acceptance and
perceived benefit were interrelated.
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Introduction

Clinical Decision Support Systems
Clinical decision support systems are computer-based enterprise
systems designed to utilize massive data, medical knowledge,
and analysis engines as well as to generate patient-specific
assessments or recommendations to health professionals in order
to assist clinical decision making through human–computer
interaction [1,2]. These systems provide services ranging from
simple reminders to complex risk prediction [3] and support
health care providers in diagnosis, treatment decisions, and
population health management. Clinical decision support
systems assist one or more levels of decision making: alerting,
interpreting, critiquing, assisting, diagnosing, and managing
[4]. Diagnostic support systems are a subset of clinical decision
support systems that are specifically designed to support
clinician in diagnosing patients [5]. Artificial intelligence
(AI)–enabled clinical decision support systems combine the
knowledge reasoning techniques of AI and the functional models
of clinical decision support systems [6].

AI-Enabled Clinical Decision Support Systems:
Characteristics, Usage, and Benefits
AI-enabled clinical decision support systems include an
intelligent component [6], and in comparison to traditional
clinical decision support systems, represent a paradigm shift.
They are designed to aid clinicians by converting raw
medical-related data, documents, and expert practice into a set
of sophisticated algorithms, applying techniques such as
machine learning, knowledge graphs, natural language
processing, and computer vision so that users find suitable
solutions to their medical problems and make clinical decisions
[7]. AI-enabled clinical decision support systems have the
potential to improve clinicians’ performance, quality of health
care, and patient safety [8].

Diagnostics are a primary use case of AI-enabled clinical
decision support systems, and these systems have been applied
in the field of rare disease diagnosis [9], sepsis detection or
prediction [10], fracture detection [11], and cancer detection or
diagnosis [12,13]. In addition, current AI-enabled clinical
decision support systems are also used in medication therapy
[14,15] and health care management [16,17].

The greatest benefits of AI-enabled clinical decision support
systems reside in their ability to learn from real-world use and
experience (ie, training) and their capabilities for improving
their performance (ie, adaptation) [18]. By using techniques
such as knowledge graphs and natural language processing, AI
can deal with large amounts of text classification, information
retrieval, and information extraction from the corpora that is
provided by hospital electronic health records. Based on
structured data, AI can support more comprehensive and more
personalized decision-making suggestions for clinicians through
techniques such as machine learning. Another benefit is that

the functionality and utility from combining clinical decision
support systems with AI techniques surpass those of traditional
clinical decision support systems, and the system improves and
supports the decision-making process by providing intelligent
behavioral patterns, with the ability to learn new clinical
knowledge [7].

Need for AI-Enabled Clinical Decision Support System
Evaluation
A comprehensive evaluation framework with common elements
and interoperability is necessary to serve as a reference for
AI-enabled clinical decision support system design and
evaluation, with focuses on cross-disciplinary communication
and collaboration, and there is a pressing need to develop robust
methodologies and empirically based tools for such evaluation.
The factors driving this need are the uncertain added value of
AI-enabled clinical decision support system implementation,
lack of attention, and the possible benefits of comprehensive
evaluation implementations.

First, the added value of AI-enabled clinical decision support
system implementations in a clinical setting is not firmly
established, though evidence exists that such implementations
offer potential benefit to patients, clinicians, and health care in
general [19]. Introducing this type of system in clinical settings
is not without risk [8]. Similar to any other newly introduced
technology, AI-enabled clinical decision support systems may
disrupt clinical service, threaten patient safety [20], and cause
more negative than positive impacts [19]. As a result, there are
concerns that AI-enabled clinical decision support system
implementation can introduce new errors and have unintended
consequences [21]. Additionally, the effect of these systems on
clinical, social, and economic outcomes is still controversial
which highlights the need to evaluate recognized value
parameters [22]. Second, attention to evaluation of clinical
decision support systems, in general, and AI-enabled clinical
decision support systems, in particular, remains weak [23],
which has resulted in a paucity of data on safety, effectiveness,
cost benefits, and impacts of AI-enabled clinical decision
support systems on patients and health systems [24,25]. Finally,
the evaluation of AI-enabled clinical decision support systems
is a learning and knowledge-gaining process, and it also helps
to identify the gaps to be filled [26]. Findings of comprehensive
evaluations could be used to help improve implementations
[27].

AI-Enabled Clinical Decision Support System
Evaluation Methodologies
The approach to AI-enabled clinical decision support system
evaluation is influenced by a sociotechnical regime, which
informs and guides the development of the robust and focused
evaluation method of this study. It has increasingly been
acknowledged that evaluations of such systems are based on a
sociological understanding of the complex practices in which
the information technologies are to function [28]. A careful
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balance between social and technical value is required in order
to ensure that unwanted consequences do not pose a threat to
patients [26] and clinical practices.

A well-defined success measure, based on users’ perspectives,
that specifies aspects of AI-enabled clinical decision support
systems that determine their success [29] is critical for a robust
performance and usefulness evaluation framework. Due to the
user-centric nature of information system development and
evaluation [30,31], evaluation of AI-enabled clinical decision
support system success aims to recognize factors relevant to
user acceptance and utility, thus analysis of articulated users’
opinions is necessary [32]. Clinicians are the direct users of
AI-enabled clinical decision support systems; the adoption of
the product depends on the individual physicians who decide
to use it [5]. In many scenarios, clinicians make decisions for
patients, and clinicians are responsible for the medical decisions
they make. Predicting and managing users’ attitudes toward
AI-enabled clinical decision support systems lead to an in-depth
understanding of these systems via situated practice [33] and
help developers and medical managers maximize user
acceptance. Lack of a well-defined success measure is likely to
lead to inappropriate evaluation that does not reflect the clinical
impact of AI-enabled clinical decision support systems and may
hamper technology advancement[19].

A comprehensive evaluation methodology involves a
multidisciplinary process and diverse stakeholder involvement,
which, when applied to AI-enabled clinical decision support
system evaluation, refers to a mixed methodology not only
based on tenets in medicine and information technology but
also social and cognitive psychology [30]. Using both qualitative
and quantitative methods within a single research project has
been shown to provide a richer understanding of a given topic
than using solely either a qualitative or quantitative approach,
facilitate better and more accurate inferences, and provide an
integrated perspective [34]. A similar benefit would likely apply
when employing mixed methods in designing an AI-enabled
clinical decision support system evaluation scheme.

AI-enabled clinical decision support system interface with a
diverse set of clinical and nonclinical users and stakeholders
whose inputs are integral to the evaluation process. Health care
enterprises are multiprofessional organizations that often include
dual hierarchical structures involving clinical practitioners and
managers [35], and in such settings, AI-enabled clinical decision
support systems are not only tools for clinical practitioners who
interact directly with the system (eg, physicians, nurses,
pharmacists) but also for nonclinical workers (eg, medical
administrators). Additionally, there is still an important group
of invisible stakeholders, namely patients, who can be affected
by these systems use even without direct interaction. The
relationships of such diverse groups of stakeholders can prove
to be complex, with competing interests and values; therefore,
the views, beliefs, and assumptions of stakeholders must be
exposed and considered within the AI-enabled clinical decision
support system evaluation process [33,36].

Objective
We aimed to address the gap in evaluation knowledge and
methodologies by identifying which variables influence

AI-enabled clinical decision support system success and using
these variables to develop a parsimonious evaluation framework.
Specifically, we (1) proposed an evaluation framework with 6
variables and hypotheses about interrelationships between the
6 variables based on the literature review, (2) developed and
validated an instrument using the 6 variables for assessing the
success of diagnostic AI-enabled clinical decision support
systems, and (3) tested the hypotheses using path analysis with
latent variables in a structural equation model.

Methods

Ethics Approval
This study was approved by the Ethics Review Committee,
Children’s Hospital of Shanghai/Shanghai Children’s Hospital,
Shanghai Jiao Tong University (file number 2020R050-E01).

Overview
Our study combined qualitative and quantitative methodologies
to validate a proposed evaluation framework, which consisted
of a model with hypotheses and containing 6 variables.. A
Chinese-language measurement instrument was developed with
the goal to measure and quantify the 6 variables, following
established instrument development paradigm. A literature
review and a Delphi process were conducted to develop the
measurement instrument items, cognitive interviews, pretest,
and web-based survey. Exploratory factor analysis was used to
construct the constituent questions of the measurement
instrument, reliability and validity tests were performed, and
the interrelations of the variables were tested and verified.

Theory
Evaluation methodologies are informed by a rich corpus of
theory, which provides a robust foundation for designing an
AI-enabled clinical decision support system evaluation
framework. In this study and in previous review work [37],
three classic theories were used, namely, the DeLone and
McLean Model of Information Systems Success [38], the
Information Systems Continuance Model [39,40], and the
Information Value Chain Theory [29].

An updated model of information systems success that captures
multidimensionality and interdependency was proposed by
DeLone and McLean in 2003 [38]; the model is a basic and
flexible framework of information system evaluation that can
adapt to the complexity of the clinical environment [41-44]. In
considering the importance of user acceptance and retention to
an information system’s success, the information systems
continuance model describes the path from expectation
confirmation to the formation of users’ intention to continuance
[39]. The information value chain theory underlines decision
improvement as the main purpose of technology and provides
a mechanism to separate process outcomes from clinical
outcomes [45].
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Evaluation Framework Model Variable and
Measurement Instrument Item Selection

Literature Search
A set of evaluation model variables and a candidate set of
medical AI and clinical decision support system evaluation
items were collected through a literature review [35]. A broad
search strategy was employed, using multiple databases
including Cochrane, MEDLINE, EMBASE, Web of Science,
PubMed, CINAHL, PsycINFO, and INSPEC. Studies published
from January 2009 to May 2020 were utilized to inform the
clinical decision support system evaluation items selection and
studies published January 2009 to April 2020 for the AI
evaluation items discovery. A candidate set of 6 model variables
(Multimedia Appendix 1) and a candidate set of 45 evaluation
items were identified.

Delphi Process
The candidate set of evaluation items was examined and
finalized using a Delphi process. Delphi is a structured group
communication process, designed to obtain a consensus of
opinion from a group of experts [46].

Snowball sampling was used to identify a group of experts.
Expert selection criteria were (1) clinical practitioners who
worked in a medical specialty at least 10 years, preferably had
a PhD (minimum postgraduate qualification), had a professional
title at the advanced level or above, had an appointment or
affiliation with a professional organization, and had more than
1 year of practical experience (with respect to AI-enabled
clinical decision support systems); (2) hospital chief information
officers who worked in an information system specialty at least
10 years, had a postgraduate qualification, had a midlevel
professional title or above, and had an appointment or affiliation
with a professional information system organization; or (3)
information technology engineers working in medical
information system enterprises who worked in AI or clinical
decision support systems at least 5 years, had a postgraduate
qualification, and had a midlevel position title or above.

In addition to these selection criteria, a measure of degree of
expert authority was introduced to add or remove experts from
each round of the Delphi process. The degree of expert authority
Cr was defined Cr = (Ca + Cs) / 2, using 2 self-evaluated
scores—Ca is their familiarity with the problem, and Cs is their
knowledge base to judge the program. Cs and Ca ranged between
1 and 5, with a higher value indicating more reliable judgment
and more familiarity with the problem. If the self-rated degree
of expert authority was >3, the expert was retained, otherwise
the expert was removed from group. As a result, a total of 11
experts were selected from diverse areas of expertise and
professional focus: clinical practitioners, hospital chief
information officers, and information technology engineers
working in medical information system enterprises.

The experts were invited to participate in the modified Delphi
process via email. Those who accepted were sent an email with
a link to the round 1 consultation. Experts were required to
provide a relevance score for each item in the candidate set
using a 4-point Likert scale (1=not relevant, 2=relevant but

requires major revision, 3=relevant but requires minor revision,
4=very relevant and requires no revision). Experts were given
2 weeks to complete each round. A reminder was sent 2 days
before the deadline to those who had not completed the survey.
The 2-round Delphi process was carried out from May to July
2020.

The content validity was assessed in the last round of the Delphi
process. Item-content validity was calculated as the percentage
of expert ratings ≥3; if item-content validity was ≥0.8 (ie, expert
endorsement), the item was retained. The mean item-content
validity, representing the content validity of the measurement
instrument of all retained items from the last round was
computed. At the end of this step, the set of evaluation items
for the measurement instrument were finalized. The final set
consisted of 29 evaluation items.

Measurement Instrument Refinement
The measurement instrument consisted of the set of evaluation
items measured by a web-based survey. A draft set of survey
questions was refined by employing cognitive interviews and
a pretest. Interviewees (n=5) who were postgraduates majoring
in health informatics or end-users of AI-enabled clinical decision
support systems (ie, clinicians) were asked to verbalize the
mental process entailed in providing answers. The pretest
included 20 end-users. The interviews and pretest were
conducted in July 2020 and aimed to assess the extent to which
the survey questions reflected the domain of interest and that
answers produced valid measurements. Responses used a Likert
scale from 1 (strongly disagree) to 7 (strongly agree). The
wording of the questions was subsequently modified based on
the feedback from the respondents. The web-based survey was
initiated in July and was closed in September 2020.

Study Population
The evaluation entities chosen in this study were AI-enabled
clinical decision support systems designed to support the risk
assessment of venous thromboembolism among inpatients:
AI-enabled clinical decision support systems that automatically
capture electronic medical records based on natural language
processing supporting assessment based on individual risk of
thrombosis (eg, Caprini scale or Wells scoring), with monitoring
of users and reminders sent to users to provide additional data
were targeted.

Survey Participants and Sample Size
Users of target AI-enabled clinical decision support systems
who had at least 1 month of user experience were included. The
convenience sample participants were based in 3 hospitals in
Shanghai that implemented venous thromboembolism risk
assessment AI-enabled clinical decision support systems in
clinical settings. We appointed an investigator at each hospital
site who was responsible for stating the objective of the study,
for identifying target respondents, and for monitoring the length
of time it took the participants to complete the survey. This was
a voluntary survey. The investigators transmitted the electronic
questionnaire link to the respondents through the WeChat
communication app.
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To ensure usability for exploratory factor analysis [47] and to
obtain parameter estimates with standard errors small enough
to be of practical use in structural equation modeling [48,49],
the required sample size was calculated using to
participant-to-item ratio (ranging from 5:1 to 10:1), yielding
n=150. A response rate ≥70% was targeted to support external
validity [50].

Quality Control Measures
Quality control measures were implemented to ensure logical
consistency, with completeness checks before the questionnaire
was submitted by the responders. Before submitting, respondents
could review or change their answers. In order to avoid
duplicates caused by repeat submissions, respondents accessed
the survey via a WeChat account. Submitted questionnaires
meeting the following criteria were deleted: (1) filling time
<100 seconds, or (2) the answer of following 2 questions were
contradictory: “How often do you use the AI-enabled clinical
decision support systems?” versus “You use the AI-enabled
clinical decision support systems frequently.” Finally, we asked
the point-of-contact individuals in each hospital to send online
notifications to survey respondents at least 3 times at regular
intervals in order to improve the response rate.

Statistical Analysis

Overview
Statistical analyses were performed (SPSS Amos, version 21,
IBM Corp) to (1) identify items of measurement instrument that
were not related to AI-enabled clinical decision support system
success for deletion, (2) explore the latent constructs of the
measurement instrument, and (3) evaluate reliability and validity
of the measurement instrument.

Measurement Instrument Item Reduction
Critical ratio and significance were calculated using independent
t tests between high- (upper 27%) and low- (lower 27%) score
groups. Item-scale correlation was calculated using Pearson
correlation. Corrected item-to-total correlations and the effect
on Cronbach α if an item was deleted were calculated using
reliability analysis. Item-scale correlation and corrected
item-to-total correlations were indications of the degree to which
each item was correlated with the total score. Criteria for

potential elimination were (1) nonsignificant critical ratio
(P>.05), (2) item-scale correlation <0.40, (3) corrected
item-to-total correlation <0.40, (4) an increased α if the item
was deleted [51,52], that is, if α increased with an item removed,
we considered removal of the item from the measurement
instrument [49].

Latent Construct of Measurement Instrument
Construct of the measurement tool was tested using exploratory
factor analysis. Principal component analysis was applied for
factor extraction, and the Promax with Kaiser normalization
rotation strategy was used to redefine the factors to improve
their interpretability. The cutoff strategy was based on verify if
the data set was suitable for exploratory factor analysis—the
Bartlett test of sphericity should be statistically significant
(P<.05) and a Kaiser-Meyer-Olkin value ≥.60 is considered
mediocre [49], a value ≥.90 is marvelous [53]. Only factors with
an eigenvalue ≥0.50 were retained.

Reliability and Validity of Measurement Instrument
Cronbach α coefficients were calculated to assess internal
consistencies of the scale and each subscale; values >.80 are
preferred [49,50]. Convergent validity and discriminant validity
were tested using maximum likelihood estimation confirmatory
factor analysis in structural equation modeling. Average variance
extracted was used as an indicator of convergent validity, and
values >.50 were considered acceptable. The
heterotrait-monotrait ratio of correlations was used to test
discriminant validity. A heterotrait-monotrait ratio value <0.90
provided sufficient evidence of the discriminant validity of
constructs [54].

Path Analysis
Interrelationships between variables selected for the evaluation
framework were hypothesized in a model (Figure 1). The model
was tested using path analysis with latent variables in structural
equation modeling. We used the following indicators to assess
competence of the model fit: chi-square (significant if P>.05),
ratio of chi-square to degrees of freedom <2.00), comparative
fit index >0.95, goodness-of-fit index >0.95, root mean square
error of approximation <0.06, and standardized root mean square
residual ≤0.08 [52,55].
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Figure 1. Evaluation model hypotheses.

Results

Measurement Instrument

Delphi Process and Evaluation Item Selection
Of the 11 experts invited to participate (Multimedia Appendix
2), all accepted in round 1 (100% response rate) and 10 accepted

in round 2 (91% response rate). Most respondents in round 2
(9/10, 90%) identified themselves as expert or very expert
(Cr≥4.0) with respect to AI-enabled clinical decision support
systems. Consensus was reached in round 2: 29 items obtained
at least 80% endorsement (Table 1).
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Table 1. Accepted items in the Delphi process.

Cronbach α if
item was deleted

Corrected item-to-
total correlation

Item-scale corre-

lationa
Critical ratioa

(t value)
Item-content
validityVariables and items

Perceived ease of use

.9610.6150.6436.4191.00Learnability

.9610.5960.6287.3841.00Operability

.9600.6690.70010.4960.90User interface

.9610.6220.65510.5301.00Data entry

.9610.6210.6557.9381.00Advice display

.9610.6410.6667.8361.00Legibility

System quality

.9610.5650.6067.8261.00Response time

.9620.4980.5417.9491.00Stability

Information quality

.9610.5600.5889.2471.00Security

.9600.7260.74611.3461.00Diagnostic performance

Decision changes

.9610.6370.6678.5930.90Changes in order behavior

.9610.6000.6348.8430.90Changes in diagnosis

Process changes

.9600.6990.72611.1121.00Productivity

.9590.8230.84014.0781.00Effectiveness

.9590.8090.82613.7201.00Overall usefulness

.9600.6880.7118.8431.00Adherence to standards

.9600.6960.7178.9451.00Medical quality

.9600.6920.7158.3660.80User knowledge and skills

Outcome changes

.9600.7190.74110.9740.90Change in clinical outcomes

.9600.6920.71610.7690.80Change in patient-reported outcomes

Service quality

.9610.5550.5909.6240.90Operation and maintenance

.9610.6140.6409.6011.00Information updating to keep timeliness

Acceptance

.963b0.282b0.323b4.6860.80Usage

.9590.8410.85614.1741.00Expectations confirmation

.9590.7980.81612.2480.80Satisfaction of system quality

.9590.8130.82813.4370.80Satisfaction of information quality

.9600.7140.73711.0310.80Satisfaction of service quality

.9590.8600.87315.0531.00Overall satisfaction

.9590.8400.85513.5000.90Intention of use

aFor all values in this column, P<.001.
bBased on this value, the item meets the standard for potential deletion.
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Measurement Instrument Formatting
Based on the feedback from the cognitive interviews and
pretesting, we made modifications to the wording of 4 items
and added explanations to 2 items in order to make them easier
to understand. This self-administered measurement instrument
with 29 items was used to collected survey data.

Results of Survey

Characteristics of Survey Respondents
Survey responses were collected from a total of 201 respondents
(Multimedia Appendix 3) from 3 hospitals in Shanghai, China,
of which 156 responses (77.6%) were valid. No data were
missing. The ratio of participants to items was 5.4 to 1.

Reduction of Items for the Measurement Instrument
One item—usage behavior—was deleted based on item-scale
correlation, corrected item-to-total correlation, and effect on
Cronbach-α-if-the-item-was-deleted criteria (Table 1).

Latent Construct of the Measurement Instrument
Exploratory factor analysis was deemed to be appropriate

(Kaiser-Meyer-Olkin .923; χ378
2=3859.495; and significant

Bartlett test of sphericity, P<.001). Eight components, which
explained 80.6% of the variance, were extracted (Table 2;
Multimedia Appendix 4; Multimedia Appendix 5). For
interpretability, we classified decision change, process change
and outcome change as one factor—Perceived benefit—thereby,
the constructs of measurement instrument reflected the 6
variables in the hypothesis model.

Table 2. Principal component analysis results.

RotationExtractionComponent

Sums of squared loadingsCumulative variance (%)Variance (%)Sums of squared loadings

11.35451.59651.59614.447Perceived ease of use

9.82460.5378.9412.504System quality

11.29965.6205.0821.423Information quality

5.68769.9484.3281.212Service quality

6.44972.9533.0050.841Decision change

7.73675.7332.7800.779Process change

6.58878.2882.5550.715Outcome change

5.99780.6382.3500.658Acceptance

Reliability and Validity of Measurement Instrument
The 28-item scale appeared to be internally consistent (Cronbach
α=.963). The Cronbach α for the 6 subscales ranged from .760
to .949. Content validity of the overall scale was 0.943. Values
of average variance extracted ranged from .582 to .756 and met

the >.50 restrictive criterion, which indicated acceptable
convergent validity. The values of heterotrait-monotrait ratio
ranged from 0.376 to 0.896 and met the <0.90 restrictive
criterion, which indicated acceptable discriminant validity of
constructs (Table 3, Multimedia Appendix 6).

Table 3. Internal consistency, convergent validity, and discriminant validity of constructs.

Composite
reliability

Average vari-
ance extracted

Heterotrait-monotrait ratioVariables

Acceptance

Perceived

benefit

Service

quality
Information
quality

System

quality
Perceived ease
of use

.892.5820.7360.6570.4120.7650.7531Perceived ease of
use

.803.6740.6360.4550.3760.63710.753System quality

.760.6200.7670.7290.72110.6370.765Information quality

.858.7520.6730.65410.7210.3760.412Service quality

.935.5950.89610.6540.7290.4550.657Perceived benefit

.949.75610.8960.6730.7670.6360.736Acceptance
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Model Validation

Hypothesized Model Modification
The chi-square of the hypothesized model was significant

(χ30
2=126.962, P<.001; ratio of chi-square over degrees of

freedom 4.232). Model fit indices (comparative fit index 0.921;
goodness-of-fit index 0.874; root mean square error of
approximation 0.144; standardized root mean square residual
0.131) suggested the hypothesized model needed to be modified
in order to have a better fitting model: 2 paths, predicting
Acceptance from Information quality and Service quality, were
added, and one path, predicting Perceived ease of use from
Service quality, was moved, which significantly improved the
model and lowered the chi-square values. This meant that in
addition to the relationship between Perceived ease of use and
Information quality or Acceptance, there was also a direct
relationship between Information quality and Acceptance.

Revised Model Fit and Pathway Coefficients
The chi-square of the revised model was not significant

(χ26
2=36.984, P=.08; ratio of chi-square over degrees of freedom

1.422). Model fit indices (comparative fit index 0.991;
goodness-of-fit index 0.957; root mean square error of
approximation 0.052; standardized root mean square residual
0.028) indicated a good-fitting model (Figure 2). All of the path
coefficients between measured variables and factors in the final
model were significant (2-tailed, P<.05). Better System quality
(P<.001) and better Information quality (P<.001) significantly
increased Perceived ease of use. Better Information quality
(P=.04), better Service quality (P<.001), and Perceived ease of
use (P<.001) significantly increased Acceptance. Acceptance
and Perceived benefit were interrelated (Figure 2, Table 4).
Variables in the final model accounted for 89% of the variance
in Acceptance (Table 5). Parameter estimation of error in
measurement, standardized total effects, direct effects, and
indirect effects are shown in Multimedia Appendix 7-10.

Figure 2. Final evaluation model (comparative fit index 0.991; goodness-of-fit index 0.957; root mean square error of approximation 0.052; standardized
root mean square residual 0.028).
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Table 4. Parameter estimation for path coefficients.

P valueCritical ratioStandard errorStandardized re-
gression weights

Regression weightsPathway

<.0017.1390.0410.4460.292System qualityPerceived ease of use

<.0016.4840.0580.4050.378Information qualityPerceived ease of use

.042.0700.0570.0990.117Information qualityAcceptance

<.0014.5250.0520.2320.235Service qualityAcceptance

<.0014.9330.0840.3250.413Perceived ease of useAcceptance

N/AN/AN/Aa0.8661AcceptanceExpectations confirmation

<.0017.2410.0720.5360.522AcceptanceUser satisfaction

<.00115.8040.0620.8930.981AcceptanceIntention of use

N/AN/AN/A0.5951BenefitDecision change

<.0017.9350.1610.9231.274BenefitProcess change

<.0017.5070.1570.7881.182BenefitOutcome change

<.0017.6570.0780.9250.599AcceptanceBenefit

<.0017.6570.0780.3880.599BenefitAcceptance

aN/A: not applicable.

Table 5. Squared multiple correlations.

EstimateVariables

0.538Perceived ease of use

0.932Benefit

0.621Outcome change

0.851Process change

0.491Decision change

0.89Acceptance

0.75Expectations confirmation

0.797Intention of use

0.853User satisfaction

Discussion

Main Findings
User acceptance was established as central to AI-enabled clinical
decision support system success in the evaluation framework.
A 28-item measurement instrument was evaluated, yielding an
instrument that quantifies 6 variables: System quality,
Information quality, Service quality, Perceived ease of use, User
acceptance, and Perceived benefit.

User Acceptance is the Central Dimension
User acceptance is the traditional focus of evaluation in
determining the success of an information system [15,17,32].
User acceptance is a synthesized concept—we used expectation
confirmation, user satisfaction, and intention of use as secondary
indicators. The item system usage was removed; DeLone and
McLean [38] suggested that “intention to use,” that is, intention
of use in our study, may be a worthwhile alternative measure
in some contexts. Our work demonstrated that the use or nonuse

of AI-enabled clinical decision support systems is not a universal
success criterion. Therefore, the item was removed from the
measurement instrument. The nature of health care settings,
wherein diverse perspectives, power asymmetry, and politically
led changes co-exist, supports this approach [26]. The use of
an AI-enabled clinical decision support system tends to be
mandatory, thus it is difficult to interpret users’ evaluations with
respect to system usage. Our model demonstrated that User
Acceptance of AI-enabled clinical decision support systems was
directly determined by Perceived ease of use, Information
quality, Service quality, and Perceived benefit.

Perceived Ease of Use
In this study, perceived ease of use encompassed
human–computer interaction (eg, user interface, data entry,
information display, legibility, response time), ease of learning,
and workflow integration [17,56,57]. Perceived ease of use was
a mediation variable between System quality, Information
quality, and Acceptance. System quality did not directly affect
user Acceptance, but indirectly exerted influence through

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25929 | p.979https://www.jmir.org/2021/6/e25929
(page number not for citation purposes)

Ji et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Perceived ease of use, principally because clinicians’ intuitive
feelings of ease of use are fixed on external, tangible, and
accessible features. Engineering-oriented performance
characteristics of an AI-enabled clinical decision support system
and necessary supporting functionalities are not their main
concerns.

Information Quality
Information quality refers to reliable and valid suggestions,
provided by an AI-enabled clinical decision support systems,
and directly and indirectly affected user Acceptance. Suggestions
without reliability or validity not only reflects low diagnostic
performance of AI-enabled clinical decision support systems
but also may excessively interrupt daily work [36,58], negatively
affecting ease of use and further lowering user acceptance.

Service Quality
Service quality required by clinicians emphasizes knowledge
updating for timeliness and system improvement [9,56].

Perceived Benefit
Perceived benefit and user Acceptance were interrelated; and
clinicians are always concerned with the usefulness of
AI-enabled clinical decision support system adoption for
themselves, groups, and patients [19]. AI-enabled clinical
decision support system products with anticipated benefits are
more likely to be accepted by clinicians. As demonstrated in
our study, Perceived benefit was not the conclusive criterion of
AI-enabled clinical decision support system success even if it
could be measured with precision [59]. There will be a
comparison between assumptions and expectations of personal
preference with perceived benefit [36]. When clinicians are not
willing to accept a new AI-enabled clinical decision support
systems, the system will face adoption difficulties in clinical
practice even if the system is considered to be a benefit to
quality of care and patients’ outcomes in general.

Recommendations of Benefit Measures for AI-Enabled
Clinical Decision Support Systems

Decision Changes
We recommend using Decision change as an outcome measure
rather than appropriate decisions. Decision change for
AI-enabled clinical decision support system usage underlines
decision inconsistency between system and human. These
decision-making suggestions might correct users’clinical orders,
particularly for those who have insufficient practical experience
[21]. Consequently, measuring user decision change (eg, tests
cancel, order optimization) is more straightforward than
measuring appropriate decisions.

Process Changes
Process change, which is similar to perceived usefulness [39],
mainly covers individual, group, or organization levels of
performance improvement. This study used knowledge, skills,
confidence [17,25,60-62], and work efficiency [17,61] as
indicators of individual performance and used quality of health
care and documentation [57,62-66] as indicators of group or
organization performance.

Outcome Changes
Outcome measures tended to be complicated indicators of
AI-enabled clinical decision support system success, which
often failed to be objective in clinical settings [15,58]. Beneficial
patient outcomes from AI-enabled clinical decision support
system implementations are the concern of all stakeholders. But
there remains a paucity of high-quality evidence for outcome
measures [19]. Consequently, although both subjective and
objective measures of AI-enabled clinical decision support
system success should compensate for the shortcomings of each
other, our work showed that it is valuable to evaluate clinicians’
attitude toward perceived benefit for patients that can be
obtained from specific AI-enabled clinical decision support
system implementation under the health care contexts when
objective measures are difficult to qualify.

Limitations
This study is an innovative attempt and pilot examination of an
evaluation framework in relation to AI-enabled clinical decision
support system success. This evaluation framework is widely
applicable, with a broad scope in clinically common and
multidisciplinary interoperable scenarios. In order to test the
validity of the variables and the hypotheses about their
relationships, an empirical methodology was needed.
Specifically, the items of the measurement instrument were
developed targeting diagnostic AI-enabled clinical decision
support systems, and AI-enabled clinical decision support
systems designed to support the risk assessment of the venous
thromboembolism among inpatients was the focus. Thus, one
potential limitation may arise due to this narrow focus. A future
expanded evaluation framework would require validation among
diverse populations and encompassing AI-enabled clinical
decision support systems with diverse functions.

Implications and Conclusion
This study offers unique insight into AI-enabled clinical decision
support system evaluation from a user-centric perspective, and
the evaluation framework can support stakeholders to understand
user acceptance of AI-enabled clinical decision support system
products with various functionalities. Given the commonality
and interoperability of this evaluation framework, it is widely
applicable in different implementations, that is, this framework
can be used to evaluate success of various AI-enabled clinical
decision support systems.

From a theoretical point of view, this framework can be an
evaluation approach to help in describing and understanding
AI-enabled clinical decision support system success with a user
acceptance–centric evaluation process. There are also practical
implications in terms of how this evaluation framework is
applied in clinical settings. The 28-item diagnostic AI-enabled
clinical decision support system success measurement
instrument, divided into 6 model variables, showed good
psychometric qualities. The measurement instrument can be a
useful resource for health care organizations or academic
institutions designing and conducting evaluation projects on
specific AI-enabled clinical decision support systems. At the
same time, if the measurement instrument is to be used for
AI-enabled clinical decision support system products with
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different functionalities in a specific scenario, item
modifications, cross-cultural adaptation, and tests of reliability

and validity testing (in accordance with scale development
guidelines [52]) is needed.
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Abstract

Background: Patient portals offer the possibility to assess patient-reported outcome measures (PROMs) remotely, and first
evidence has demonstrated their potential benefits.

Objective: In this study, we evaluated patient use of a web-based patient portal that provides patient information and allows
online completion of PROMs. A particular focus was on patient motivation for (not) using the portal. The portal was developed
to supplement routine monitoring at the Department of Internal Medicine V in Innsbruck.

Methods: We included patients with multiple myeloma and chronic lymphocytic leukemia who were already participating in
routine monitoring at the hospital for use of the patient portal. Patients were introduced to the portal and asked to complete
questionnaires prior to their next hospital visits. We used system access logs and 3 consecutive semistructured interviews to
analyze patient use and evaluation of the portal.

Results: Between July 2017 and August 2020, we approached 122 patients for participation in the study, of whom 83.6%
(102/122) consented to use the patient portal. Patients were on average 60 (SD 10.4) years old. Of patients providing data at all
study time points, 37% (26/71) consistently used the portal prior to their hospital visits. The main reason for not completing
PROMs was forgetting to do so in between visits (25/84, 29%). During an average session, patients viewed 5.3 different pages
and spent 9.4 minutes logged on to the portal. Feedback from interviews was largely positive with no patients reporting difficulties
navigating the survey and 50% of patients valuing the self-management tools provided in the portal. Regarding the portal content,
patients were interested in reviewing their own results and reported high satisfaction with the dynamic self-management advice,
also reflected in the high number of clicks on those pages.

Conclusions: Patient portals can contribute to patient empowerment by offering sought-after information and self-management
advice. In our study, the majority of our patients were open to using the portal. The low number of technical complaints and
average time spent in the portal demonstrate the feasibility of our patient portal. While initial interest was high, long-term use
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was considerably lower and identified as the main area for improvement. In a next step, we will improve several aspects of the
patient portal (eg, including a reminder to visit the portal before the next appointment and closer PROM symptom monitoring
via an onconurse).

(J Med Internet Res 2021;23(6):e26022)   doi:10.2196/26022

KEYWORDS

quality of life; monitoring; patient portals; multiple myeloma; chronic lymphocytic leukemia; patient-reported outcome measures;
eHealth; mHealth

Introduction

Patient-reported outcomes (PRO) are defined as all reports about
the health status given directly by the patient without
interpretation of the patient’s response by a clinician or anyone
else [1]. While they have long been used in clinical trials, they
have, in recent decades, also progressed to enriching routine
clinical care [2,3]. Driven by technological progress and an
increased availability and use of the internet in the population
[4], it has become easier to incorporate the patient’s perspective
into clinical care using electronic patient-reported outcome
measures (ePROMs).

In oncological care, PROs can support patient-clinician
communication [5,6] and aid early detection of symptoms [7,8]
and have been linked to a decrease in hospitalization and
emergency department visits [9]. Building on the evidence base
showing the benefits of PRO use at the hospital, the use of
web-based solutions to assess ePROMs outside the hospital has
gained traction. In the last decade, the number of web-based
patient portals that enable the completion of ePROMs has risen
and recent research has demonstrated the potential benefits of
patient portals in large-scale clinical trials [10-13]. For example,
in a randomized controlled trial by Denis et al [10], web-based
symptom monitoring was associated with increased survival
compared to standard imaging surveillance following treatment
for lung cancer. The authors argue that web-based symptom
monitoring may allow for earlier symptom detection and
appropriate reaction by health care professionals (HCPs).
Moreover, PRO web monitoring can be highly cost-effective
[11] and reduce the administrative burden of assessments inside
the hospital, as patients can complete ePROMs from home.
Finally, remote assessments are especially helpful in an
outpatient setting, as assessments conducted on the day of
chemotherapy administration at the hospital have shown to
systematically underestimate patients’ symptom burden
associated with treatment [14].

Despite the benefits shown in study settings, and even though
detailed guidance on how to implement PROs into clinical
practice exists [15,16], electronic PRO monitoring and especially
patient portals are still only occasionally adopted in routine
clinical practice. This can be attributed to the limited integration
into electronic health records, a lack of financial reimbursement
for ePROM assessments, and a lack of standardized assessment
methods, which hinder implementation in routine care [2].
Patient portals also vary considerably regarding the focus of
the implementation and their goals and use of PROs [17]. More
research is needed that evaluates the usability and acceptability
of different applications in routine practice to extend and

strengthen the evidence base in this heterogeneous and evolving
field of research.

At the Department of Internal Medicine V in Innsbruck, a patient
portal for outpatients with multiple myeloma (MM) and chronic
lymphocytic leukemia (CLL) was developed to conduct remote
PRO assessments. The primary aims for development of the
portal were to enhance patient empowerment, encourage patient
engagement with PROs, and reduce the administrative burden
of PRO assessments inside the hospital.

In this study, we evaluated patient use of the various components
of the portal and aimed to identify patient lack of motivation
for not using the patient portal and potential barriers to
accessibility.

Methods

Study Design
In our observational, longitudinal study, we evaluated patient
use of the portal based on two data sources: semistructured
interviews conducted during 3 consecutive visits to our unit
after introducing eligible patients to the patient portal and system
access logs recording the duration of user sessions and how
often each page of the web portal was accessed.

Description of the PRO Monitoring and the Patient
Portal
In June 2016, we implemented routine ePROM assessments to
supplement care of outpatients with MM at the Department of
Internal Medicine V in Innsbruck. The two primary aims of the
implementation of ePROM assessments were to supplement
the Austrian Myeloma Registry (AMR) with PRO data and
enrich clinical care with the data [18]. In July 2017, patients
with CLL were added as a second patient group. The use of the
Computer-based Health Evaluation System (CHES) [19] enables
immediate processing and graphical representation of the results.
For monitoring at the hospital, patients complete PRO measures
before their medical appointment, and the results are presented
to the HCP prior to the consultation. The implementation and
feasibility of the assessments at the hospital and use of data
from patients have been evaluated in the past for the AMR [18],
and more details on HCP use of the system are presented
elsewhere [20]. This study builds upon our previous
implementation strategy and is focused on process evaluation,
refinement, and extension (as described in phase IV of the
implementation process described by Sztankay et al [18]).

There are 3 main components of CHES: (1) the HCP interface
(CHES.main), which presents PRO and patient data to HCPs;
(2) the survey interface (CHES.nurse), where the patients
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complete questionnaires at the hospital; and (3) the patient portal
(CHES.portal), which allows remote questionnaire completion
and access to supplemental information and self-management

advice. See Figure 1 for a visualization of the patient portal and
its functionality. See Multimedia Appendix 1 for screenshots
of the software and portal.

Figure 1. Computer-Based Health Evaluation System patient portal functions when patients are at home and in the hospital. *Thresholds for clinical
importance [21] are used to highlight domains that require discussion with the health care provider. PRO: patient-reported outcome; HCP: healthcare
professional.

In this paper, we assess patient use of the patient portal, which
features the following functionalities:

• Disease-specific information on CLL and MM: diagnosis,
possible symptoms, possible treatments, and links to further
information and self-help groups

• PRO assessments with the cancer-specific European
Organisation for Research and Treatment of Cancer Quality
of Life Questionnaire (EORTC QLQ-C30) in combination
with the disease-specific modules EORTC QLQ-MY20 for
patients with MM and EORTC QLQ-CLL17 for patients
with CLL. The EORTC QLQ-C30 is the most frequently
used cancer-specific questionnaire [22] and can be used to
measure patient symptoms, functional health, and global
quality of life. The modules QLQ-MY20 and QLQ-CLL17
supplement the QLQ-C30 and cover disease-specific issues
of quality of life for MM (eg, future perspective, treatment
side effects) and CLL patients (eg, symptom burden due to
disease and/or treatment, worries/fears regarding health and
functioning).

• PRO score review by patient: results are displayed as
colored bar charts (longitudinal and cross-sectional). Results
that exceed the thresholds for clinical importance [21] are
colored red, and results that do not exceed these threshold
are colored green (see Lehmann et al [20] for more
information).

• Self-management tools and tailored information: based on
EORTC QLQ-C30 data, patients are presented with
self-management tools for the symptoms and functional
health domains. If a patient reports a potentially clinically

important result [21], they are directed to the
self-management tools (see Lehmann et al [20] for more
information). Patients are reminded that in case of severe
impairments, they should contact the clinical team directly.

At the outpatient clinic, patients are introduced to the portal by
a PRO facilitator (ie, person responsible for the assessments at
the hospital). The role of the PRO facilitator is that of a study
assistant with a background in psychology or nursing who is
trained in the use of PRO data and motivates both patients and
HCPs to use the PRO data. Patients are given instructions for
use and their personal log-in data for accessing the portal at
home by the PRO facilitator.

Typically, patients are advised to complete ePROM assessments
in the week before their hospital visits. Visits are scheduled at
regular intervals that range between 1 week and 12 months,
depending on the disease stage and treatment plan. Patients are
encouraged to complete questionnaires as often as they like,
even on a daily basis. Questionnaires completed within 7 days
of a hospital visit are used to inform the HCP of the patients’
health status and linked to the clinical data in the AMR. Data
from assessments in between hospital visits are used for research
purposes and enable more continuous tracking of patients’health
status in the AMR.

Although patients participating in the routine monitoring are
encouraged to use the patient portal to report PROs, they can
still complete assessments at the hospital (eg, if they forgot to
use the portal before their hospital visit).
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Study Sample
We defined the following inclusion criteria for participation in
monitoring via the patient portal: fluency in German, age 18
years or older, diagnosis of MM or CLL, current treatment at
the outpatient clinic of the Department of Internal Medicine V
or the Comprehensive Cancer Center Innsbruck of the Medical
University of Innsbruck, consent given to routine PRO
monitoring at the hospital, and completion of at least one
ePROM during a prior visit to the hospital.

Patients were deemed ineligible if they had no access to a
computer or the internet or lacked sufficient knowledge to log
into a website using a username and password. All patients
provided informed consent to use the patient portal. Patients
who declined to use the portal were asked for the reason for

their refusal. The study and use of patient data are covered by
the ethics approval for the AMR issued by the ethics committee
of the Medical University of Innsbruck (study number AN3252
266/4.2 386/5.14).

At baseline, demographics (sex, age, marital status, education
level, and employment status) and experience with the internet
and computer technology (frequency, duration) were collected
via a questionnaire. Diagnosis and cancer stage were obtained
from the hospital’s medical records.

Selection of Outcome Measures
We used different sources to evaluate patient use and perception
of the patient portal. Table 1 displays the selection of outcome
measures.

Table 1. Selection of outcome measures.

Data typeAssessment methodOutcome measureQuestions addressed

Quantitative dataAssessed via CHESbePROMa completion rate (number of completed
ePROMs before study time points)

How often do patients use the portal?

Is the portal feasible for use during routine clinical
care?

Qualitative and
quantitative da-
ta/questions

Semistructured inter-
views

Patient perspectives on portal components and
motivation to use (or not use) the portal; accessibil-
ity barriers identified

Why do patients use (or not use) the portal?

What is their feedback on portal components?

Quantitative dataAssessed via CHES
portal log data

Patient user patterns in the portal: number and du-
ration of log-ins per patient; portal page views

How often do patients log into the portal?

How long do patients log into the portal in a single
session?

Which pages are viewed and how often?

aePROM: electronic patient-reported outcome measure.
bCHES: Computer-based Health Evaluation System.

Patient Interviews
Each patient participated in 3 semistructured face-to-face
interviews conducted by authors LN, PB, and JL following a
fixed schedule during 3 consecutive visits to the outpatient unit.
See Figure 2 for a flowchart of the interview process. The topics
covered in the interviews were as follows:

T1: Guided introduction to the portal and user log-in

• Possible difficulties logging in
• Navigating the portal
• Reviewing PRO results
• Other suggestions/remarks by patients

T2: Evaluation of use: acceptability and usability

• Satisfaction with instructions for completion of
questionnaire

• Navigating the portal
• Technical difficulties
• Reviewing PRO results and accessing self-help tools
• Relevance and usefulness of provided content

T3: Evaluation of use: acceptability and usability

• Technical difficulties
• Interest in content not explored during previous log-ins
• Satisfaction with design
• Other suggestions/remarks by patients

Figure 2. Patient interview procedure and topics.
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ePROM Completion Rate
To evaluate initial interest in the portal, we assessed the
proportion of patients in routine monitoring at the hospital
consenting to use the patient portal at T1. To evaluate continued
use, we assessed the proportion of patients who completed
ePROMs prior to hospital visits at T2 and T3; ePROMs were
considered to be linked to a hospital visit if they were completed
in the 7 days before the visit.

CHES Log Data
The frequency (absolute number) and duration (in minutes) of
the use of the website were determined by the CHES system
log. These data were gathered irrespective of the interview time
points each time the patient logged into the system. Log data
were collected per session but were not linked to individual
patients. Therefore, patients with more sessions have a greater
weight in this analysis. Log-ins that occurred on the same day
were considered a single session, and durations of these sessions
were summed.

Data Analysis
Sociodemographic and clinical data were analyzed at time point
T1. Comparison of patients completing ePROMs via the patient
portal and of those who declined to use the portal were made
with t tests (for parametric variables) and chi-square tests (for
nonparametric variables).

The interviewer took field notes during the interviews and for
each open question. Responses from the interviews were either
analyzed descriptively (for yes/no questions) or paraphrased
and category-coded (for open answers) independently by two
researchers (JL and PB) and harmonized by discussion in case
of different coding. We translated selected quotes into English
for the results section of this paper.

We also analyzed the frequency (number) of views for each
portal page, excluding views on the start page, where patients
are directed automatically after logging in. Further, we
calculated the time patients needed to complete the
questionnaires online (mean completion time per patient
averaged across all patients).

Results

Participant Enrollment and Baseline Characteristics
Recruitment began in July 2017 and was open until August
2020. During the study period, we identified 142 eligible patients
already participating in the electronic PRO monitoring in the
hospital, of whom 85.9% (122/142) were approached for study
participation and use of the patient portal. Of those, 83.6%
(102/122) consented to be included in the patient portal. Of 20
patients not willing to use the patient portal, 18 patients stated
a preference of questionnaire completion only at the hospital
as the reason. The complete enrollment process is shown in
Figure 3.

The full sociodemographic information and clinical data are
given in Table 2. There were no statistically significant
differences regarding age, sex, education, time since the initial
diagnosis, and type of internet use between those who agreed
and those who refused to participate (all P>.09). The age range
of patients included in the portal was 39 to 83 years, and the
age range of patients not included in the portal was 39 to 77
years. A statistically significant difference was found for general
internet use (see Table 2), with participants who consented to
use the portal reporting higher internet use than those who did
not consent to use the portal: of patients who used the portal,
94% (94/100) reported using the internet at least multiple times
per week compared to 76% (17/22) for patients who did not use
the portal.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26022 | p.990https://www.jmir.org/2021/6/e26022
(page number not for citation purposes)

Lehmann et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Recruitment flowchart (study patient denotes patients who were also participating in other clinical studies and were not included in our study
so as not to overburden the patient with clinical questionnaires).
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Table 2. Sociodemographic information.

P valueStatisticNot included in pa-
tient portal (n=23)

Included in patient
portal (n=102)

Characteristic

t scoreχ2

.80—0.1——aSex, n (%)

———9 (39)37 (37)Female

———14 (61)65 (64)Male

.191.33—63.2 (10.5)59.9 (10.5)Age (years), mean (SD)

.047—4.0——Diagnosis, n (%)

———9 (39)63 (62)Multiple myeloma

———14 (61)39 (38)Chronic lymphocytic leukemia

.091.73—4.7 (0.9-6.6)4.5 (0.9-6.8)Time since diagnosis (years), mean (IQR)

.84—0.9——Highest education, n (%)

———1 (5)9 (9)Compulsory or lower

———10 (50)55 (55)Vocational training

———4 (20)18 (18)High school certificate

———5 (25)18 (18)University

———32Missing datab

.40—0.7——Internet use (type), n (%)

———17 (74)66 (65)Private use only

———6 (26)36 (35)Job and private use

.02—10.0——Internet use (frequency), n (%)

———0 (0)2 (2)>Once per month

———5 (23)4 (4)Multiple times a month

———4 (17)30 (30)Multiple times a week

———13 (59)64 (64)Daily

———12Missing datab

aNot applicable.
bMissing values were not included in the calculation of percentages.

Interviews
Interviews lasted between 10 and 30 minutes. Only 5% (5/102)
patients required help from the PRO facilitator because they
were not able to read their username and password (small font
size). After the log-in and during the first interview, no patients
reported technical difficulties or had difficulties navigating the
portal or the questionnaire. Table 3 shows the number of
completed questionnaires before the interviews and the reasons
for noncompletion. Of the patients who participated in all 3
interviews, 37% (26/71) completed the questionnaires prior to

the T2 and T3 interview, while the others completed the
questionnaires only at the hospital visit.

Table 4 shows the use and evaluation of the portal as reported
by patients who completed questionnaires prior to the interviews.
Patients who completed questionnaires prior to their follow-up
appointments reported using the portal in different ways: the
percentage of patients reading additional portal content (eg,
disease-specific information) declined over time from 71%
(27/38) at T2 to 41% (13/32) at T3. The self-management tools
were used and deemed useful by 50% (17/34) of patients at the
second and 42% (13/31) at the third interview.
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Table 3. Questionnaire completion rate and reasons for not completing questionnaires in the patient portal before hospital visits.

Interview 3 (n=71), n
(%)

Interview 2 (n=84), n
(%)

Interview 1 (n=102), n
(%)

Completion rate or reason for noncompletion

Questionnaire completed before appointment

32 (45)38 (45)102 (100)Yes

39 (55)46 (55)—aNo

Reasons not completed

18 (25)25 (29)—Forgot

0 (0)9 (11)—Technical difficulties

3 (4)0 (0)—Loss of log-in data

1 (1)0 (0)—Study patientb

6 (9)5 (6)—Lack of time/motivation

7 (10)3 (4)—Preferred assessment at hospital

4 (6)4 (5)—Other

aNot applicable.
bStudy patients were also participating in other clinical studies using the same questionnaires or similar; they sometimes confused questionnaires from
other studies with our study’s questionnaires.

Table 4. Use and evaluation of the patient portal as reported in the interviews.

Completed questionnaires, n (%)Patient-reported behavior and evaluation of the portal

Interview 3
(n=32)

Interview 2
(n=38)

Interview 1
(n=102)

Reading (additional) portal content

13 (41)27 (71)—aNo

18 (56)11 (29)—Yes

Looking at one’s own results

—25 (69)96 (96)Yes

—11 (31)4 (4)No

—22Missing datab

Self-management tools

13 (42)17 (50)—Inspected self-management tools and found them to be useful

2 (6)4 (12)—Inspected self-management tools and did not find them useful

16 (52)13 (38)—Did not inspect self-management tools

14—Missing datab

Reason for not inspecting self-management tools

8 (26)6 (18)—No impairments reportedc

1 (3)1 (3)—Lack of time

7 (23)6 (18)—Other

aNot applicable.
bMissing values were not included in the calculation of percentages.
cIf a patient did not report impairments above the thresholds for clinical importance, the software did not suggest viewing self-management tools when
looking at their own results.

Patient Comments
Patients were encouraged to provide additional comments
following their answers to the interview questions. In the first

interview, patients reported high satisfaction with the
presentation of the results as bar charts.
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...bar charts are a good way of presenting the results.
I like that I can compare my results to those of other
patients with cancer.

I like that I can see my results after having completed
the questionnaire.

Patients who did not inspect their own results expressed that
they were feeling fine and therefore had no interest in viewing
their results.

Similarly, patients who were feeling fine or reported no
impairments did not inspect the self-management tools, while
others provided positive feedback on the self-management tools
or the color-coding of questionnaire results.

I did not check the self-management advice because
I am not feeling ill. Why would I check it?

I like the design. The arrow in the results [direct link
from the results to the self-management information]
was very helpful.

...liked the color coding [red/green] as it was simple
and easy to understand.

Four patients expressed the wish for a reminder (email or text
message) before the next appointment to complete the
questionnaires online. Two patients mentioned that they would
like to be able to choose their password or username themselves
(which the software currently does not allow). Three patients
also explicitly reported a decline in motivation toward the end
of the study, caused by a lack of sufficient feedback from

physicians who did not discuss their PRO results during the
consultations.

CHES Log Data
Over the study period, we registered a total of 796 sessions (ie,
log-ins by patients). Of the patients who logged into the patient
portal, 27% (28/102) logged in once, 18% (18/102) logged in
twice, 9% (9/102) logged in 3 times, 15% (16/102) logged in 4
to 6 times, 14% (14/102) logged in 7 to 10 times, and 17%
(17/102) logged in more than 10 times (total range of 1-57).

The mean duration of a session was 9.4 (median 6, range 1-90)
minutes. It took patients on average 2.9 minutes to complete
the EORTC QLQ-C30, 1.8 minutes to complete the EORTC
QLQ-MY20, and 1.5 minutes to complete the EORTC
QLQ-CLL17. This adds up to an average questionnaire
completion time of 4.7 minutes for patients with MM and 4.4
minutes for patients with CLL.

During an average session, patients viewed 5.3 (median 4, range
1-28) different pages. Figure 4 shows how often specific
components of the patient portal were viewed. A total of 3487
views were registered. The most frequently viewed
self-management pages were those providing information on
dyspnea (89 views), diarrhea (80 views), cognitive functioning
(64 views), and emotional functioning (49 views). The least
frequently viewed self-management pages were those providing
information on obstipation (11 views), role functioning (12
views), social functioning (21 views), and pain (18 views).
Multimedia Appendix 2 shows the view count on all
self-management pages.

Figure 4. Page views in the patient portal by category (excluding home page). Categories marked with an asterisk combine multiple pages and subpages.
QOL: quality of life; MM: multiple myeloma; CLL: chronic lymphocytic leukemia; Q&A: questions and answers.
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Discussion

Principal Findings
In our study, we evaluated the use of the patient portal in patients
with MM and CLL participating in routine electronic PRO
monitoring. We found that in those patients who were eligible
to use the patient portal, the majority (84%) were willing to use
the portal. Only a few users reported difficulties logging in, but
no users reported problems navigating the survey. However,
we found that considerably fewer patients (37%) than initially
included adopted a continued use of the portal across all 3 study
time points. On average, patients spent 9.4 minutes in the portal
per session.

Uptake of Home Monitoring
Our recruitment rate (ie, patients consenting to try the patient
portal) is high compared to rates found in other studies. For
example, other feasibility or usability studies report that between
21% and 64% [23-25] of patients were willing to use patient
portals. Our high recruitment rate is most likely a consequence
of the fact that patients were already participating in electronic
PRO monitoring and so had already approved some form of
monitoring. We would like to note the high inclusion rate for
PRO monitoring at the hospital, which was, as reported
previously, 94% of all MM patients treated in the department
[18]. Our study emphasizes the possible synergy between
assessments inside the hospital and home monitoring; patients
who had already participated in electronic PRO monitoring
inside the hospital were open to also using a patient portal.
Moreover, the high acceptance of the patient portal might have
been induced by the opportunity to get accustomed to ePROMs
at the hospital with the help of a PRO facilitator before being
introduced to the patient portal. We hypothesize that such a
stepwise approach can reduce potential reservations about using
electronic measures and contribute to user empowerment.

The adoption of home monitoring by a considerable proportion
of patients also meant that those patients did not need to be
assessed at the hospital. In this way, the patient portal reduced
the administrative burden of assessing those patients’ PROs at
the hospital and allowed us to allocate those resources
elsewhere.

Long-Term Use of the Portal
Over the course of the study, slightly less than half of the
participants used the portal prior to their follow-up
appointments. The main reason reported by patients was that
they had forgotten to report their PRO data using the patient
portal. Especially for patients with an infrequent appointment
schedule (intervals between hospital visits of up to 12 months),
forgetting to use the portal is, in fact, not surprising. This issue
might be addressed by implementing an automated reminder
(email or text message) as has been done with similar home
monitoring systems [24,26]. For example, the AmbuFlex system
in Denmark has, in the past, used different forms of reminders,
including letters, emails, and text messages. They ultimately
implemented communication via a national secure email
program, which accounts for 93.2% of communication to
patients and secures high completion rates [27].

Additionally, it is important to note that due to our routine
monitoring approach, ePRO data from patients who did not use
the portal prior to the follow-up appointments were not lost.
Instead, those patients were invited to complete the ePROMs
at the hospital as was done with other patients who did not use
the portal.

While only a few of our patients directly mentioned a decline
in motivation to complete ePROMs due to HCPs not picking
up on the results during the consultations, this is in fact a
frequent problem of PRO implementations in clinical settings
[3,26,28,29]. For patients, there is little perceived benefit of
completing the questionnaires if the results are not reviewed
and discussed by HCPs. Instead, sharing their health status via
questionnaires might even become burdensome. Therefore, it
is important to engage HCPs with the concept of PROs and train
them in the use of PRO results to prevent PRO data from
becoming meaningless busywork that hinders clinical practice
instead of enhancing it [28]. This requires the education and
training of HCPs, which can be achieved by conducting
specialized training programs [30]. A buy-in strategy may be
used to increase HCP engagement with PROs, for example, via
the adoption of the user interface to HCP needs and preferences,
regular meetings, or analyses of PRO data in the registry upon
request of HCPs. Another important approach is to make PRO
data comprehensible and actionable for HCPs (eg, by providing
advice on how to react to results) [26,31,32]. In our system, this
is done, for example, by using thresholds for clinical importance
for the EORTC QLQ-C30 [21] that facilitate the interpretation
of patient PRO data.

Finally, the literature shows that in order to provide a sound
theoretical basis for sustainable PRO solutions in routine care
settings, an implementation science approach can be followed
[33]. Implementation science can help identify barriers (which
are often similar across contexts) and enablers (which often
depend on the given hospitals’ context) of patient-reported
outcome measure (PROM) implementations.

User Patterns in the Portal
As has been found in other studies [13,17,25], the majority of
our patients found the display of self-management advice linked
with their results to be valuable. A recent review of electronic
systems to measure PROs found that less than one-third (29%)
of published electronic systems include features that provide
tailored automated advice to patients, and less than half (41%)
provide general educational information [17]. In a qualitative
study evaluating another eHealth application, tailored feedback
and advice was rated as appealing by most participants [34].
Participants valued the option of accessing information remotely
between appointments and having a low threshold to receiving
such information (compared to having to consult their treating
physician or having to search for information) [34]. These are
notions that echo the high number of views of pages with
self-management advice we found in our study.

Nevertheless, despite the approval for self-management advice
we found in our study, a recent clinical trial showed that, while
patient portals can contribute to improved health-related quality
of life [13], their measurable benefits on patient activation
(knowledge, skills, and confidence for self-management) could
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not be shown in a diverse sample of cancer survivors [13].
However, previous evidence suggested that such effects may
be more pronounced in newly diagnosed patients [25,35].
Another randomized controlled trial showed that weekly PRO
monitoring along with the provision of tailored self-management
advice, compared to usual care, significantly enhanced
self-efficacy in patients with cancer [36].

Limitations
Our study was designed to be carried out during routine care
with minimal interruption of the clinical workflow. Therefore,
interview time points were integrated into the patients’ hospital
visits. This resulted in varying intervals between interviews
(between 1 week and 1 year in a few cases), which may have
influenced the results. However, we point out that these are
real-world visitation schedules, and any application designed
for routine care should be evaluated accordingly. Similarly, we
included more males than females in our study. This reflects
the epidemiology of MM and CLL, and the male/female ratio
was comparable to data from the AMR.

Second, the CHES log data did not allow for detailed analysis
of individual user page-view patterns but only for analysis of
overall page views and duration and frequency of sessions. This
means that patients logging on to the portal more frequently
have a greater weight in the analysis of page views. Moreover,
page view numbers have to be interpreted with care as they
provide no information on whether the pages were actually read.

Another limitation is that the interviews were conducted by the
authors (LN, PB, and JL), who introduced patients to the portal.
Therefore, some patients might have been reluctant to voice
criticism in the interviews, even though we actively encouraged
patients to also report negative feedback.

Finally, we consider some sample-related limitations: We
included only German-speaking patients in the patient portal.
While the EORTC questionnaires are available in a large number
of languages (and can be completed at the hospital [20]),
translating and updating the content of the portal would require
considerable resources. This results in a potential bias, and our
findings may not be generalizable to patients with other first

languages and limited German language proficiency. We are
aware that this can create an imbalance in the provision of care,
as this systematically excludes certain patient groups. In fact,
patients not speaking the primary language of the country might
profit most from receiving disease-specific information and
from being able to report symptoms online in their native
language. Moreover, we observed a selection bias due to
patients’ age (patients with MM were on average 11 years
younger than the mean age of patients in the AMR), as older
patients might be less proficient using the internet and were
consequently not included in our study. While this is an
important limitation to consider, its impact should decrease over
time, as the population’s internet capabilities have been steadily
increasing [37] and should further increase in the years to come.

Future Steps
Following the insights gained in this study, we are currently in
the process of updating our monitoring procedure and software.
One important step is to more closely monitor patients’PROMs
to swiftly identify deteriorations and act accordingly; we aim
to have a trained onconurse monitor patient results and check
on patients in case of deteriorations. If necessary, the nurse can
schedule an earlier appointment or alert the treating HCP.
Another planned improvement is to implement an email or text
message reminder to improve PROM completion rates.

Conclusion
Our study shows that a patient portal enabling remote PRO data
assessment can complement routine electronic PRO
implementation at the hospital by reducing the burden of
administration for the clinical team and offering an additional
way for patients to engage with PROs. We found that the
majority of patients were open to using the patient portal and
interested in assessments from home. The low number of
technical problems and absence of complaints demonstrate the
general user-friendliness of our portal. While initial uptake was
high, fewer patients adopted regular use of the portal prior to
their appointments. To increase long-term participation rates,
further motivational (eg, increasing HCP engagement with the
PRO data) and technical (eg, email reminder) measures are
needed.
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Multimedia Appendix 1
Examples of pages in the patient portal.
[PDF File (Adobe PDF File), 1495 KB - jmir_v23i6e26022_app1.pdf ]

Multimedia Appendix 2
Total view count in the portal and specific view count for the self-management pages.
[PNG File , 104 KB - jmir_v23i6e26022_app2.png ]

References
1. Patient-reported outcome measures: use in medical product development to support labeling claims. US Food and Drug

Administration. 2009 Dec. URL: https://www.fda.gov/media/77832/download [accessed 2020-08-05]
2. Basch E. Patient-reported outcomes: harnessing patients' voices to improve clinical care. N Engl J Med 2017 Jan

12;376(2):105-108. [doi: 10.1056/NEJMp1611252] [Medline: 28076708]
3. Jensen RE, Snyder CF, Abernethy AP, Basch E, Potosky AL, Roberts AC, et al. Review of electronic patient-reported

outcomes systems used in cancer clinical care. J Oncol Pract 2014 Jul;10(4):e215-e222. [doi: 10.1200/jop.2013.001067]
4. Digital Economy and Society Index (DESI) 2020: use of internet services. European Commission. URL: https://ec.europa.eu/

newsroom/dae/document.cfm?doc_id=67075 [accessed 2020-09-03]
5. Detmar SB, Muller MJ, Schornagel JH, Wever LDV, Aaronson NK. Health-related quality-of-life assessments and

patient-physician communication: a randomized controlled trial. JAMA 2002 Dec 18;288(23):3027-3034. [doi:
10.1001/jama.288.23.3027] [Medline: 12479768]

6. Velikova G, Booth L, Smith AB, Brown PM, Lynch P, Brown JM, et al. Measuring quality of life in routine oncology
practice improves communication and patient well-being: a randomized controlled trial. J Clin Oncol 2004 Feb
15;22(4):714-724. [doi: 10.1200/jco.2004.06.078]

7. Basch E, Abernethy AP. Supporting clinical practice decisions with real-time patient-reported outcomes. J Clin Oncol 2011
Mar 10;29(8):954-956. [doi: 10.1200/JCO.2010.33.2668] [Medline: 21282536]

8. Takeuchi EE, Keding A, Awad N, Hofmann U, Campbell LJ, Selby PJ, et al. Impact of patient-reported outcomes in
oncology: a longitudinal analysis of patient-physician communication. J Clin Oncol 2011 Jul 20;29(21):2910-2917. [doi:
10.1200/jco.2010.32.2453]

9. Barbera L, Sutradhar R, Seow H, Earle C, Howell D, Mittmann N, et al. Impact of standardized edmonton symptom
assessment system use on emergency department visits and hospitalization: results of a population-based retrospective
matched cohort analysis. J Oncol Pract 2020 Sep;16(9):e958-e965. [doi: 10.1200/jop.19.00660]

10. Denis F, Basch E, Septans A, Bennouna J, Urban T, Dueck AC, et al. Two-year survival comparing web-based symptom
monitoring vs routine surveillance following treatment for lung cancer. JAMA 2019 Jan 22;321(3):306-307 [FREE Full
text] [doi: 10.1001/jama.2018.18085] [Medline: 30667494]

11. Lizée T, Basch E, Trémolières P, Voog E, Domont J, Peyraga G, et al. Cost-effectiveness of web-based patient-reported
outcome surveillance in patients with lung cancer. J Thorac Oncol 2019 Jun;14(6):1012-1020 [FREE Full text] [doi:
10.1016/j.jtho.2019.02.005] [Medline: 30776447]

12. Basch E, Deal AM, Dueck AC, Scher HI, Kris MG, Hudis C, et al. Overall survival results of a trial assessing patient-reported
outcomes for symptom monitoring during routine cancer treatment. JAMA 2017 Dec 11;318(2):197-198 [FREE Full text]
[doi: 10.1001/jama.2017.7156] [Medline: 28586821]

13. van der Hout A, van Uden-Kraan CF, Holtmaat K, Jansen F, Lissenberg-Witte BI, Nieuwenhuijzen GAP, et al. Role of
eHealth application Oncokompas in supporting self-management of symptoms and health-related quality of life in cancer
survivors: a randomised, controlled trial. Lancet Oncol 2020 Jan;21(1):80-94. [doi: 10.1016/S1470-2045(19)30675-8]
[Medline: 31838009]

14. Giesinger JM, Wintner LM, Zabernigg A, Gamper E, Oberguggenberger AS, Sztankay MJ, et al. Assessing quality of life
on the day of chemotherapy administration underestimates patients' true symptom burden. BMC Cancer 2014 Oct 10;14:758
[FREE Full text] [doi: 10.1186/1471-2407-14-758] [Medline: 25305067]

15. Wintner LM, Sztankay M, Aaronson N, Bottomley A, Giesinger JM, Groenvold M, EORTC Quality of Life Group. The
use of EORTC measures in daily clinical practice: a synopsis of a newly developed manual. Eur J Cancer 2016 Nov;68:73-81
[FREE Full text] [doi: 10.1016/j.ejca.2016.08.024] [Medline: 27721057]

16. LeRouge C, Austin E, Lee J, Segal C, Sangameswaran S, Hartzler A, et al. ePROs in Clinical Care: Guidelines and Tools
for Health Systems. Seattle: CERTAIN, University of Washington; 2020.

17. Warrington L, Absolom K, Conner M, Kellar I, Clayton B, Ayres M, et al. Electronic systems for patients to report and
manage side effects of cancer treatment: systematic review. J Med Internet Res 2019 Jan 24;21(1):e10875 [FREE Full text]
[doi: 10.2196/10875] [Medline: 30679145]

18. Sztankay M, Neppl L, Wintner LM, Loth FL, Willenbacher W, Weger R, et al. Complementing clinical cancer registry
data with patient reported outcomes: a feasibility study on routine electronic patient-reported outcome assessment for the

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26022 | p.997https://www.jmir.org/2021/6/e26022
(page number not for citation purposes)

Lehmann et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v23i6e26022_app1.pdf&filename=bc7e7c5e4a4e025ef71b53bad56fa0cd.pdf
https://jmir.org/api/download?alt_name=jmir_v23i6e26022_app1.pdf&filename=bc7e7c5e4a4e025ef71b53bad56fa0cd.pdf
https://jmir.org/api/download?alt_name=jmir_v23i6e26022_app2.png&filename=5de93dd8b3d95f54004fbb01abaa9a14.png
https://jmir.org/api/download?alt_name=jmir_v23i6e26022_app2.png&filename=5de93dd8b3d95f54004fbb01abaa9a14.png
https://www.fda.gov/media/77832/download
http://dx.doi.org/10.1056/NEJMp1611252
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28076708&dopt=Abstract
http://dx.doi.org/10.1200/jop.2013.001067
https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=67075
https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=67075
http://dx.doi.org/10.1001/jama.288.23.3027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12479768&dopt=Abstract
http://dx.doi.org/10.1200/jco.2004.06.078
http://dx.doi.org/10.1200/JCO.2010.33.2668
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21282536&dopt=Abstract
http://dx.doi.org/10.1200/jco.2010.32.2453
http://dx.doi.org/10.1200/jop.19.00660
http://europepmc.org/abstract/MED/30667494
http://europepmc.org/abstract/MED/30667494
http://dx.doi.org/10.1001/jama.2018.18085
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30667494&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1556-0864(19)30113-3
http://dx.doi.org/10.1016/j.jtho.2019.02.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30776447&dopt=Abstract
http://europepmc.org/abstract/MED/28586821
http://dx.doi.org/10.1001/jama.2017.7156
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28586821&dopt=Abstract
http://dx.doi.org/10.1016/S1470-2045(19)30675-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31838009&dopt=Abstract
https://bmccancer.biomedcentral.com/articles/10.1186/1471-2407-14-758
http://dx.doi.org/10.1186/1471-2407-14-758
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25305067&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0959-8049(16)32397-8
http://dx.doi.org/10.1016/j.ejca.2016.08.024
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27721057&dopt=Abstract
https://www.jmir.org/2019/1/e10875/
http://dx.doi.org/10.2196/10875
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30679145&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Austrian Myelome Registry. Eur J Cancer Care (Engl) 2019 Nov;28(6):e13154 [FREE Full text] [doi: 10.1111/ecc.13154]
[Medline: 31465136]

19. Holzner B, Giesinger JM, Pinggera J, Zugal S, Schöpf F, Oberguggenberger AS, et al. The Computer-based Health Evaluation
Software (CHES): a software for electronic patient-reported outcome monitoring. BMC Med Inform Decis Mak 2012;12:126
[FREE Full text] [doi: 10.1186/1472-6947-12-126] [Medline: 23140270]

20. Lehmann J, Wintner LM, Sztankay M, Willenbacher W, Weger R, Weyrer W, et al. Patient-reported outcomes and
psycho-oncological screening in hematology: a practical example of routine electronic monitoring. Mag Eur Med Oncol
2020 Jul 03;13(3):285-293. [doi: 10.1007/s12254-020-00628-7]

21. Giesinger JM, Loth FLC, Aaronson NK, Arraras JI, Caocci G, Efficace F, EORTC Quality of Life Group. Thresholds for
clinical importance were established to improve interpretation of the EORTC QLQ-C30 in clinical practice and research.
J Clin Epidemiol 2020 Feb;118:1-8 [FREE Full text] [doi: 10.1016/j.jclinepi.2019.10.003] [Medline: 31639445]

22. Efficace F, Collins GS, Cottone F, Giesinger JM, Sommer K, Anota A, et al. Patient-reported outcomes as independent
prognostic factors for survival in oncology: systematic review and meta-analysis. Value Health 2021 Feb;24(2):250-267.
[doi: 10.1016/j.jval.2020.10.017] [Medline: 33518032]

23. Kuijpers W, Groen WG, Oldenburg HS, Wouters MW, Aaronson NK, van Harten WH. eHealth for breast cancer survivors:
use, feasibility and impact of an interactive portal. JMIR Cancer 2016 May 10;2(1):e3 [FREE Full text] [doi:
10.2196/cancer.5456] [Medline: 28410178]

24. Girgis A, Durcinoska I, Levesque JV, Gerges M, Sandell T, Arnold A, PROMPT-Care Program Group. eHealth system
for collecting and utilizing Patient Reported Outcome Measures for Personalized Treatment and Care (PROMPT-Care)
among cancer patients: mixed methods approach to evaluate feasibility and acceptability. J Med Internet Res 2017 Dec
02;19(10):e330 [FREE Full text] [doi: 10.2196/jmir.8360] [Medline: 28970188]

25. Duman-Lubberding S, van Uden-Kraan CF, Jansen F, Witte BI, van der Velden LA, Lacko M, et al. Feasibility of an
eHealth application "OncoKompas" to improve personalized survivorship cancer care. Support Care Cancer 2016
May;24(5):2163-2171 [FREE Full text] [doi: 10.1007/s00520-015-3004-2] [Medline: 26563178]

26. Wu AW, White SM, Blackford AL, Wolff AC, Carducci MA, Herman JM, PatientViewpoint Scientific Advisory Board.
Improving an electronic system for measuring PROs in routine oncology practice. J Cancer Surviv 2016 Jun;10(3):573-582
[FREE Full text] [doi: 10.1007/s11764-015-0503-6] [Medline: 26644190]

27. Hjollund NHI. Fifteen years' use of patient-reported outcome measures at the group and patient levels: trend analysis. J
Med Internet Res 2019 Sep 30;21(9):e15856 [FREE Full text] [doi: 10.2196/15856] [Medline: 31573943]

28. Thestrup Hansen S, Kjerholt M, Friis Christensen S, Hølge-Hazelton B, Brodersen J. Haematologists' experiences
implementing patient reported outcome measures (PROMs) in an outpatient clinic: a qualitative study for applied practice.
J Patient Rep Outcomes 2019 Dec 28;3(1):74 [FREE Full text] [doi: 10.1186/s41687-019-0166-6] [Medline: 31884569]

29. Taarnhøj GA, Lindberg H, Dohn LH, Omland LH, Hjøllund NH, Johansen C, et al. Electronic reporting of patient-reported
outcomes in a fragile and comorbid population during cancer therapy: a feasibility study. Health Qual Life Outcomes 2020
Jul 11;18(1):225 [FREE Full text] [doi: 10.1186/s12955-020-01480-3] [Medline: 32653005]

30. Santana MJ, Haverman L, Absolom K, Takeuchi E, Feeny D, Grootenhuis M, et al. Training clinicians in how to use
patient-reported outcome measures in routine clinical practice. Qual Life Res 2015 Jan 15;24(7):1707-1718. [doi:
10.1007/s11136-014-0903-5]

31. Snyder CF, Blackford AL, Wolff AC, Carducci MA, Herman JM, Wu AW, PatientViewpoint Scientific Advisory Board.
Feasibility and value of PatientViewpoint: a web system for patient-reported outcomes assessment in clinical practice.
Psychooncology 2013 Apr;22(4):895-901 [FREE Full text] [doi: 10.1002/pon.3087] [Medline: 22544513]

32. Hughes EF, Wu AW, Carducci MA, Snyder CF. What can I do? Recommendations for responding to issues identified by
patient-reported outcomes assessments used in clinical practice. J Support Oncol 2012;10(4):143-148 [FREE Full text]
[doi: 10.1016/j.suponc.2012.02.002] [Medline: 22609239]

33. Stover AM, Haverman L, van Oers HA, Greenhalgh J, Potter CM, ISOQOL PROMs/PREMs in Clinical Practice
Implementation Science Work Group. Using an implementation science approach to implement and evaluate patient-reported
outcome measures (PROM) initiatives in routine care settings. Qual Life Res 2020 Jul 10:1. [doi:
10.1007/s11136-020-02564-9] [Medline: 32651805]

34. Lubberding S, van Uden-Kraan CF, Te Velde EA, Cuijpers P, Leemans CR, Verdonck-de Leeuw IM. Improving access to
supportive cancer care through an eHealth application: a qualitative needs assessment among cancer survivors. J Clin Nurs
2015 May;24(9-10):1367-1379. [doi: 10.1111/jocn.12753] [Medline: 25677218]

35. Girgis A. The role of self-management in cancer survivorship care. Lancet Oncol 2020 Jan;21(1):8-9. [doi:
10.1016/s1470-2045(19)30715-6]

36. Absolom K, Warrington L, Hudson E, Hewison J, Morris C, Holch P, et al. Phase III randomized controlled trial of eRAPID:
eHealth intervention during chemotherapy. J Clin Oncol 2021 Mar 01;39(7):734-747. [doi: 10.1200/JCO.20.02015] [Medline:
33417506]

37. Austrian Internet Monitor. URL: https://de.statista.com/ [accessed 2021-02-08]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26022 | p.998https://www.jmir.org/2021/6/e26022
(page number not for citation purposes)

Lehmann et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://europepmc.org/abstract/MED/31465136
http://dx.doi.org/10.1111/ecc.13154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31465136&dopt=Abstract
http://www.biomedcentral.com/1472-6947/12/126
http://dx.doi.org/10.1186/1472-6947-12-126
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23140270&dopt=Abstract
http://dx.doi.org/10.1007/s12254-020-00628-7
https://linkinghub.elsevier.com/retrieve/pii/S0895-4356(19)30708-5
http://dx.doi.org/10.1016/j.jclinepi.2019.10.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31639445&dopt=Abstract
http://dx.doi.org/10.1016/j.jval.2020.10.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33518032&dopt=Abstract
https://cancer.jmir.org/2016/1/e3/
http://dx.doi.org/10.2196/cancer.5456
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28410178&dopt=Abstract
http://www.jmir.org/2017/10/e330/
http://dx.doi.org/10.2196/jmir.8360
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28970188&dopt=Abstract
http://europepmc.org/abstract/MED/26563178
http://dx.doi.org/10.1007/s00520-015-3004-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26563178&dopt=Abstract
http://europepmc.org/abstract/MED/26644190
http://dx.doi.org/10.1007/s11764-015-0503-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26644190&dopt=Abstract
https://www.jmir.org/2019/9/e15856/
http://dx.doi.org/10.2196/15856
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31573943&dopt=Abstract
http://europepmc.org/abstract/MED/31884569
http://dx.doi.org/10.1186/s41687-019-0166-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31884569&dopt=Abstract
https://hqlo.biomedcentral.com/articles/10.1186/s12955-020-01480-3
http://dx.doi.org/10.1186/s12955-020-01480-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32653005&dopt=Abstract
http://dx.doi.org/10.1007/s11136-014-0903-5
http://europepmc.org/abstract/MED/22544513
http://dx.doi.org/10.1002/pon.3087
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22544513&dopt=Abstract
http://europepmc.org/abstract/MED/22609239
http://dx.doi.org/10.1016/j.suponc.2012.02.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22609239&dopt=Abstract
http://dx.doi.org/10.1007/s11136-020-02564-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32651805&dopt=Abstract
http://dx.doi.org/10.1111/jocn.12753
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25677218&dopt=Abstract
http://dx.doi.org/10.1016/s1470-2045(19)30715-6
http://dx.doi.org/10.1200/JCO.20.02015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33417506&dopt=Abstract
https://de.statista.com/
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
AMR: Austrian Myeloma Registry
CHES: Computer-Based health Evaluation System
CLL: chronic lymphocytic leukemia
EORTC QLQ–C30: European Organisation for Research and Treatment of Cancer Quality of Life Questionnaire
ePROM: electronic patient-reported outcome measure
HCP: health care professional
MM: multiple myeloma
PRO: patient-reported outcome
PROM: patient-reported outcome measure

Edited by R Kukafka; submitted 25.11.20; peer-reviewed by L Schougaard, T Sandell, S Oerlemans; comments to author 20.01.21;
revised version received 08.02.21; accepted 30.04.21; published 08.06.21.

Please cite as:
Lehmann J, Buhl P, Giesinger JM, Wintner LM, Sztankay M, Neppl L, Willenbacher W, Weger R, Weyrer W, Rumpold G, Holzner B
Using the Computer-based Health Evaluation System (CHES) to Support Self-management of Symptoms and Functional Health:
Evaluation of Hematological Patient Use of a Web-Based Patient Portal
J Med Internet Res 2021;23(6):e26022
URL: https://www.jmir.org/2021/6/e26022 
doi:10.2196/26022
PMID:34100765

©Jens Lehmann, Petra Buhl, Johannes M Giesinger, Lisa M Wintner, Monika Sztankay, Lucia Neppl, Wolfgang Willenbacher,
Roman Weger, Walpurga Weyrer, Gerhard Rumpold, Bernhard Holzner. Originally published in the Journal of Medical Internet
Research (https://www.jmir.org), 08.06.2021. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The
complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and
license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26022 | p.999https://www.jmir.org/2021/6/e26022
(page number not for citation purposes)

Lehmann et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2021/6/e26022
http://dx.doi.org/10.2196/26022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34100765&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Reliable Prediction Models Based on Enriched Data for Identifying
the Mode of Childbirth by Using Machine Learning Methods:
Development Study

Zahid Ullah1*, PhD; Farrukh Saleem1*, PhD; Mona Jamjoom2*, PhD; Bahjat Fakieh1*, PhD
1Department of Information Systems, Faculty of Computing and Information Technology, King Abdulaziz University, Jeddah, Saudi Arabia
2Department of Computer Sciences, College of Computer and Information Sciences, Princess Nourah Bint Abdulrahman University, Riyadh, Saudi
Arabia
*all authors contributed equally

Corresponding Author:
Mona Jamjoom, PhD
Department of Computer Sciences, College of Computer and Information Sciences
Princess Nourah Bint Abdulrahman University
PO Box 84428
Riyadh, 11671
Saudi Arabia
Phone: 966 505273052
Email: mmjamjoom@pnu.edu.sa

Abstract

Background: The use of artificial intelligence has revolutionized every area of life such as business and trade, social and
electronic media, education and learning, manufacturing industries, medicine and sciences, and every other sector. The new
reforms and advanced technologies of artificial intelligence have enabled data analysts to transmute raw data generated by these
sectors into meaningful insights for an effective decision-making process. Health care is one of the integral sectors where a large
amount of data is generated daily, and making effective decisions based on these data is therefore a challenge. In this study, cases
related to childbirth either by the traditional method of vaginal delivery or cesarean delivery were investigated. Cesarean delivery
is performed to save both the mother and the fetus when complications related to vaginal birth arise.

Objective: The aim of this study was to develop reliable prediction models for a maternity care decision support system to
predict the mode of delivery before childbirth.

Methods: This study was conducted in 2 parts for identifying the mode of childbirth: first, the existing data set was enriched
and second, previous medical records about the mode of delivery were investigated using machine learning algorithms and by
extracting meaningful insights from unseen cases. Several prediction models were trained to achieve this objective, such as
decision tree, random forest, AdaBoostM1, bagging, and k-nearest neighbor, based on original and enriched data sets.

Results: The prediction models based on enriched data performed well in terms of accuracy, sensitivity, specificity, F-measure,
and receiver operating characteristic curves in the outcomes. Specifically, the accuracy of k-nearest neighbor was 84.38%, that
of bagging was 83.75%, that of random forest was 83.13%, that of decision tree was 81.25%, and that of AdaBoostM1 was
80.63%. Enrichment of the data set had a good impact on improving the accuracy of the prediction process, which supports
maternity care practitioners in making decisions in critical cases.

Conclusions: Our study shows that enriching the data set improves the accuracy of the prediction process, thereby supporting
maternity care practitioners in making informed decisions in critical cases. The enriched data set used in this study yields good
results, but this data set can become even better if the records are increased with real clinical data.

(J Med Internet Res 2021;23(6):e28856)   doi:10.2196/28856
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Introduction

Background
Machine learning is increasingly prevalent in and vital to health
care industries in terms of predicting and identifying quality
treatments for patients and enhancing other health care services.
Therefore, machine learning techniques are used for extracting
knowledge from huge and complex data sets in an organized
form so that it can be used for making effective decisions.
According to Sana et al [1], machine learning techniques provide
diagnosis and analytical amenities in several medical fields and
their applications in clinical factors and analytics such as disease
prediction, decision making based on extracted medical
knowledge, and serving in patient management. Moreover, with
the increasing amount of available data, machine learning
techniques have significant benefits as prediction tools in health
care [2] that sometimes provide surprising prediction models
that help in clinical counseling [3]. These tools are fundamental
to biomedical research and are utilized as an integral part of the
clinical decision-making process [4].

Child delivery can be performed through several methods in
hospitals, but the most common methods are either traditional
vaginal birth or cesarean (c-section), while vacuum extractions
and obstetric pincers can be used during complications in vaginal
deliveries [5]. There are several assumptions pertaining to the
mode of delivery, but it is still challenging to predict the type
of childbirth accurately [6,7]. C-section is a technique used in
maternity care for delivering children by performing a surgical
incision to the woman’s abdomen and uterus [8], which normally
takes place when complications arise related to the mother or
a child in a normal delivery [9]. The possible complications of
c-section for mothers are infections, excessive bleeding that
could cause anemia, and reaction to anesthesia; therefore,
maternal death rates with c-sections are higher than that for
vaginal deliveries [8]. However, a c-section could be necessary
to save the lives of both the mother and the child if the baby is
located in a wrong position in the womb, the head of the baby
is larger than the birth canal, the direction of the baby is
reversed, or the mother has a c-section history or even
heart-related diseases [10]. Molina et al [11] further explained
that c-sections are lifesaving for obstructed labor and any other
obstruction in the delivery process for decreasing baby and
mother mortality, but the risk of complications and overuse can
harm both mothers and babies. Every mode of delivery has its
pros and cons, but selecting the wrong type may lead to a variety
of risks such as baby cessation, excessive bleeding, baby
breathing problems, and other similar issues [7].

The rate of c-sections is higher than the rate of normal deliveries,
especially in high-income countries, where in 2012, around 23
million deliveries were conducted by c-section worldwide [11].
Prema and Pushpalatha [8] indicated that the highest rate of
c-section was 29.1% in November 2005, while nearly one-third
of the deliveries were conducted using c-section in 2015 [12]
as reported by the Centers for Disease Control and Prevention
[13]. In the United States, the c-section rate significantly
increased to 60% from 1996 to 2009, and the c-section rate was
32% of all deliveries in 2007 [12]. Li et al [14] reported that in

China, 46.2% of the 14,541 deliveries across 3 provinces in
different hospitals were conducted by c-section in the years
2007 and 2008. Similarly, in Pakistan, around half of the total
deliveries are conducted at home, but a high number of
c-sections are conducted at hospitals [9]. Fergus et al [4] argued
that overinterpretations increase the numbers of c-section, even
if there are no specific risks involved in the normal deliveries.
It is difficult to know the optimal level of the c-section rate
because although the World Health Organization advocates that
national rates do not exceed by 10 to 15 c-sections per 100
births, the rates of c-sections are noticeably higher [11].

Related Work
Studies related to identifying the mode of childbirth were found
in different databases such as Google Scholar, Science Direct,
IEEE explorer, Wiley, ResearchGate, and other data sources.
The major keywords used in the browsers were phrases such as
cesarean sections using machine learning, c-sections using
machine learning, machine learning in maternity care, AI in
maternity care, etc. C-section is the most commonly increasing
mode of delivery worldwide, and areas of concerns such as ideal
c-section rate, safety, and cost are still under debate [15].
Moreover, many researchers have investigated different features
to determine the main causes for cesarean delivery and have
built a prediction model based on these features. Some main
causes are related to the medical and obstetric history of the
mother [5,6,8,15-17]. The study of Lee and Gay [18] found that
sleep disturbance and fatigue in late pregnancy lead to greater
chances of delivery by c-section. Others analyzed the
socioeconomic or sociodemographic features [1,19] and some
have determined the main causes to be the region and level of
medical services afforded [9].

Wollmann et al [3] attempted to predict the chances of normal
births after a c-section. In this regard, they collected data of
women with one previous birth in Sweden during 2008-2014
and built 3 machine learning models and 1 regression model.
They concluded that the majority of the women with a history
of c-sections could still successfully deliver a baby in the normal
way. Similarly, Prema and Pushpalatha [8] investigated the
main causes of cesarean delivery based on the extracted features.
Several machine learning models were trained on a data set
collected from a pregnancy risk assessment survey. Their models
have predicted c-sections with 96% accuracy for women who
had a history of c-sections compared to 89% accuracy for
women who had no previous c-section. Khan et al [10] presented
a study to predict whether c-section is compulsory along with
increased safety for both mother and child during and after
delivery. They trained 3 ensemble models and found the highest
accuracy model of 87.66%. They also found that for predicting
the target mode of delivery, several features such as previous
c-sections, amniotic fluid, fetal intrapartum pH, and preinduction
should be considered. Sana et al [1] figured out the
socioeconomic features that cause cesarean delivery. They
trained decision tree (DT) and artificial neural network models
to predict the mode of delivery in which artificial neural
networks showed a high accuracy of 82%. Abbas et al [9]
believed that c-section causes can be influenced by regions and
therefore, they selected a region with a limited health care
infrastructure. They trained several models based on 23 features
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in order to predict the mode of delivery, and the highest accuracy
model was 91.8%. They also concluded that the maternal age
and the previous mode of delivery considerably influenced the
mode of the next delivery.

Ricciardi et al [20] adopted classification methods DT, random
forest (RF), AdaBoostM1, gradient boosting, and DECORATE
(Diverse Ensemble Creation by Oppositional Relabeling of
Artificial Training Examples) for predicting patients’ mode of
delivery. They applied these methods to a data set of 370 records
collected from public and private hospitals from the years 2000
to 2009. RF outperformed with 91.1% accuracy, 90% sensitivity,
and >96% ROC. In the study of Improta et al [2], the 4
classification methods, namely, DT, RF, AdaBoost, and gradient
boosting were trained on a cardiotocographic data set for
identifying the mode of delivery, in which RF showed the
highest performance with 87.6% accuracy, 87.9% precision,
and 93% ROC. In a study conducted by Saleem et al [21] for
classifying the mode of delivery using 4 machine learning
methods, the AdaBoost model showed the highest accuracy of
91.8%, sensitivity of 95.5%, and specificity of 98%. Of the 4
classification algorithms used by Pereira et al [5] to predict the
mode of delivery, DT outperformed with accuracy of 84%,
sensitivity of 88%, and specificity of 80%. A DT method was
adopted by Soleimanian et al [15] to investigate the mode of
delivery in a data set of 80 patients and they found an accuracy
of 86.25%. In the study of Fergus et al [4], ensemble methods
were used for classifying the mode of delivery by using a
cardiotocographic tracer in which all 3 methods showed
promising results of 87%, 90%, and 96% for sensitivity,
specificity, and ROC, respectively. Moreover, Fergus et al [22]
established that machine learning with fetal heart rate signals
significantly improved the efficacy of detecting the mode of
delivery compared to obstetrician and midwife predictions and
other systems. Their results showed 94%, 91%, and 99%
sensitivity, specificity, and ROC, respectively.

Objective of This Study
This study aims to provide prediction models for identifying
the mode of childbirth based on antenatal signs and symptoms
by using machine learning techniques. To achieve the objectives
of this study, the data set was first enriched with additional cases
using the Synthetic Minority Oversampling Technique
(SMOTE) [23]. Second, several prediction models were trained
and tested on original and enriched data sets. A cross-validation
of 10 folds was used for evaluating the performance of the
models. In the outcomes, the enriched data set showed better
performance in terms of accuracy, sensitivity, specificity,
F-measure, and receiver operating characteristic (ROC)
compared to the original data set. These findings encourage the
applications of these models for maternity care decision support
systems to predict the mode of delivery before birth.

Methods

Software Used
The data synthesis and analysis in terms of classifications and
predicting the mode of delivery were performed using Weka
software (University of Waikato, New Zealand) [24]. Weka has
many machine learning algorithms that are useful for training

data sets and then testing them on unseen cases to predict target
values [25,26].

Data Collection
The data set used in this study was harvested from the study of
Soleimanian et al [15] and is publicly available in the University
of California, Irvine machine learning repository [12,27]. The
data set contains 5 features, namely, age, delivery_number,
delivery_time, blood_of_pressure, and heart_problem, while
cesarean is a class attribute to label whether the delivery was
performed by c-section. In the data set, each attribute shows
different values, such as age ranges from 22 years to 38 years,
delivery_number shows the number of births from 1 to 4,
delivery_time shows 3 different statuses that are premature,
timely, or latecomer, blood_of_pressure also shows 3 different
statuses that are low, normal, and high, the heart_problem is
categorized as either yes or no, and the last attribute (cesarean)
is categorized as to whether the birth was by c-section or not.
This data set contains 80 records of pregnant women and
information about whether delivery was conducted by c-section
or normal birth.

Data Enrichment
The data set used in this study originally contained 80 records,
of which 46 records were normal vaginal deliveries while the
remaining 34 were c-sections. According to the criteria of
Vapnik [28], the total number of records was insufficient for
predictive purposes [25]. Therefore, the data set needed more
records to ensure that the prediction models are reliable and
trustworthy. For this reason, the existing data set was enriched
with more records using the standard method of SMOTE [23].
SMOTE is a popular method of machine learning used for
oversampling [29] in which the minority class in a data set is
generated by a synthetic example in the feature area based on
the selected k-nearest neighbor (k-NN) from the minority class
[21]. This practice has been adopted in several biomedical
studies [4,30-36]. Mohammed et al [34] used the SMOTE
method for enriching the minority class and concluded that
oversampling has a positive impact on the prediction models.
Similarly, Ramezankhani et al [32] adopted the SMOTE method
for increasing the samples in the minority class in the original
data set with various percentages (ie, 100%, 200%....,700%),
which resulted in increased sensitivity of the different classifiers
used. Another study of Hussain et al [37] used the SMOTE
method and compared the results with the original data,
concluding that the prediction models’ performance after
oversampling was enhanced compared to the original data.
According to Ebenuwa [38] and Frank [39], SMOTE can be
used for increasing the size of a data set. This study used the
SMOTE method for enriching the samples in both classes with
100%; therefore, the total number of records after oversampling
increased to 160 while the ratio between the 2 classes remained
the same as in the original data set. At the current stage, the
enriched data set was sufficient for reliable prediction.

Prediction Models
The ability to gain meaningful insight from the available
unstructured and unorganized data and to utilize it as an integral
part of a business decision support system is an art. There are
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several technologies available that work in this domain for
structuring and organizing the historical data for predicting new
patterns for the unseen scenarios, including machine learning.
Similarly, these techniques are widely used in the health care
industry, where prediction models have evolved with clinical
practice in every medical field. In the literature, several studies
have attempted to classify the types of childbirth from different
perspectives by using machine learning models. The most widely
used classifiers for predictions are DT, RF, AdaBoost, support
vector machine, k-NN, Naïve Bayes, and several other
techniques. This study has utilized 5 machine learning classifiers
for developing prediction models that can help health care
practitioners in deciding the favorable mode of delivery,
primarily based on the mother’s history and condition. A brief
discussion of these classifiers is presented below.

DT
DT is a nonparametric supervised learning technique used for
both classification and regression and it uses large and
complicated data sets to explore features and mined patterns
that are vital to discrimination and predictive modeling. In this
technique, the large data sample is divided into training and
testing data sets, and based on the training data set, building a
DT model and a testing data set in order to decide on the suitable
tree size required to attain an optimal final model is performed
[40].

RF
RF is an ensemble technique used for classification or regression
that utilizes the input data and constructs multitude of DTs at
the training time and outputs the class (classification) or the
prediction mean (regression) of an individual tree [41]. In this
technique, each DT is randomized using a bootstrap resampling
method with random feature selection, and the classification is
performed based on the voting of various randomized DTs on
the final outcome [4]. Furthermore, the optimum split is
computed using various feature sets and lingers until the tree is
completely grown without pruning. This process is iterated for
all trees in the forest by using different bootstraps of data, and
the classifications of new samples are therefore based on the
majority of votes cast [4].

AdaBoost
AdaBoost is an ensemble technique of linear member classifiers
that is constructed to enhance the efficiency of the binary
classifiers. In this technique, the weak learning models with
better accuracy can be boosted to develop a strong prediction
model. AdaBoost is an iterative-based technique where each
iteration detects the misclassified data points and increases the
weights of the correct points to increase the chance of the next
classifiers getting them right. Moreover, in this method, the
instances are moved from the iterative samples of the training
data to the subsequent data set, and the classifiers are combined
based on the weighted majority of votes [10,42].

Bagging
Bootstrap aggregation (or bagging) is an ensemble technique
used for classification or regression. In bagging, a repeated
sample is made from a training set by using simple random
sampling with replacement, and for each bootstrap sample, a

weak classifier is trained. These classifiers are then utilized for
predicting class labels on testing data, and the class that obtains
the majority of the votes wins [43].

k-NN
k-NN is a supervised learning technique that takes a data set in
which the data points are labeled with different classes and uses
them for learning to label the new points. The labeling of new
points is based on the closest of its neighbors’ labels and the
majority of votes cast; therefore, the labels of the nearest
neighbors are the labels of the new points. In k-NN, k is the
criteria number of checking the nearest neighbors [12,44].

Performance Evaluation Method
There are several methods for evaluating the performance of
prediction models such as using the whole data set as a training
set, providing a separate test set, cross-validation, and percentage
split, of which cross-validation is regarded as the most reliable
method [45]. In this study, each prediction model built was
evaluated using cross-validations of 10 folds [46]. In 10-fold
cross-validation, the training set is divided into 10 subsets, and
each subset is used once in the testing phase [47]. Amin and
Ali [12] and Soleimanian et al [15] trained their models by using
the whole data set as training data, but this method was not
recommended in several other studies such as those of Mitchell
[48], Smith and Frank [45], and Brownlee [49] because machine
learning methods learn the training data and can predict them
easily. As explained by Mitchell [48], utilizing the entire data
set for training and testing purposes at the same time may
produce unrealistic outcomes that are extremely positive and
prone to overfitting. As further explained by Smith and Frank
[45], the results achieved using training data as test data give
rise to resubstituting errors, which are typically unjustifiably
optimistic for predicting the performance of a model with future
unseen data. Moreover, a training set for a model evaluation
can be useful if one is more interested in a descriptive rather
than a predictive model [49]. This is usually the challenge of
machine learning: to predict unseen cases that have not been
trained. To the contrary, cross-validation is regarded as the most
profound and reliable method for model evaluation in machine
learning when all data exist in 1 set [45]. Furthermore, in
cross-validation, the test set contains unseen cases that are
unknown to the model during the training phase, which can help
reliable assessment of a classifier’s performance [50] because
cross-validation helps render generalization errors and variance
[51]. As further explained by Schaffer [52] cross-validation can
be used to choose a classifier in case of lack of pertinent
domain-specific knowledge. In short, cross-validation provides
practical estimation because a model is predicting actual results
that may have been unknown to the model in the training
process.

Results

This study has applied the selected prediction models to both
the original data set (80 cases) and the enriched data set (160
cases). The performance of each model was evaluated using
cross-validations of 10 folds [46]. In 10-fold cross-validation,
the training set is divided into 10 subsets, and each subset is
used once in the training phase [47]. In the implementation
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phase, when the required parameters are set for testing the
model, a confusion matrix is calculated for each classifier run.
Specifically, the confusion matrix provides 4 important values
that are computed based on the correctly and incorrectly
classified instances of a data set. These values are commonly
known as true positive, true negative, false positive, and false
negative. This matrix is the basis for calculating important
measures such as model performance, model accuracy,
sensitivity, specificity, and F-measure. All these measures are
calculated using different equations. For example, the accuracy
of a model is calculated using the following equation:

where FP=false positive, FN=false negative, TP=true positive,
and TN=true negative.

The accuracies of the different models before and after enriching
the data set for identifying the mode of delivery were evaluated
using equation 1, and the outcomes are depicted in Table 1 and
Figure 1.

Table 1. Accuracies and kappa values of models before and after data enrichment.

Enriched data setOriginal data setMethod

Kappa valueAccuracy (%)Kappa valueAccuracy (%)

0.68584.380.22861.25k-Nearest neighbor

0.66483.750.19261.25Bagging

0.65483.130.21562.50Random forest

0.61281.250.18157.50Decision tree

0.60380.630.12457.50AdaBoost

Figure 1. Comparison of the accuracy between models before and after data enrichment. AB: AdaBoost; DT: decision tree; k-NN: k-nearest neighbor;
RF: random forest.

According to Table 1 and Figure 1, the performances of all the
models in terms of accuracy were very low when they were
trained with the original data set; however, accuracy was
tremendously improved when the models were trained with the
updated enriched data set, whose improvement reached

approximately 20%-23%. In the original data set, RF showed
the highest accuracy of 62.50%, which was far lower in
performance than the lower model trained with the enriched
data. Moreover, for the models trained with the enriched data
set, k-NN showed the highest accuracy of 84.38%, while
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bagging, RF, DT, and AdaBoost showed accuracies of 83.75%,
83.13%, 81.25%, and 80.63%, respectively.

Kappa values or kappa statistics [53] is a measure that compares
the observed accuracy with the expected accuracy (random
chance) and is the appropriate method when 2 or more
independent classifiers are analyzing the same case [9]. There
are different thresholds ranges for the kappa values [54];
however, in machine learning, when investigating an unseen
scenario, a kappa value higher than 0.40 might be considered
exceptional [55]. According to Table 1, the kappa values of
k-NN, bagging, RF, DT, and AdaBoost in the original data set
are lower than the threshold, but in the enriched data set are
0.685, 0.664, 0.654, 0.612, and 0.603, respectively, surpassing
the threshold value. Moreover, Figure 2 shows the confusion

matrix of the models used in this study, where “a” represents 0
class while “b” represents 1 class in the data set. Furthermore,
the accuracies of the models for identifying the mode of delivery
were also measured using recall, precision, and F-measure.
These are the important measures computed based on the values
of the confusion matrix. Recall, which is also referred to as
sensitivity, is the proportion of the real positive values that are
correctly classified as positive, while precision, which is referred
to as predictive positive value or confidence [56] or specificity
[57], is the proportion of the predicted positive values that are
correctly real positives [56]. Similarly, F-measure [58] is the
hormonic mean of precision and recall [59]. Table 2 and Table
3 exhibit the values of recall, precision, and F-measures for all
models trained before and after data enrichment, respectively.

Figure 2. Confusion matrix of applied models before and after data enrichment. AB: AdaBoost; DT: decision tree; FN: false negative; FP: false positive;
k-NN: k-nearest neighbor; RF: random forest; TN: true negative; TP: true positive.

Table 2. Precision, recall, and F-measure of the models trained with original data.

Normal deliveryCesarean sectionMethod

F-measureRecallPrecisionF-measureRecallPrecision

0.5870.6470.5370.6350.5870.692k-Nearest neighbor

0.5080.4710.5520.6800.7170.647Bagging

0.5160.4710.5710.6940.7390.654Random forest

0.5950.7350.5000.5530.4570.700Decision tree

0.4850.4710.5000.6380.6520.625AdaBoost

Table 3. Precision, recall, and F-measure of the models trained with enriched data.

Normal deliveryCesarean sectionMethod

F-measureRecallPrecisionF-measureRecallPrecision

0.8250.8680.7870.8590.8260.894k-Nearest neighbor

0.8000.7650.8390.8630.8910.837Bagging

0.8000.7940.8060.8540.8590.849Random forest

0.7690.7350.8060.8420.8700.816Decision tree

0.7700.7650.7760.8320.8370.828AdaBoost
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There is a clear difference between the values of all measures
in Table 2 and Table 3 due to the feeding of additional records
into the data set for data enrichment. The models’ performance
based on the enriched data set has shown the values of precision,
recall, and F-measure above 80% accuracy, except for a few
values in Table 3. This is empirical evidence that populating
the data set with additional records can increase the performance
of the prediction models. Hence, Table 3 supports that these
models can be used for maternity care decision making in
identifying the mode of delivery before birth. Similarly, the
models were analyzed using ROC curve evaluation [60]. ROC
curves are highly useful for establishing the classifiers and
envisioning their performance and are commonly used in health
care decision making [61] because it visualizes the entire
scenario of trade-off between recall and (1-specificity) across
a set of cutoff points and is considered an effectual measure of
inherent validity of a diagnostic test [62]. Moreover, as discussed
in a previous study [9], ROC curves provide the percentage
between precision and recall in which higher values of precision
represent a low false-positive rate, which means that the

classifier returns an accurate outcome, and the high values of
recall showing a low false-negative rate, which means that the
classifier returns positive outcomes. Figure 3 and Figure 4 show
the ROC curves of all classifiers used for predicting the mode
of delivery based on before and after data enrichment,
respectively. The ROC curve has several advantages over single
values of precision and recall in which one of its important
benefits is that 2 or more diagnostic tests can be graphically
compared at the same time in 1 graph [62]. Moreover, a curve
that is nearer to the left upper corner shows the best accuracy
of a classifier, while a curve closer to the lower right corner
shows the worst [63]. In Figure 4, the curves closer to the left
upper corner provide solid evidence, indicating that the
accuracies of the classifiers used in the models based on
enriched data are high. Therefore, these models are reliable and
can be used for predicting the mode of delivery in the antenatal
stage and can also be a part of the maternity care decision
support system. Figure 3 shows ROC curves as middle lines,
which are far away from the left upper corner compared to
Figure 4; thus, Figure 4 is significantly more reliable.

Figure 3. Receiver operating characteristic curves of all classifiers based on original data. AB: AdaBoost; DT: decision tree; k-NN: k-nearest neighbor;
RF: random forest.
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Figure 4. Receiver operating characteristic curves of all classifiers based on enriched data. AB: AdaBoost; DT: decision tree; k-NN: k-nearest neighbor;
RF: random forest.

Discussion

Principal Findings
The outcomes in the above tables and figures show that the
models’ performance in terms of accuracy, sensitivity,
specificity, F-measure, and ROC curve is high when trained
using the enriched data set compared to the measures achieved
using the original data set. In particular, the outcomes shown
in Table 1 and Table 3 and Figure 4 represent high model
accuracies based on the enriched data set computed using
various evaluation methods. All these models were evaluated
using cross-validation, which is a commonly adopted method
that is considered reliable for models’ evaluation in machine
learning. In comparison, Amin and Ali [12] and Soleimanian
et al [15] trained their models using the same data set (original)
and achieved higher accuracy results than those in this study.

The reason for achieving higher accuracy results was due to the
optimistic method adopted for evaluation using the whole data
set as a training set, which was not encouraged in several other
studies such as that of Mitchell [48], Smith and Frank [45], and
Brownlee [49]. Moreover, this study investigated the relationship
of each attribute to its class. A correlation test was performed
to identify factors influencing the mode of delivery. In this
regard, the relationship of each attribute to its class was
estimated. Figure 5 shows the correlation of each attribute to
its class. The correlation of each attribute to its class is not high,
but on closer investigation, this study concluded that the attribute
“heart problem” is strongly correlated with class compared to
other attributes, and this factor positively influences the mode
of delivery. Thus, a patient with chronic heart-related issues
may lead the obstetrician to a decision that is more favorable
to c-section than normal delivery.
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Figure 5. Correlation between attributes and class.

Conclusion and Future Directions
This study investigated the mode of childbirth by pregnant
women by using a machine learning approach. To this end, 5
classification models were trained in order to identify the
optimal prediction model to assist obstetricians in decision
making for the mode of delivery before birth. In the first part,
the original data set was synthesized by populating its records
based on the existing ones by using a standard machine learning
approach referred to as SMOTE. In the second part, 5 machine
learning models were trained based on the original and modified
enriched data sets. The models that were trained using the
enriched data set performed far better than those trained using
the original data set in terms of accuracy, sensitivity, specificity,
F-measure, and ROC. This clear difference in the results
between the 2 sets of models was due to the increase of records
in the original data set. In particular, for the model set trained

with the enriched data set, k-NN outperformed the rest of the
models with accuracy of 84.38%, while bagging, RF, DT, and
AdaBoost showed accuracies of 83.75%, 83.13%, 81.25%, and
80.63%, respectively. Overall, the prediction models developed
based on the enriched data set showed similar performances,
and therefore the accuracy, sensitivity, specificity, F-measure,
and ROC all indicate that these models should be used in the
maternity care decision-making process as well as in assisting
the obstetrician and midwife in making decisions about the
mode of delivery before birth. The data set was artificially
populated using a machine learning method. However, in future,
if the same data set with the same features enriched with real
clinical data will help identify more accurate results, the
accuracy may be even more enhanced. The enriched data set in
its current stage used in this study yields better results than the
original data set, but this data set can become the best if the
records are increased with real clinical data.
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Abstract

Background: Lying on the floor for a long period of time has been described as a critical determinant of prognosis following
a fall. In addition to fall-related injuries due to the trauma itself, prolonged immobilization on the floor results in a wide range of
comorbidities and may double the risk of death in elderly. Thus, reducing the length of Time On the Ground (TOG) in fallers
seems crucial in vulnerable individuals with cognitive disorders who cannot get up independently.

Objective: This study aimed to examine the effect of a new technology called SafelyYou Guardian (SYG) on early post-fall
care including reduction of Time Until staff Assistance (TUA) and TOG.

Methods: SYG uses continuous video monitoring, artificial intelligence, secure networks, and customized computer applications
to detect and notify caregivers about falls in real time while providing immediate access to video footage of falls. The present
observational study was conducted in 6 California memory care facilities where SYG was installed in bedrooms of consenting
residents and families. Fall events were video recorded over 10 months. During the baseline installation period (November 2017
to December 2017), SYG video captures of falls were not provided on a regular basis to facility staff review. During a second
period (January 2018 to April 2018), video captures were delivered to facility staff on a regular weekly basis. During the third
period (May 2018 to August 2018), real-time notification (RTN) of any fall was provided to facility staff. Two digital markers
(TUA, TOG) were automatically measured and compared between the baseline period (first 2 months) and the RTN period (last
4 months). The total number of falls including those happening outside of the bedroom (such as common areas and bathrooms)
was separately reported by facility staff.

Results: A total of 436 falls were recorded in 66 participants suffering from Alzheimer disease or related dementias (mean age
87 years; minimum 65, maximum 104 years). Over 80% of the falls happened in bedrooms, with two-thirds occurring overnight
(8 PM to 8 AM). While only 8.1% (22/272) of falls were scored as moderate or severe, fallers were not able to stand up alone in
97.6% (247/253) of the cases. Reductions of 28.3 (CI 19.6-37.1) minutes in TUA and 29.6 (CI 20.3-38.9) minutes in TOG were
observed between the baseline and RTN periods. The proportion of fallers with TOG >1 hour fell from 31% (8/26; baseline) to
zero events (RTN period). During the RTN period, 76.6% (108/141) of fallers received human staff assistance in less than 10
minutes, and 55.3% (78/141) of them spent less than 10 minutes on the ground.
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Conclusions: SYG technology is capable of reducing TOG and TUA while efficiently covering the area (bedroom) and time
zone (nighttime) that are at highest risk. After 6 months of SYG monitoring, TOG was reduced by a factor of 3. The drastic
reduction of TOG is likely to decrease secondary comorbid complications, improve post-fall prognosis, and reduce health care
costs.

(J Med Internet Res 2021;23(6):e17551)   doi:10.2196/17551

KEYWORDS
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Introduction

Falls are the leading cause of injuries among people aged 65
and older, with estimated yearly direct medical costs of US
$637.2 million for fatal falls and US $31.3 billion for nonfatal
falls in the United States [1]. Older adults with cognitive
impairment have an increased risk of falling [2], and those with
dementia living in nursing care facilities fall 4.1 times per year
on average versus 2.3 times for other residents [3]. Additionally,
individuals with dementia are the least likely to call for
assistance when they cannot rise alone from the ground, and
cognitive impairment is found to be the most significant factor
that predicts lying on the floor for a long time after a fall [4].

Reducing the length of time on the floor after a fall is crucial
because fall-related injuries include not only traumatic injuries
associated with the acute fall but also comorbid complications
related to prolonged post-fall immobilization. Artificial
intelligence (AI) in the field of computer vision; innovative
health technology using secure, network-attached storage; and
a customized computer application together offer the potential
to detect falls rapidly without the need for wearable devices and
to support care in dementia care facilities [5]. In previous work
using SafelyYou Guardian (SYG) technology [5], we showed
that video monitoring of falls along with regular fall review by
facility staff resulted in more accurate identification of falls,
fall mechanisms, and the injuries related to the trauma itself
(such as traumatic brain injury, for instance) [6]. More recently,
we compared nonbeneficiaries to beneficiaries of SYG and
found that review of fall footage enabled a significant reduction
of visits to the emergency department, by 72% on average, due
to better triaging of fall-related injuries [7]. In this article, we
focus on subsequent length of time spent on the floor after
falling as automatically measured by SYG technology in
beneficiaries of SYG.

The objective here was to investigate the effect of the SYG
real-time notification (RTN) system on early provision of
post-fall care. We analyzed 2 lengths of time associated with a
fall event: (1) The length of Time Until staff Assistance arrives
(TUA) reflects the first support provided by professional
caregivers, and (2) the length of Time On the Ground (TOG)
in fallers is a prognostic marker reflecting risks for secondary
post-fall complications in residents. Discrepancies between
TUA and TOG are common. For example, a professional
caregiver who arrives in a resident’s room shortly after a fall

may wait for a second caregiver to come and assist the resident
to his or her bed. These 2 digital care markers were measured
over 10 months for consenting residents living in 6 memory
care facilities. We hypothesized that introducing SYG would
reduce TUA and TOG. Comparison of TUA and TOG markers
between the baseline period and RTN period were computed to
assess the effect of SYG technology on early post-fall care.

Methods

Design of the Study and Technology Equipment
This study is part of a larger project involving multilevel
collaborations between engineers, researchers, clinicians, and
care providers. SafelyYou develops computer vision algorithms
(a subfield of AI focused on visual understanding) for
automated, real-life, real-time detection and notification of falls
in memory care facilities [5]. This observational study was
carried out during 10 months in 6 memory care facilities in
California, and a progressive introduction of SYG technology
was carried out so that facility staff could get familiar with the
technology. In each of the 6 facilities, wall-mounted cameras
were installed in residents’ bedrooms of consenting elderly and
families (at the exclusion of residents’ personal bathrooms,
where no camera was placed) and in accordance with the privacy
and ethical guidelines discussed below. There was no
requirement about where the camera was placed, but cameras
were generally placed in order to capture as much of the room
as possible since the camera would not detect a fall that it could
not see. The field of view of the camera was greater than 90
degrees such that an entire room could be captured if the camera
was placed in an upper corner of the room. A fall was defined
as an “unexpected event in which the participant comes to rest
on the ground, floor, or lower level” [8]. A fall incident was
detected by the AI-enabled camera system when a resident was
identified on the floor, whatever his or her position (sitting or
lying). This detection is independent of camera position, the
number of individuals in the room, and which individual is on
the floor. “On the floor” was defined to be when one body part
other than the feet touched the floor, such as a knee, forearm,
or the posterior. Falls were video captured 24 hours a day, 7
days a week, and video data were securely transmitted using a
local network storage device. A secure, customized computer
application gave facility staff access to the video footage and
fall information of fall incidents (Figure 1).
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Figure 1. SafelyYou Guardian (SYG) technology provides automated notification of the fall, video footage (to assess fall severity), and care
recommendations to facility staff.

Between November 1, 2017 and August 31, 2018, falls were
prospectively recorded in administrative reports and were video
captured for consenting participants (Figure 2). The study
entailed 3 successive periods over 10 months. During the
2-month baseline installation period (November 2017 and
December 2017), a set of control measures was performed
following setup of the cameras and SYG video captured falls,
but video footage was not provided on a regular basis to facility
staff review. During a second 4-month period (January 2018

through April 2018), video captures of falls were delivered to
facility staff on a weekly basis so that they could get familiar
with the technology and footage review; however, RTN directly
occurring after a fall was not activated. Finally, during the third
4-month period (from May 2018 through August 2018), RTN
of any fall was provided to facility staff via a phone call so that
the faller could receive immediate assistance after the alarm
onset.
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Figure 2. Flow chart showing inclusions and fall databases. TOG: Time On the Ground; TUA: Time Until staff Assistance arrives.

Outcome Measures
For each participant, the number of falls occurring in private
and public spaces of the memory care facility was recorded by
facility staff over the 10-month period: Private spaces refer to
resident’s personal areas (ie, individual’s bedroom and
bathroom), while public spaces refer to common areas shared
by residents (eg, dining rooms, hallways, lounges). Falls
happening in bathrooms, in nonparticipants’ bedrooms, and in
common spaces of the memory care facilities were not video
recorded but were reported through existing incident reporting
processes.

For participants only, a video review allowed the classification
of falls according to their severity. A fall was classified as a
“behavioral fall” when the resident showed an intentional slow
descent with safe landing but no recovery to prior position.
Other falls were granted a severity score using the 4-point
Hopkins Falls Grading Scale [9]. This scale stratifies fall
severity in near fall (Grade 1), minor fall with no need for
medical attention (Grade 2), moderate fall requiring medical
attention (Grade 3), and severe fall requiring hospital admission
(Grade 4).

Two care markers were automatically generated by the SYG
technology in order to assess early provision of post-fall care.
TUA timed the delay between the detection of the fall and the
detection of staff arrival in the resident’s bedroom. TOG timed
the delay between the detection of the fall and the resident’s
return to a comfortable position with assistance from facility

staff. Measurement of these 2 digital markers allowed
classification of falls according to their duration [4] (less than
10 minutes, 10 to 30 minutes, 30 to 60 minutes, and more than
60 minutes).

Ethical Procedures and Privacy
Privacy and consent procedures were developed with support
from the Institutional Review Board of the University of
California, Berkeley [10] and in collaboration with the California
Department of Social Services Community Care Licensing
Division. The Committee for Protection of Human Subjects of
the University of California, Berkeley approved the study
protocol. Procedures have been published in detail [6].

Residents living within the care facilities showed severe
cognitive impairment related to Alzheimer disease and related
dementias. As a consequence, surrogate consent by a legally
authorized representative (usually next of kin) was required for
the present study. The legally authorized representatives of the
residents were given oral and written detailed information about
the study and were provided the informed consent document.
The study was explained to the affected individuals living in
the facility, and if they provided any verbal or nonverbal
indication that they did not wish to have the cameras in their
bedroom, they were not included. The legally authorized
representative was the person who could say yes to the study,
thus providing informed consent, but the resident retained the
right to decline the study at any time, thus providing assent.
Cameras were located high in a corner in the bedroom, but not
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in the bathroom, and remained visible to the participants.
Camera audio recording was disabled. Signs were posted visibly
on the door of each bedroom in which video recording occurred
as a reminder to residents, families, and facility staff that
participants were being video monitored in the bedrooms.

Statistical Analyses
TUA and TOG variables were quantified in minutes and are
described with means, median, standard deviation, minimum,
and maximum. Comparison of means of TUA and of TOG
between the baseline period and the RTN period was performed
with nonparametric Wilcoxon rank-sum tests because of
nonnormality of the data. A one-way analysis of variance
(ANOVA) was conducted to determine if TUA differed between
facilities. The TUA amounted to 0 minutes when a facility staff
was already in the bedroom witnessing the live fall. Falls with
a TUA equal to 0 were counted over the 3 periods, and Wilcoxon
rank-sum comparison tests were performed with and without
falls with TUA equal to 0. Statistical analyses were performed
using Stata version 15 (Stata Corp; College Station, Texas) and
R (R Programming).

Results

A total of 66 individuals out of 193 residents (34.2%) living in
the 6 facilities at the time of inclusion participated in the study.

These 66 participants suffered from Alzheimer disease and
related dementias. They had a mean age of 87 (SD 6.9; minimum
65, maximum 104) years and were nearly two-thirds women
(42/66, 64%). The majority of the participants (54/66, 82%)
were determined to be recurrent fallers with an average of 6.6
(SD 8.6; minimum 1, maximum 49) falls per individual over
the 10-month period. No difference in the number of falls per
faller was found according to gender.

A total of 436 falls were reported in administrative records of
those 66 study participants over 10 months. Among these falls,
86 (86/436, 19.7%) occurred in common areas, and 350
(350/436, 80.3%) occurred in private spaces (including falls in
participants’ personal bedrooms, in participants’ personal
bathrooms, and in bedrooms of other nonparticipant residents).
As displayed in Figure 3, 64.6% (226/350) of falls that happened
in private spaces occurred during nighttime (8 pm to 8 am),
with a maximal spike of incidents between 4 am and 8 am.
Video data about fall severity were fully available for 272
events, including a total of 93 falls (93/272, 34.2%) classified
as “behavioral falls with safe landing.” Grading of the severity
of the remaining falls showed 18 (18/272, 6.6%) near falls with
independent recovery, 139 (139/272, 51.1%) minor falls, and
22 (22/272, 8.1%) moderate and severe falls (18 and 4,
respectively).

Figure 3. Display of falls according to location and day schedule. Private spaces refer to residents' personal areas (ie, individual’s bedroom and
bathroom); public spaces refer to common areas shared by residents (eg, dining rooms, hallways, lounges).
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Video data about TUA and TOG markers were fully available
in 253 falls (missing videos and gaps in video are attributed to
technical issues such as gaps in WiFi connectivity). Both TUA
and TOG showed a wide variation ranging from zero (or a few
seconds) to more than 3.5 hours (maximum TUA: 214.2
minutes; maximum TOG: 215 minutes; both during the 2 first
periods before RTN). The one-way ANOVA showed that there
was a statistically significant difference in TUA between
facilities (F5=3.79, P=.003). We found that TUA was higher in
the standalone memory care facilities (2 of the 6 facilities) than
in the other 4 facilities (ie, memory care units within larger
assisted-living facilities; Wilcoxon rank-sum test P=.002). The
difference between TOG and TUA over 10 months was similar
over the 3 time periods (7.8 minutes at baseline, 6.6 minutes
during weekly review, and 6.9 minutes during the RTN period)
and often related to the need for more than one health care
professional to help lift fallers. In 2.4% (6/253) of falls, residents
got up independently before staff arrival, resulting in a larger
TUA than TOG. A facility staff member was already in the
bedroom during the fall event for 17.4% (44/253) of cases,
resulting in a TUA of 0 minutes.

The TUA amounted to an average 35.3 (SD 48.3, median 7.6)
minutes, 15.9 (SD 32.1, median 2.4) minutes, and 7.0 (SD 9.5,
median 2.8) minutes during the baseline, weekly review, and

RTN periods, respectively. TUA differed significantly between
the baseline period (November 2017 and December 2017) and
the RTN period (May 2018 to August 2018; P=.004), with a
mean reduction in TUA of 28.3 (CI 19.6-37.1) minutes. The
TOG amounted to an average 43.2 (SD 48.8, median 23.3)
minutes, 22.9 (SD 32.9, median 11.5) minutes, and 13.6 (SD
12.1, median 9.3) minutes during the baseline, weekly review,
and RTN periods, respectively. TOG differed significantly
between the baseline period and RTN period (P=.043), with a
mean reduction in TOG of 29.6 (CI 20.3-38.9) minutes. We
found similar results after removing those falls with a TUA
equal to 0 minutes (ie, a significant difference in TUA between
the baseline period and RTN period [P=.004], with a mean
reduction in TUA of 37.7 [CI 27.8-47.7] minutes).

As shown in Figure 4, there was an increase in the proportion
of individuals lying on the floor for less than 10 minutes and a
related decrease in the proportion of individuals experiencing
a TOG of over 60 minutes, with no such case during the RTN
period. During the RTN period, 76.6% (108/141) of fallers
received human assistance in less than 10 minutes and 55.3%
(78/141) of them spent less than 10 minutes on the ground. In
parallel, there was a drastic drop from 31% (8/26) to zero cases
of those individuals who experienced a TOG of more than 1
hour (Figure 4).

Figure 4. Proportion of falls with short, medium, and long (A) Time Until staff Assistance arrives (TUA) and (B) Time On the Ground (TOG) measures
during the 3 time periods.
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Discussion

The present observational study provides novel insight about
real-life falls and early post-fall care as captured through
continuous video monitoring, AI detection, and notification of
falls in bedrooms in memory care facility settings. We found
that a significant reduction (0.5 hour) in TUA and TOG was
associated with video monitoring and RTN of falls. During
RTN, three-quarters of fallers received staff assistance in less
than 10 minutes, and half of them recovered to a comfortable
position in less than 10 minutes, while the proportion of very
long TOG (ie, more than 60 minutes) was reduced. These results
suggest that SYG technology was able to reduce a crucial
severity marker of falls (ie, prolonged immobilization on the
ground) that is usually associated with medical complications
and poor post-fall prognosis.

The study provides ecological data of falls happening in memory
care facilities using both administrative records and video
monitoring reports. Regarding locations of falls, over 80% of
the fall incidents happened in private spaces (mostly residents’
bedrooms) confirming a similar finding that 75% of falls happen
in bedrooms, as estimated from 70,000 fall incidents recorded
administratively in 528 long-term care facilities [11]. Since
residents are usually alone when they are in their bedrooms (as
opposed to common areas where more facility staff can assist
them), it appears necessary to place fall detector systems like
SYG primarily in these high-risk areas to ensure continuous
fall monitoring [4]. Regarding time of the day when residents
fall, we found a high occurrence during nighttime (when there
are fewer facility staff and residents spend more time on their
own in their rooms), suggesting potential for adapting schedules
and safety rounds in order to minimize risk of falls. Indeed,
sleep disturbances (such as reduced sleep time, sleep
fragmentation, and nocturnal wandering [12]), impaired
circadian rhythmicity with sundowning [13], nocturnal effects
of drugs [14], and urination disorders [15] are common
in dementia and yield an augmented risk of night falls.
Regarding the severity of falls, our results parallel previous
research reporting that the vast majority of falls are classified
as minor falls and do not include traumatic injuries [16,17]. In
turn, this result points out the benefit of reviewing video footage
in order to better screen injuries and avoid unnecessary referral
to the emergency department and unnecessary health care costs
[7]. The review also allows identification of the mechanisms
of falls [18]. In long-term care facilities, most falls were related
to self-induced weight shifting (with an equal frequency during
walking, transferring, and standing) that can further lead to more
balance assessment and fall prevention [18].

The study provides quantitative post-fall measures (TUA, TOG)
that were automatically measured with an AI-driven technology.
To our knowledge, our group is one of the first to report these
automatically derived time measures. By contrast, research in
the field relies primarily on surveys and retrospective interviews
of patients and proxies, leading to recall bias [19] and estimation
errors [4,13,16,20]. Our baseline result of 30.8% of residents
lying on the floor for more than 1 hour (TOG) replicates a
similar proportion of 30% stemming from a large survey of 265
falls from a mixed population of home-dwelling and

institutionalized elderly people over 90 years old [4]. For the
first time, we were able to show that this major and frequent
risk of long TOG events could be successfully modified in just
a few months and was reduced down to zero events. We found
a TUA logically lower than TOG in more than 93% of the cases;
as previously reported, 80% of vulnerable individuals are unable
to get up without help, and getting up from the floor often
requires more than one health professional [4]. The same study
also showed that 94% of institutionalized elderly who could not
get up alone and who had access to a call alarm did not activate
the alarm system to summon help [4]. In geriatric patients
visiting the emergency department after a fall, only 16% of
fallers used their personal emergency response system to call
for assistance [20]. Our results highlight how AI fall detector
systems like SYG do not require a faller’s direct action to
activate staff assistance [20], which is necessary to deliver a
critical care need and enhance safety for vulnerable individuals.
Variations in TUA might be related to different facility protocols
and staff availability, and caregivers also show diverse
experience and training. In turn, facility staff began to
incorporate the video review in their care practice after an
adoption period (accounting for a reduction of TUA during the
second period), and policy changes might also be observed
(such as additional safety rounds for residents at high risk and
environmental changes as previously documented [6]).

TUA and TOG care markers showed an average 29-minute
decrease, indicating that much faster assistance to help fallers
recover to a comfortable position could be provided, instead of
relying on regular care rounds only. There is extensive literature
about the additional critical comorbidities that are related to the
long lie [21] and inability to get up [22], including metabolic
and physical consequences (dehydration, hypothermia,
rhabdomyolysis, renal failure, pressure ulcers [23]),
psychological complications (post-fall syndrome with fear of
falling again [24] and activity limitation [16]), higher risk for
recurrent falls [4], and loss of autonomy [16]. Lying on the floor
after a fall for a long period of time was also found to nearly
double the risk of death in elderly adults [23]. On average, the
RTN resulted here in assigning a “fall incident” to staff as a red
flag priority among their other ongoing care tasks, accounting
for the substantial reduction in TUA and in TOG.

TOG has been long considered a core severity factor of falls as
well as a predictor of post-fall prognosis [22], while it has
suffered from quantification weaknesses at the same time [4].
We demonstrate here that AI technology can overcome this
issue and can now generate a robust and reliable care marker.
In turn, shorter TUA could be considered a quality-of-care
criterion for patients, families, and care providers, while TOG
could be integrated more systematically in falls reporting.
Taking into account that fall guidelines and management entail
standardization needs [8,25-27], our contribution to the field is
to provide evidence for the feasibility and usefulness to integrate
these digital care markers into dementia care practice. Other
strategies in the field of fall detection use different technology
including wearable alert systems [28] (which require residents
and staff to remember to wear and reload the device regularly),
accelerometer-based fall detection [29], and nonwearable fall
detection systems [30] (either based on radar and optical sensors
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or that use fall mats and bed alarms). As SYG, these emerging
technologies warrant further controlled trials in order to assess
and compare industrial responses to fall detection needs and
their associated costs.

This study has some limitations. All residents were not included:
Residents or their legally authorized representatives who did
not opt in cited privacy concerns of video recording or that their
relative was not yet at fall risk in need of the technology.
Regarding variations in TUA, we were able to observe that
standalone facilities had higher TUA than memory care units
based within larger assisted living facilities, but other unreported
factors might account for slower assistance received by fallers.
We did not evaluate the cognitive-behavioral disorders in fallers
with a formal cognitive assessment, and rates and types of
comorbidities related to the long TOG were not measured. In
the near future, implementation of randomized trials is needed
to compare SYG use versus no use on the potential differences
associated with diverse levels of cognitive-behavioral

impairment and secondary comorbid outcomes related to falls
in parallel to TUA or TOG outcomes. Cost-effectiveness
analyses of interventions involving new fall detectors are needed
in the field: an economic evaluation would compare costs,
including those associated with the new technology and those
reduced because unnecessary referrals to the emergency
department were avoided.

To conclude, SYG focuses on unmet care needs and efficient
new strategies in memory care facilities while enhancing safety
in the bedroom and during time zones that represent the highest
risk of falls. Unlike other nonmodifiable risk factors in falls
[31], TOG can be significantly reduced to improve post-fall
prognosis. Automated quantification of TUA and TOG can
complement current care practice and support better quality of
care for vulnerable individuals. In turn, reducing TOG has the
potential to decrease future morbidity, unnecessary referral to
the emergency department, and related costs [4,7].

 

Acknowledgments
The authors wish to thank the care facilities for their support. It was truly inspirational to work with care teams so dedicated to
improving the quality of care and who take such pride in the quality of care provided. This research has been supported by the
National Institutes of Health (#1R43AG058354) and the National Science Foundation (#1648753).

Conflicts of Interest
EB is an advisory board member of SafelyYou, which is a for-profit entity that provides fall detection and prevention services
and has vested stock options in SafelyYou stock. GX was coprincipal investigator on the current study funded by a National
Institute of Aging grant and owns stock in SafelyYou. SN is a board member and the chief operations officer of SafelyYou,
attends conferences on behalf of SafelyYou, and has vested stock options in SafelyYou as an employee. RS is employed by and
owns stock in SafelyYou. PA is a former employee of SafelyYou and owns SafelyYou stock. JJ is a former employee of SafelyYou
and owns SafelyYou stock. RH is a former employee of SafelyYou. AB is a former employee of SafelyYou and owns SafelyYou
stock. BLM is an advisory board member and owns SafelyYou stock. GN is a board member and the chief executive officer of
SafelyYou, attends conferences on behalf of SafelyYou, and owns SafelyYou stock.

References
1. Burns ER, Stevens JA, Lee R. The direct costs of fatal and non-fatal falls among older adults - United States. J Safety Res

2016 Sep;58:99-103. [doi: 10.1016/j.jsr.2016.05.001] [Medline: 27620939]
2. Delbaere K, Kochan NA, Close JC, Menant JC, Sturnieks DL, Brodaty H, et al. Mild Cognitive Impairment as a Predictor

of Falls in Community-Dwelling Older People. The American Journal of Geriatric Psychiatry 2012 Oct;20(10):845-853.
[doi: 10.1097/jgp.0b013e31824afbc4]

3. van Doorn C, Gruber-Baldini A, Zimmerman S, Hebel J, Port C, Baumgarten M, Epidemiology of Dementia in Nursing
Homes Research Group. Dementia as a risk factor for falls and fall injuries among nursing home residents. J Am Geriatr
Soc 2003 Sep;51(9):1213-1218. [doi: 10.1046/j.1532-5415.2003.51404.x] [Medline: 12919232]

4. Fleming J, Brayne C, Cambridge City over-75s Cohort (CC75C) study collaboration. Inability to get up after falling,
subsequent time on floor, and summoning help: prospective cohort study in people over 90. BMJ 2008 Nov 17;337:a2227
[FREE Full text] [doi: 10.1136/bmj.a2227] [Medline: 19015185]

5. SafelyYou Inc. URL: https://www.safely-you.com/ [accessed 2021-03-29]
6. Bayen E, Jacquemot J, Netscher G, Agrawal P, Tabb Noyce L, Bayen A. Reduction in Fall Rate in Dementia Managed

Care Through Video Incident Review: Pilot Study. J Med Internet Res 2017 Oct 17;19(10):e339 [FREE Full text] [doi:
10.2196/jmir.8095] [Medline: 29042342]

7. Xiong GL, Bayen E, Nickels S, Subramaniam R, Agrawal P, Jacquemot J, et al. Real-time video detection of falls in
dementia care facility and reduced emergency care. Am J Manag Care 2019 Jul;25(7):314-315 [FREE Full text] [Medline:
31318502]

8. Lamb SE, Jørstad-Stein EC, Hauer K, Becker C, Prevention of Falls Network Europe and Outcomes Consensus Group.
Development of a common outcome data set for fall injury prevention trials: the Prevention of Falls Network Europe
consensus. J Am Geriatr Soc 2005 Sep;53(9):1618-1622. [doi: 10.1111/j.1532-5415.2005.53455.x] [Medline: 16137297]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e17551 | p.1019https://www.jmir.org/2021/6/e17551
(page number not for citation purposes)

Bayen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.jsr.2016.05.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27620939&dopt=Abstract
http://dx.doi.org/10.1097/jgp.0b013e31824afbc4
http://dx.doi.org/10.1046/j.1532-5415.2003.51404.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12919232&dopt=Abstract
http://europepmc.org/abstract/MED/19015185
http://dx.doi.org/10.1136/bmj.a2227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19015185&dopt=Abstract
https://www.safely-you.com/
https://www.jmir.org/2017/10/e339/
http://dx.doi.org/10.2196/jmir.8095
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29042342&dopt=Abstract
https://cdn.sanity.io/files/0vv8moc6/ajmc/1c0692250e8933c7f38ea7eda95cea48fb53e8e2.pdf
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31318502&dopt=Abstract
http://dx.doi.org/10.1111/j.1532-5415.2005.53455.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16137297&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


9. Davalos-Bichara M, Lin FR, Carey JP, Walston JD, Fairman JE, Schubert MC, et al. Development and validation of a
falls-grading scale. J Geriatr Phys Ther 2013;36(2):63-67 [FREE Full text] [doi: 10.1519/JPT.0b013e31825f6777] [Medline:
22810170]

10. Berkeley Human Research Protection Program. UC Berkeley. URL: http://cphs.berkeley.edu/ [accessed 2021-03-30]
11. Rapp K, Becker C, Cameron ID, König HH, Büchele G. Epidemiology of falls in residential aged care: analysis of more

than 70,000 falls from residents of bavarian nursing homes. J Am Med Dir Assoc 2012 Mar;13(2):187.e1-187.e6. [doi:
10.1016/j.jamda.2011.06.011] [Medline: 21816682]

12. McCleery J, Cohen D, Sharpley A. Pharmacotherapies for sleep disturbances in dementia. Cochrane Database Syst Rev
2016 Nov 16;11:CD009178 [FREE Full text] [doi: 10.1002/14651858.CD009178.pub3] [Medline: 27851868]

13. Shih Y, Pai M, Huang Y, Wang J. Sundown Syndrome, Sleep Quality, and Walking Among Community-Dwelling People
With Alzheimer Disease. J Am Med Dir Assoc 2017 May 01;18(5):396-401. [doi: 10.1016/j.jamda.2016.10.016] [Medline:
28057424]

14. Ohayon MM, Mahowald MW, Dauvilliers Y, Krystal AD, Leger D. Prevalence and comorbidity of nocturnal wandering
in the US adult general population. Neurology 2012 May 14;78(20):1583-1589. [doi: 10.1212/wnl.0b013e3182563be5]

15. Pahwa AK, Andy UU, Newman DK, Stambakio H, Schmitz KH, Arya LA. Noctural Enuresis as a Risk Factor for Falls in
Older Community Dwelling Women with Urinary Incontinence. J Urol 2016 May;195(5):1512-1516 [FREE Full text] [doi:
10.1016/j.juro.2015.11.046] [Medline: 26626218]

16. Nevitt MC, Cummings SR, Hudes ES. Risk factors for injurious falls: a prospective study. J Gerontol 1991 Sep
01;46(5):M164-M170. [doi: 10.1093/geronj/46.5.m164] [Medline: 1890282]

17. O'Loughlin JL, Robitaille Y, Boivin J, Suissa S. Incidence of and risk factors for falls and injurious falls among the
community-dwelling elderly. Am J Epidemiol 1993 Mar 01;137(3):342-354. [doi: 10.1093/oxfordjournals.aje.a116681]
[Medline: 8452142]

18. Robinovitch SN, Feldman F, Yang Y, Schonnop R, Leung PM, Sarraf T, et al. Video capture of the circumstances of falls
in elderly people residing in long-term care: an observational study. The Lancet 2013 Jan;381(9860):47-54. [doi:
10.1016/s0140-6736(12)61263-x]

19. Ganz DA, Higashi T, Rubenstein L. Monitoring falls in cohort studies of community-dwelling older people: effect of the
recall interval. J Am Geriatr Soc 2005 Dec;53(12):2190-2194. [doi: 10.1111/j.1532-5415.2005.00509.x] [Medline: 16398908]

20. Bloch F, Lundy J, Rigaud A. Profile differences of purchasers, non-purchasers, and users and non-users of Personal
Emergency Response Systems: Results of a prospective cohort study. Disabil Health J 2017 Oct;10(4):607-610. [doi:
10.1016/j.dhjo.2017.01.008] [Medline: 28159502]

21. Allan LM, Wheatley A, Smith A, Flynn E, Homer T, Robalino S, et al. An intervention to improve outcomes of falls in
dementia: the DIFRID mixed-methods feasibility study. Health Technol Assess 2019 Oct;23(59):1-208 [FREE Full text]
[doi: 10.3310/hta23590] [Medline: 31661058]

22. Tinetti ME, Liu W, Claus E. Predictors and prognosis of inability to get up after falls among elderly persons. JAMA 1993
Jan 06;269(1):65-70. [Medline: 8416408]

23. Bloch F. Critical falls: why remaining on the ground after a fall can be dangerous, whatever the fall. J Am Geriatr Soc 2012
Jul 12;60(7):1375-1376. [doi: 10.1111/j.1532-5415.2012.04017.x] [Medline: 22788399]

24. Lach HW, Parsons JL. Impact of fear of falling in long term care: an integrative review. J Am Med Dir Assoc 2013
Aug;14(8):573-577. [doi: 10.1016/j.jamda.2013.02.019] [Medline: 23602257]

25. Lach HW. The costs and outcomes of falls: what's a nursing administrator to do? Nurs Adm Q 2010;34(2):147-155. [doi:
10.1097/NAQ.0b013e3181d9185f] [Medline: 20234249]

26. Centre for Clinical Practice at NICE (UK). Falls: Assessment and Prevention of Falls in Older People. London, England:
National Institute for Health and Care Excellence; 2013.

27. Panel on Prevention of Falls in Older Persons‚ American Geriatrics Society and British Geriatrics Society. Summary of
the Updated American Geriatrics Society/British Geriatrics Society clinical practice guideline for prevention of falls in
older persons. J Am Geriatr Soc 2011 Jan;59(1):148-157. [doi: 10.1111/j.1532-5415.2010.03234.x] [Medline: 21226685]

28. Silva de Lima AL, Smits T, Darweesh SKL, Valenti G, Milosevic M, Pijl M, et al. Home-based monitoring of falls using
wearable sensors in Parkinson's disease. Mov Disord 2020 Jan 26;35(1):109-115 [FREE Full text] [doi: 10.1002/mds.27830]
[Medline: 31449705]

29. Aziz O, Park EJ, Mori G, Robinovitch SN. Distinguishing the causes of falls in humans using an array of wearable tri-axial
accelerometers. Gait Posture 2014;39(1):506-512. [doi: 10.1016/j.gaitpost.2013.08.034] [Medline: 24148648]

30. Skubic M, Harris BH, Stone E, Ho KC, Bo-Yu S, Rantz M. Testing non-wearable fall detection methods in the homes of
older adults. 2016 Presented at: 38th Annual International Conference of the IEEE Engineering in Medicine and Biology
Society (EMBC); August 16-20, 2016; Orlando, FL p. 557-560. [doi: 10.1109/embc.2016.7590763]

31. Mangram A, Dzandu J. Why Elderly Patients with Ground Level Falls Die Within 30 Days And Beyond? J Gerontol Geriatr
Res 2016;05(02):1. [doi: 10.4172/2167-7182.1000289]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e17551 | p.1020https://www.jmir.org/2021/6/e17551
(page number not for citation purposes)

Bayen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://europepmc.org/abstract/MED/22810170
http://dx.doi.org/10.1519/JPT.0b013e31825f6777
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22810170&dopt=Abstract
http://cphs.berkeley.edu/
http://dx.doi.org/10.1016/j.jamda.2011.06.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21816682&dopt=Abstract
http://europepmc.org/abstract/MED/27851868
http://dx.doi.org/10.1002/14651858.CD009178.pub3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27851868&dopt=Abstract
http://dx.doi.org/10.1016/j.jamda.2016.10.016
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28057424&dopt=Abstract
http://dx.doi.org/10.1212/wnl.0b013e3182563be5
http://europepmc.org/abstract/MED/26626218
http://dx.doi.org/10.1016/j.juro.2015.11.046
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26626218&dopt=Abstract
http://dx.doi.org/10.1093/geronj/46.5.m164
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1890282&dopt=Abstract
http://dx.doi.org/10.1093/oxfordjournals.aje.a116681
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8452142&dopt=Abstract
http://dx.doi.org/10.1016/s0140-6736(12)61263-x
http://dx.doi.org/10.1111/j.1532-5415.2005.00509.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16398908&dopt=Abstract
http://dx.doi.org/10.1016/j.dhjo.2017.01.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28159502&dopt=Abstract
https://doi.org/10.3310/hta23590
http://dx.doi.org/10.3310/hta23590
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31661058&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8416408&dopt=Abstract
http://dx.doi.org/10.1111/j.1532-5415.2012.04017.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22788399&dopt=Abstract
http://dx.doi.org/10.1016/j.jamda.2013.02.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23602257&dopt=Abstract
http://dx.doi.org/10.1097/NAQ.0b013e3181d9185f
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20234249&dopt=Abstract
http://dx.doi.org/10.1111/j.1532-5415.2010.03234.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21226685&dopt=Abstract
http://europepmc.org/abstract/MED/31449705
http://dx.doi.org/10.1002/mds.27830
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31449705&dopt=Abstract
http://dx.doi.org/10.1016/j.gaitpost.2013.08.034
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24148648&dopt=Abstract
http://dx.doi.org/10.1109/embc.2016.7590763
http://dx.doi.org/10.4172/2167-7182.1000289
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
AI: artificial intelligence
ANOVA: analysis of variance
RTN: real-time notification
SYG: SafelyYou Guardian
TOG: Time On the Ground
TUA: Time Until staff Assistance arrives

Edited by G Eysenbach; submitted 13.01.20; peer-reviewed by N Manley, M Stein, M Immonen, H Wang, J Sosnoff, KS Sczuka;
comments to author 28.08.20; revised version received 15.10.20; accepted 11.03.21; published 17.06.21.

Please cite as:
Bayen E, Nickels S, Xiong G, Jacquemot J, Subramaniam R, Agrawal P, Hemraj R, Bayen A, Miller BL, Netscher G
Reduction of Time on the Ground Related to Real-Time Video Detection of Falls in Memory Care Facilities: Observational Study
J Med Internet Res 2021;23(6):e17551
URL: https://www.jmir.org/2021/6/e17551 
doi:10.2196/17551
PMID:34137723

©Eleonore Bayen, Shirley Nickels, Glen Xiong, Julien Jacquemot, Raghav Subramaniam, Pulkit Agrawal, Raheema Hemraj,
Alexandre Bayen, Bruce L Miller, George Netscher. Originally published in the Journal of Medical Internet Research
(https://www.jmir.org), 17.06.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete
bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license
information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e17551 | p.1021https://www.jmir.org/2021/6/e17551
(page number not for citation purposes)

Bayen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2021/6/e17551
http://dx.doi.org/10.2196/17551
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34137723&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

A Typology of Existing Machine Learning–Based Predictive
Analytic Tools Focused on Reducing Costs and Improving Quality
in Health Care: Systematic Search and Content Analysis

Ariadne A Nichol1, BA; Jason N Batten1, MA, MD; Meghan C Halley1, MPH, PhD; Julia K Axelrod1, BA; Pamela

L Sankar2, PhD; Mildred K Cho1, PhD
1Stanford School of Medicine, Stanford Center for Biomedical Ethics, Stanford, CA, United States
2Department of Medical Ethics and Health Policy, Perelman School of Medicine, Philadelphia, PA, United States

Corresponding Author:
Ariadne A Nichol, BA
Stanford School of Medicine
Stanford Center for Biomedical Ethics
1215 Welch Road, Modular A
Stanford, CA, 94305
United States
Phone: 1 650 723 5760
Email: ariadnen@stanford.edu

Abstract

Background: Considerable effort has been devoted to the development of artificial intelligence, including machine learning–based
predictive analytics (MLPA) for use in health care settings. The growth of MLPA could be fueled by payment reforms that hold
health care organizations responsible for providing high-quality, cost-effective care. Policy analysts, ethicists, and computer
scientists have identified unique ethical and regulatory challenges from the use of MLPA in health care. However, little is known
about the types of MLPA health care products available on the market today or their stated goals.

Objective: This study aims to better characterize available MLPA health care products, identifying and characterizing claims
about products recently or currently in use in US health care settings that are marketed as tools to improve health care efficiency
by improving quality of care while reducing costs.

Methods: We conducted systematic database searches of relevant business news and academic research to identify MLPA
products for health care efficiency meeting our inclusion and exclusion criteria. We used content analysis to generate MLPA
product categories and characterize the organizations marketing the products.

Results: We identified 106 products and characterized them based on publicly available information in terms of the types of
predictions made and the size, type, and clinical training of the leadership of the companies marketing them. We identified 5
categories of predictions made by MLPA products based on publicly available product marketing materials: disease onset and
progression, treatment, cost and utilization, admissions and readmissions, and decompensation and adverse events.

Conclusions: Our findings provide a foundational reference to inform the analysis of specific ethical and regulatory challenges
arising from the use of MLPA to improve health care efficiency.

(J Med Internet Res 2021;23(6):e26391)   doi:10.2196/26391

KEYWORDS

machine learning; artificial intelligence; ethics; regulation; health care quality; costs

Introduction

Background
Machine learning–based predictive analytics (MLPA) products
are emerging as a strategy for controlling rising health care costs
[1]. Advanced statistical analyses have long been used to

estimate the likelihood of future health outcomes based on
previous events and inform clinical and administrative decisions.
MLPA offers a benefit over current approaches because of its
ability to draw from larger and more diverse electronic health
record (EHR) data sets and potentially draw inferences without
human involvement in defining input variables to predict
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outcomes, with the goal of improving speed and accuracy [2,3].
A particular aspect of health care seen as especially ripe for
MLPA application is health care efficiency, which improves
patient outcomes while reducing health care costs [4]. By
gaining insights from large amounts of clinical information
stored in EHR systems, MLPA is being used to identify and
direct resources toward patients at higher risk of poor outcomes.

Incentives for health systems to adopt products focused on
health care efficiency stem—at least in part—from federal
policies and payment structures that encourage value-based care
under the Affordable Care Act and value-based purchasing and
bundling programs instituted by the Centers for Medicare &
Medicaid Services (CMS). For example, the CMS Hospital
Readmissions Reduction Program reduces reimbursements to
hospitals with excess unplanned 30-day hospital readmissions
for certain health conditions [5]. Linking CMS payments to the
quality of care creates a financial incentive for health systems
to adopt MLPA products that aim to improve health care
efficiency.

However, experts recognize that although MLPA could improve
the efficiency of delivered care, its use in the health care domain
poses distinct ethical challenges because of its lack of
transparency, continuous adaptation without human intervention,
and its potential for systematic error leading to unfair decisions
or actions [6-8]. These challenges have been demonstrated by
high-profile cases, such as the predictive risk-stratification
algorithm developed by Optum, which resulted in significant
racial bias against Black patients when health costs were used
as a proxy measure of health needs [9]. Obtaining, sharing, and
handling the sensitive data necessary for MLPA in health care
also raises privacy concerns. In another high-profile case,
technology giant Google was sued for alleged violation of the
Health Insurance Portability and Accountability Act in its
handling of patient records from the University of Chicago
Medical Center for the development of predictive artificial
intelligence tools [10]. More recently, Google’s partnership
with Ascension, one of the largest private, faith-based health
care systems in the United States, came under investigation
after revealing that the tech company had obtained protected
health information without patient consent [11,12]. Many of
the ethical challenges mentioned, such as privacy concerns, are
not unique to the utilization of MLPA and are relevant to other
uses of advanced statistical analyses implemented in health care.
However, continuous self-learning and the lack of transparency
in MLPA algorithms are two unique aspects of the techniques
that make it difficult to evaluate the models and understand how
decisions are made.

These cases also highlight the importance and challenges of
oversight of these complex software products. Unlike drugs and
medical devices that the Food and Drug Administration (FDA)
typically regulates, MLPA-based products are constantly and
inherently mutable, complicating the definition of the final
product. The US FDA is actively testing a regulatory framework
for software as a medical device through a precertification pilot
program. The framework shifts the emphasis away from the
evaluation of completed products to the evaluation of processes
that demonstrate a “culture of quality and organizational
excellence” [13,14]. It is unclear whether or how such a

framework applies to MLPA products to improve health care
efficiency or what features constitute a culture of quality and
organizational excellence capable of facilitating the
development of safe and effective products. This ambiguity is
because of, at least in part, a lack of systematic information on
the characteristics of organizations that develop such MLPA,
which is essential to understanding their potential ability to
self-regulate. The diversity of expertise required to develop
MLPA for health care, including computer science, software
engineering, and medicine, suggests that teams brought together
to develop and implement particular products will include
members who are unfamiliar with the norms and culture of
biomedical research and development and clinical practice
[15,16]. The types of organizations developing MLPA products
and the types of expertise at the organizations are largely
unknown, precluding analysis of the alignment of interests and
expertise with the needs of patients and health care providers
[17].

Objective
The main objective of this study is to map the landscape of
currently available MLPA products marketed with the aim of
improving health care efficiency. The study also seeks to
characterize organizations developing these MLPA products,
with the subsequent goal of identifying relevant ethical,
regulatory, and policy implications.

Methods

Search Strategy
We sought to identify MLPA products based on publicly
available marketing information. To identify these products,
we assessed 4 databases: LexisNexis, PubMed, Web of
Knowledge, and Indeed.com. PubMed references frequently
omitted necessary details to judge a product’s current use, and
many of the results were duplicative with Web of Knowledge
results. On this basis, we eliminated PubMed and conducted
our research using the other 3 databases. LexisNexis searches
returned the highest number of nonduplicative results.
Indeed.com (the world’s largest job listing website) and Web
of Knowledge were used because they returned additional
nonduplicative results. Search terms such as “hospitals,” “health
care organizations,” “machine learning,” and “predictive
analytics” were used (see Multimedia Appendix 1 for further
details). Search terms were tested, reviewed, and refined to
maximize the number of returned MLPA products that met our
inclusion criteria. LexisNexis search parameters included the
United States and English language, and a date range from April
1, 2015, to February 1, 2019, selected to capture efforts launched
likely in response to April 2015 American Recovery and
Reinvestment Act-mandated changes to CMS reimbursement
policies.

Eligibility Criteria and Screening Process
We first removed all duplicates and any results that did not
mention specific products (ie, congressional transcripts). For
the identified products, we conducted additional targeted
searches as needed to elucidate whether specific products met
the eligibility criteria. The final list of eligible products for
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which the marketing materials were identified made the
following claims: (1) the MLPA product made health
care–related predictions, (2) the product primarily aimed to
improve health care quality and reduce costs (ie, improve health
care efficiency), (3) the product used EHR-sourced data, and
(4) the product had been implemented by an identifiable US
health system or provider, and possibly, though not necessarily,
utilized on a routine basis. In addition, we excluded products
if, based on marketing language, they (1) lacked a predictive
element, (2) were not directly related to improving the quality
of delivered care (eg, managing appointment schedules), or (3)
solely used patient data that were not EHR-sourced (eg, data
from a wearable device).

Data Extraction
For all remaining products, we used the product website to
collect additional information about the product characteristics
and the organization that developed it. Characteristics included
health care partners using the product, sources of data used to
create and train the MLPA algorithms, and the type and size of
the organization marketing the product. We also characterized
the companies by the number of employees, the type of business,
and whether the chief executives or board members had a
clinical degree, including doctor of medicine, registered nurse,
or other.

Data Analysis
We used content analysis to generate MLPA product categories
based on the type of prediction made [18]. To do this, we first
generated initial codes from the verbatim marketing language
available on the organization websites. If a single product made
multiple predictions, we applied multiple codes to capture all
the product predictions, and 2 researchers independently coded
50% of the products. All discrepancies were resolved through
discussion with the full research team. A single researcher coded
the remaining products. After all MLPA products received initial
codes, we grouped the initial codes into overarching categories
based on the prediction type. We counted the total number of
products in each category as well as membership in multiple
categories.

Results

Search Results and Characterization of Companies
From 1288 articles and other sources, we found 106 MLPA
products developed by 96 companies that met our inclusion and
exclusion criteria (Figure 1). The products and characteristics
of the companies are listed in Table 1.

Figure 1. Identification of machine learning–based predictive analytics products.
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Table 1. Characteristics of companies developing machine learning–based predictive analytics products (N=96).

Values, n (%)Characteristics and categories

Organization size

34 (35)Small (1-50 employees)

25 (26)Medium (51-1000 employees)

37 (39)Large (more than 1000 employees)

Organization type

68 (71)Computer software company—health care

14 (15)Computer software company—general

6 (6)Health insurer

8 (8)Provider (hospital or health system)

CEOa with a clinical degree

15 (16)Yes

81 (84)No

C-suite or board member with a clinical degree

62 (65)Yes

34 (35)No

aCEO: chief executive officer.

Many organizations did not meet the inclusion criteria because
their products were not yet implemented by an identifiable
health system or provider. Other organizations were similarly
ineligible because the marketing language did not claim that
their product used MLPA for predicting how to reduce cost and
improve quality of care. Of the organizations, 92% (88/96)
developed 1 product that met the inclusion criteria, whereas 8%
(8/96) had more than one product. Companies were broadly
distributed in terms of size. The vast majority 85% (82/96) were
computer software companies, of which 83% (68/82) specialized
in health care–related products. Of the MLPA developers, 15%
(14/96) were health insurers, hospitals, or health systems.

Although chief executive officers (CEOs) of 84% (81/96) of
companies did not have a clinical degree, 65% (62/96) listed a
C-suite or board member who did. Of the software companies
specializing in health care, 16% (11/68) had a clinician CEO,
and 72% (49/68) had a clinician C-suite or board member.
Computer software companies specializing in health care made
up 94% (32/34) of small organizations with 50 employees or
less. None of the large general computer software companies

had a clinician as CEO, 75% (9/12) had a chief medical officer,
and 8% (1/12) had a clinician C-suite or board member. All
providers (hospitals or health systems) were large organizations
with more than 1000 employees. Of the providers, 50% (4/8)
had a clinician as CEO, and all providers had a clinician C-suite
or board member.

Classification of MLPA Products

Overview
We identified 5 categories of predictions made by MLPA
products based on the publicly available product marketing
materials: disease onset and progression, treatment, cost and
utilization, admissions and readmissions, and decompensation
and adverse events (Table 2).

Of the products, 67% (71/106) were assigned to more than one
category. A full list of products and their assigned categories
can be found in Multimedia Appendix 2. Here, we describe the
categories qualitatively and describe a typical product from each
category.
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Table 2. Categories of predictions made by MLPA products.

Example quotes from product descriptions provided by developersExamples of specific predictionsMLPAa prediction categoryb

Patient outcome; unspecified diseases; chronic
illnesses; specified diseases; mortality; comorbidi-
ties

Disease onset and progression
predictions (n=62)

• “Enables early prediction of disease onset.”

• “Clinicians can now see red flags for admitted patients at ele-
vated risk of mortality three to five days in advance.”

Best course of treatment; candidates for palliative
care or hospice; untreated or undertreated individ-
uals (often referred to as gaps in care); expected
recovery trajectory; type of care required; best
medication or drug efficacy; patients at risk of
receiving unnecessary clinical care (visits, tests,
procedures, or antibiotics); next steps of medical
care that a physician would order

Treatment predictions (n=48) • “Identify members earlier in their disease progression who
are likely going to be overmedicalized during the last 6-12
months of life.”

• “Helps clinicians make data-driven decisions about a patient’s
care plan.”

High-cost members of a population; high utilizers
in a population; risk stratification; cost of caring
for a specific patient; Medicare’s predicted risk

Cost and utilization predic-
tions (n=38)

• “Predict health care cost for individuals for customer specified
time periods.”

Hypotensive event; sepsis; hemodynamic instabil-
ity; inpatient or outpatient decompensation; post-
operative complications or surgical site infections;
risk of adverse event; adverse medication reac-
tions; hospital-acquired infection; hospital-ac-
quired pressure injury

Decompensation and adverse
events predictions (n=34)

• “Identify patients at risk of surgical site infection.”
• “A respiratory failure detection algorithm...can highlight pa-

tients at a higher risk of prolonged ventilation up to 48 hours
before onset.”

Readmission risk; avoidable hospital admission

or readmission or EDc use; unplanned ICUd ad-
mission or readmission; ED presentation volume;
hospitalization; patient flow; length of stay or risk
of an extended length of stay; discharge date;
disposition at the end of hospitalization

Admissions and readmissions
predictions (n=33)

• “Predicted output is the % chance that the patient will not
return/be readmitted.”

• “Using only six vital signs and patient age, our machine
learning tool more accurately predicted down-transfer suc-
cess.”

aMLPA: machine learning–based predictive analytics.
bTotals do not add up to 106 because categories are not mutually exclusive.
cED: emergency department.
dICU: intensive care unit.

Disease Onset and Progression
A total of 62 products were used to predict the disease onset
and progression (see Textbox 1 for an example product). The
marketing language for some of these products did not specify
particular conditions or diseases. For products that did specify
diseases or health states, 22 products were identified as

predicting the onset and development of diabetes, cancer, or
cardiovascular conditions. In addition, 5 of those 22 products
predicted more than one of the 3 listed conditions. Nearly half
of these products also explicitly performed cost and utilization
prediction instead of simply providing data that could be used
to reduce cost.

Textbox 1. Example of a disease onset and progression product.

Medictiv by CitiusTech

• CitiusTech is a large private health care information technology company. Medictiv is a statistical analysis tool advertised as having machine
learning capabilities to analyze longitudinal electronic health record–sourced data to predict the onset and progression of various unspecified
diseases. Medictiv also advertises specific use cases for chronic kidney disease (CKD) and diabetes. For CKD, Medictiv uses longitudinal patient
and laboratory data to predict disease progression risk for CKD stage 3 patients. For diabetes, Medictiv uses data available within 72 hours of
admission, including laboratory results, demographic data, comorbidities, and health insurance claims to predict patients’ length of stay, risk of
readmission, and risk stratification [19].

Treatment
A total of 48 products made predictions related to patient
treatment (see Textbox 2 for an example product). The most
common type of prediction was identifying patients with care
gaps or who were untreated or undertreated. The available
marketing language does not specify the meaning of these terms.
Nearly all products identifying care gaps explicitly mentioned

performing a cost and utilization prediction. In the treatment
category, other products made predictions meant to aid clinicians
in therapeutic decision making (eg, identifying the best
medication to use, predicting adverse reactions, predicting drug
interactions, and predicting unnecessary antibiotic use). A large
proportion (29/48, 60%) of the products in the treatment
category were also categorized as predicting disease onset and
progression.
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Textbox 2. Example of a treatment product.

Identifi by Evolent Health

• Identifi is Evolent Health’s value-based care product, which aims to reduce costs and improve the quality of delivered care. Identifi’s machine
learning–based predictive analytics algorithms use clinical, social, and administrative data to predict the best course of treatment for a patient
and identify gaps in a patient’s care. They also make predictions about patient outcomes, risk of readmission, and risk stratification. Evolent
Health is a public health care company with between 1000 and 5000 employees. It advertises Identifi to providers and health plans [20].

Cost and Utilization
This category comprises products whose MLPA algorithms
predict the cost or utilization of health care (n=38; see Textbox
3 for an example product). As one of our inclusion criteria was
a focus on improving health care efficiency, all products in our
sample had the goal of reducing costs. However, only products
that aimed to reduce costs by making explicit predictions about
costs and utilization were included in this category. As there
were numerous products that used MLPA primarily to predict

admissions or readmissions (n=33), they were assigned their
own category (described below and not included in the n=38
of the cost and utilization category). In the cost and utilization
category, financial risk stratification of patient populations was
the most common MLPA use, with a wide margin. Other
common use cases were predicting which patients would be
high cost or become high utilizers and predicting Medicare’s
predicted risk. Half of the products in this category also fell into
the categories of disease onset, progression predictions, and
treatment predictions.

Textbox 3. Example of a cost and utilization product.

Waystar Platform by Waystar

• Waystar uses social determinants of health, along with hospital and consumer data, to stratify the patient population according to risk and cost
[21]. The company also helps with revenue integrity by identifying incorrectly coded and undercoded claims to help providers maximize revenue.
Waystar is a medium-sized private information technology company with 500-1000 employees.

Decompensation and Adverse Events
The products in this category (n=34) were designed to act as
early warning systems for the occurrence of adverse events or
decompensations (see Textbox 4 for an example product). We
grouped decompensation and adverse event predictions together
when we defined our prediction categories because of the
frequent overlap in the clinical application of the products.
Algorithms typically use vital signs combined with EHR data

to closely monitor in-patient populations and alert care teams
for decompensation. Products alerting for general inpatient
decompensation were the most common in this category (n=18),
followed by early warning systems for sepsis (n=14). Monitoring
for an outpatient decline, hospital-acquired infections, and
postoperative complications were also quite common. The
decompensation and adverse events category had the least
overlap with other categories.

Textbox 4. Example of a decompensation and adverse events product.

InSight by Dascena

• Dascena’s InSight is a paradigmatic application of machine learning–based predictive analytics used to provide an early warning of an adverse
event. Dascena is a small, private company with less than 50 employees. The InSight algorithm warns of sepsis onset using vital sign data located
in patients’ electronic health records, which is typical of products in this category. InSight provides physicians with real-time alerts and boasts
its ability to forecast a patient’s condition 4 hours in the future [22].

Admissions and Readmissions
In this category (n=33), predicting the risk of readmission was
the most common application (n=21), where the marketing
language had to explicitly state predicting risk of readmission
as a use case of the product (see Textbox 5 for an example

product). Other admissions predicted length of stay and intensive
care unit occupancy. More than half of the products predicting
admissions and readmissions fell into the disease onset and
progression category; overlap with the treatment category was
also fairly high (8/33, 24%).

Textbox 5. Example of an admissions and readmissions product.

Conduent’s Midas Readmission Penalty Forecaster

• Midas Readmission Penalty Forecaster is a common product developed in response to Centers for Medicare & Medicaid Services Hospital
Readmissions Reduction Program [23]. Conduent’s white pages market the product as a web-based tool to forecast 30-day unplanned readmissions
to help health care organizations predict penalties and adjust their care delivery. Midas Readmission Penalty Forecaster estimates total readmissions,
excess readmissions, and financial penalties for 6 Centers for Medicare & Medicaid Services cohorts: patients diagnosed with acute myocardial
infarction, heart failure, pneumonia, or chronic obstructive pulmonary disease or patients receiving a coronary artery bypass graft, total hip
arthroplasty, or total knee arthroplasty. This product was developed by Conduent, an information technology company with more than 10,000
employees working in health care and 20 other industries, ranging from insurance and government to casinos, oil, and gas.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26391 | p.1027https://www.jmir.org/2021/6/e26391
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Findings
Our results provide an overview of the emerging MLPA applied
to improve health care efficiency and provide a systematic
categorization of actual applications of this technology in patient
care. The products identified as being currently in use are
predominantly marketed by computer software companies. Our
results also provide a systematic framework for mapping the
characteristics of organizations operating in the field of MLPA
in health care and the products they produce, based on the
specific predictions that these products are intended to provide
in a health care setting.

The potential for MLPA to transform health care has generated
much anticipation to the possibilities for this technology to
improve health care quality and reduce costs. Bates et al [2]
previously forecasted 6 likely targets of predictive analytics in
health care: high-cost patients, readmissions, decompensation,
adverse events, triage, and diseases affecting multiple organ
systems. Our results suggest that many of these uses materialized
in the markets. For example, our results confirmed a large
market presence of MLPA products that aim to predict hospital
readmission within 30 days of initial discharge as well as
decompensation and adverse events. In addition, among the
MLPA products categorized as predicting disease onset and
progression within our framework, diabetes, cancer, or
cardiovascular conditions were the most common—conditions
all affecting multiple organ systems. Furthermore, our categories
focused on prediction of cost and utilization as well as on
prediction of treatment; both have close ties to the previously
forecasted focus of predictive analytics on high-cost patients
and triage in health care. However, our framework also goes
beyond these original predictions by providing a systematic,
evidence-based approach to mapping the field of MLPA
products in health care organized around the specific predictions
provided by these products instead of the intended use or target
population.

Our results also suggest that MLPA products are increasingly
being used in response to CMS reimbursement policies. The
readmissions predictions may reflect a response to the recent
CMS Hospital Readmissions Reduction Program, which reduces
payments to hospitals with excessive numbers of readmissions
[5]. The focus on diabetes, cancer, or cardiovascular conditions
in MLPA products identified in our analysis maps directly to
conditions subjected to bundled payments under the CMS’s
Bundled Payments for Care Improvement initiative [24]. In
addition, products marketed as predicting high-cost patients
(while also identifying some additional applications, such as
predicting Medicare’s predicted risk score) likely emerged, at
least in part, in response to Medicare’s reimbursement policies
transitioning from fee-for-service to risk-adjusted fixed
payments per episode of care [25]. Although the use of MLPA
to respond to shifting reimbursement policies is perhaps
unsurprising, it also raises questions about the alignment of
these financial incentives with the goal of improving patient
care. These goals address critically important needs of the health
care system in the United States, but trying to meet them can

raise ethical issues. Improving care quality and outcomes
without increasing costs poses a myriad of challenges. Thus,
when efficiency is improved by reducing costs, there are
concerns that quality of care has been negatively affected.
Although the aims of improving quality and cost are ideally
aligned with the stated goals of these MLPA products, it is
difficult to know whether this is indeed the case when employing
MLPA products without further information on how the
underlying models are developed and implemented in the
clinical setting. Moreover, many MLPA algorithms have not
been rigorously tested, and little is known about their
comparison with other predictive analytics or clinical judgment.
Evaluation of MLPA algorithms is particularly difficult given
the opacity of the models and their black box nature.

Our results also provide an essential framework for considering
various approaches to regulation in this diverse and rapidly
changing marketplace. The FDA is currently developing a
framework that incorporates the level of risk to the patient in
its review process. Having a systematic framework of categories
that may reflect varying degrees or types of risk to patients (eg,
treatment recommendations vs prediction of health care costs)
may therefore be important. Traditionally, software products
have not been subjected to the level of regulatory scrutiny
applied to drugs or medical devices, nor has the technology
sector established processes for identifying or evaluating ethical
issues that may arise from their products. Developing an
effective regulatory framework requires an understanding of
various stakeholders and organizations involved in this
marketplace, potential sources of conflict, and the resources
necessary for success. In examining MLPA products, which
inherently change and adapt as they incorporate new data,
regulators may need to consider the extent to which business
requirements—including production schedules, fundraising,
and profit goals—are aligned with the design process.

In addition, further examination is needed regarding the role of
clinical expertise within these companies in light of the FDA’s
self-regulation approach in evaluating companies based on a
culture of quality and organizational excellence. There is a
relative dearth of clinical training among CEOs and others in
company leadership. Of the organizations we identified, only
1 in 6 was led by a clinical degree-holding CEO, and more than
a third did not have a clinician in the C-suite or on their board
of trustees. Although clinicians may be involved in different
roles, they are underrepresented in the highest leadership
positions, which may have implications for the level of
awareness that a company has of the norms and culture of
biomedical research and clinical practice. The influence of
business requirements and expertise may also vary depending
on the size of the company: although small health care
technology startups might be under more significant financial
and time pressures with the need to raise venture capital, larger
companies likely have more resources to draw from. However,
our analysis suggests that large companies are also less likely
to specialize in health care software or technology and less likely
to have a clinician in a leadership position than small health
care technology startups. More research is needed to determine
the extent to which factors such as company size, business
requirements, and clinical expertise influence the design and
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implementation of MLPA in health care and their potential
importance in designing regulatory frameworks.

Our study has several limitations. Our results are limited by our
reliance on publicly available web-based information, such as
product websites, press releases, and health system websites.
Products developed by nonprofit health systems, academic
institutions, or large insurers may not have been readily
identifiable, as their products are often not marketed externally.
Therefore, we are less likely to have identified products
developed by a health system or health insurer that are not sold
for use in other systems. Another limitation is that the
predictions were categorized based on the marketing language
used by the companies to describe their own products, so the
actual extent to which these products do what they are marketed
to do remains unclear. In addition, we do not know how often
the tools are used by the health care system where they are
implemented. Some may be used frequently and others rarely.

Conclusions
There is a rapidly emerging set of products that utilize MLPA
with the dual goals of improving health care and addressing
cost containment. These goals address critically important needs
of the health care system in the United States. Improving care
quality and outcomes is not necessarily at odds with lowering
costs. There is an underlying ethical tension, however, when
health care efficiency is improved by reducing cost with possible
negative effects on quality. How MLPA developers perceive
these trade-offs and whether reliance on such tools may
exacerbate discrimination based on underlying biases is difficult
to assess using currently available data. The significant role of
the software and technology companies, which might have little
experience in understanding clinical care, using health data, or
applying medical ethics or law, suggests that regulatory
approaches that rely on self-regulation and organizational culture
may be challenging for the evaluation of MLPA products. More
research on the process of developing these novel tools is needed
to further assess the implications for policy and regulation.
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Abstract

Background: In epidemiological studies, finding the best subset of factors is challenging when the number of explanatory
variables is large.

Objective: Our study had two aims. First, we aimed to identify essential depression-associated factors using the extreme gradient
boosting (XGBoost) machine learning algorithm from big survey data (the Korea National Health and Nutrition Examination
Survey, 2012-2016). Second, we aimed to achieve a comprehensive understanding of multifactorial features in depression using
network analysis.

Methods: An XGBoost model was trained and tested to classify “current depression” and “no lifetime depression” for a data
set of 120 variables for 12,596 cases. The optimal XGBoost hyperparameters were set by an automated machine learning tool
(TPOT), and a high-performance sparse model was obtained by feature selection using the feature importance value of XGBoost.
We performed statistical tests on the model and nonmodel factors using survey-weighted multiple logistic regression and drew
a correlation network among factors. We also adopted statistical tests for the confounder or interaction effect of selected risk
factors when it was suspected on the network.

Results: The XGBoost-derived depression model consisted of 18 factors with an area under the weighted receiver operating
characteristic curve of 0.86. Two nonmodel factors could be found using the model factors, and the factors were classified into
direct (P<.05) and indirect (P≥.05), according to the statistical significance of the association with depression. Perceived stress
and asthma were the most remarkable risk factors, and urine specific gravity was a novel protective factor. The depression-factor
network showed clusters of socioeconomic status and quality of life factors and suggested that educational level and sex might
be predisposing factors. Indirect factors (eg, diabetes, hypercholesterolemia, and smoking) were involved in confounding or
interaction effects of direct factors. Triglyceride level was a confounder of hypercholesterolemia and diabetes, smoking had a
significant risk in females, and weight gain was associated with depression involving diabetes.
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Conclusions: XGBoost and network analysis were useful to discover depression-related factors and their relationships and can
be applied to epidemiological studies using big survey data.

(J Med Internet Res 2021;23(6):e27344)   doi:10.2196/27344

KEYWORDS

depression; epidemiology; machine learning; network; prediction model; XGBoost

Introduction

Importance of Depression
Depression is a common debilitating psychiatric condition
characterized by a low-spirited mood, loss of interest, and a
range of emotional, cognitive, physical, and behavioral
symptoms. It has a high global disease burden and had been
projected to become the second most common cause of
disability-adjusted life years worldwide by 2020 [1]. Thus, the
determination of risk factors causing depression could have
important implications in its prevention and intervention efforts
by reducing modifiable risk factors. However, proper prevention
and treatment of depression have been difficult owing to
heterogeneity in the etiology and pathophysiology of depression
[2].

Conventional Modeling for Depression
Given the complex biological, psychological, and sociocultural
factors underlying the pathogenesis of depression, an integrated
model with confounder adjustment may provide a better
understanding and multifaceted individualized approach for
depression. In a typical study, survey-weighted logistic
regression is used to identify depression-associated factors. A
simple regression model for each candidate factor is built to
adjust for age and sex. Then, a complex model is presented by
adding more covariates to control potential confounders [3].

Principal Factor Identification Problem in
Conventional Modeling
A confounder has associations with both exposure and disease
but is not in the causal pathway between exposure and outcome
[4]. Confounding is a mixing of effects that obscures the real
effect of exposure [4]. We might fit a regression model on all
the measured potential confounders and minimize the
confounding risk [5]. However, too many variables can cause
multicollinearity or redundancy and make a regression model
unstable with a high coefficient variance [5,6]. In contrast,
variable selection may cause the exclusion of essential
confounders [5]. Identification of the best subset of variables
is challenging when the number of explanatory variables is large
or when multicollinearity is present within the data [7].

Benefits of Machine Learning–Based Modeling for Big
Survey Data
For big survey data with numerous variables, the machine
learning model can detect principle factors for a condition by
attempting to maximize its predicting performance. During the
training, dimensionality reduction (which reduces the number
of features) is essential because many features may cause
overfitting, and the generated model may not be generalized

appropriately [8]. Moreover, feature selection can resolve
multicollinearity by removing redundant features from a group
of highly correlated features [8]. Regularization is a more
advanced machine learning algorithm that reduces model
complexity and improves generalizability [8]. A popular
regularization method is LASSO (L1 regularization; least
absolute shrinkage and selection operator) [8], also called a
shrinkage method, which can be applied to collinear confounders
and has shown advantages over conventional methods [5].

Advantages of the Extreme Gradient Boosting
Algorithm and Strategies of This Study
We speculate that extreme gradient boosting (XGBoost) can
help select an optimal subset of essential variables from a large
volume of survey data. XGBoost is an advanced implementation
of a gradient-boosting decision-tree algorithm. XGBoost has
been used in a few studies to predict or screen depression [9-11].
XGBoost is advantageous because of its high speed and
performance, making it dominant in applied machine learning
for structured data. XGBoost also offers regularized gradient
boosting and feature importance scores using a trained predictive
model, which can be used for feature selection [12].

However, XGBoost has many hyperparameters that should be
manually specified, and optimal parameter tuning can be
challenging. To solve this problem, we have chosen an
automated machine learning tool, the tree-based pipeline
optimization tool (TPOT), along with genetic programming
[13]. To the best of our knowledge, this study is the first attempt
at an XGBoost-supported epidemiologic investigation regarding
depression in the general population using national survey data.

Methods

Overview of Survey Data
The overall study flowchart is provided in Figure 1. We used
survey data obtained from 12,596 Koreans (aged 19-64 years)
who participated in the Korea National Health and Nutrition
Examination Survey (KNHANES, 2012-2016), which is an
annual survey conducted by the Korea Centers for Disease
Control and Prevention (KCDC) in the Republic of Korea,
wherein population-wide health and nutritional statuses are
assessed [14]. The maximum age was set to 64 years because
the food frequency survey was conducted for those aged 19 to
64 years. The design and methods of the KNHANES and the
data resource profile are available in previous reports [14-16].
KNHANES V-3 (2012), KNHANES VI (2013-2015), and
KNHANES VII-1 (2016) were approved by the KCDC research
ethics committee (2012-01EXP-01-2C, 2013-07CON-03-4C,
2013-12EXP-03-5C, and 2015-01-02-6C), and written informed
consent was obtained from all the subjects.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1033https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/27344
http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Flow diagram of the study. AUC: area under the curve; EBICglasso: extended Bayesian information criterium graphical lasso; KNHANES:
Korea National Health and Nutrition Examination Survey.

In the annual KNHANES (2012-2016) following a multistage
clustered probability design, 192 primary sampling units (PSUs)
were generated from approximately 200,000 geographically
defined PSUs for the entire country; subsequently, 20 final
target households were sampled for each PSU as secondary
sampling units (ID_fam) [16]. The sample weights were
calculated using the inverse of selection probabilities and the
inverse of response rates that were adjusted to gender- and
age-specific Korean populations (poststratification). Therefore,
the sampled individuals accurately represented the Korean
population.

Depression Case Definition
Positive depression diagnosed by a physician (DF2_dg) and
positive present depression (DF2_pr) represented the positive
case “current depression,” and these indicated that the individual
had a diagnosis of depression and was currently experiencing

depression, respectively. In terms of the negative case, both
DF2_dg and DF2_pr were negative and represented “no lifetime
depression,” which indicated that the individual had never
experienced depression. DF2_dg and DF2_pr were reported by
the participants in this survey.

XGBoost-Derived Model for Depression
We included as many variables as possible (Textbox 1) and
imputed missing values using univariate imputation (filling with
the last valid value for categorical or discrete variables) or
multivariate imputation for missing continuous variables. The
nutrient variables were discretized into three bins as follows:
low, medium, and high. We converted categorical variables to
numerical variables using one-hot encoding and dropped
reference categories. We standardized variables, except for a
binary dummy variable, by removing the mean and scaling them
to unit variance before machine learning.
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Textbox 1. Study variables of the Korea National Health and Nutrition Examination Survey data.

Health Examination Data

Physical examination

• Waist circumference, BMI, regularity of pulse, and periodontal disease

Blood tests

• Anemia (hemoglobin <13.0 g/dL for men; hemoglobin <12.0 g/dL for nonpregnant women; hemoglobin <11.0 g/dL for pregnant women), white
blood cell count, platelet count, red blood cell count, aspartate aminotransferase, alanine aminotransferase, creatinine, urea nitrogen, hepatitis B
surface antigen, and hepatitis C antibody

Fasting (≥8 hours) blood tests

• Sugar level, high-density lipoprotein cholesterol (HDL), and triglyceride (TG)

Urine strip test

• pH, nitrite, specific gravity, protein, glucose, ketones, bilirubin, blood, urobilinogen

Pulmonary function test

Hypercholesterolemia: total cholesterol (TC) ≥240 mg/dL or lipid-lowering medication

Hypertension: systolic pressure ≥140 mmHg or diastolic pressure ≥90 mmHg or medication

Diabetes mellitus: fasting blood sugar level ≥126 mg/dL, diagnosis, medications, or insulin injections

Prediabetes: fasting blood sugar level ≥100 and <126 mg/dL

Low-density lipoprotein cholesterol (LDL) = TC – (HDL + TG/5), where TG ≤400 mg/dL

Health Survey Data

• Age, marital status, educational level, occupational class, household income, weight changes in the past year, alcohol consumption frequency,
sleep hours per day, perceived stress, current smoking status, walking for more than 10 minutes (days/week), muscle-strengthening activities
(days/week), childbirth experience, and EuroQol five-dimension three-level (EQ-5D-3L) questionnaire (mobility, usual activities, self-care, and
pain/discomfort; three levels for each) [17]

Morbidity

• Chronic obstructive pulmonary disease, stroke, ischemic heart disease, osteoarthritis, rheumatoid arthritis, pulmonary tuberculosis, asthma,
thyroid disease, gastric cancer, hepatoma, colon cancer, breast cancer, cervix cancer, lung cancer, thyroid cancer, atopic dermatitis, renal failure,
hepatitis B, hepatitis C, and liver cirrhosis

Oral health

• Difficulty chewing, caries treatment within the last 1 year, root canal treatment within the last 1 year, and prosthetic treatment within the recent
1 year

Food Frequency Survey Data (daily intake)

• Carbohydrates, proteins, saturated fatty acids, monounsaturated fatty acids, polyunsaturated fatty acids, n3 fatty acids, n6 fatty acids, n6:n3 fatty
acid ratio, cholesterol, fiber, vitamin A, vitamin B1, vitamin B2, vitamin C, niacin, iron, calcium, potassium, phosphorus, and sodium

The training set included 80% “current depression” and 80%
“no lifetime depression” (10,076 cases). The remaining cases
were assigned to the test set (2520 cases). We used TPOT to
choose the best XGBoost hyperparameters from the training set
to predict “current depression” from “no lifetime depression.”
Then, the model features were selected further using the feature
importance of XGBoost. The XGBoost model was explained
using shapley additive explanation (SHAP) values that showed
each feature’s impact on the model prediction [18].

The weighted area under the receiver operating characteristic
curve (AUC) of the final model was calculated using the sample
weight [19]. The optimal threshold was computed as the
prediction probability at which Youden’s index (sensitivity +
specificity – 1) was the maximum on the test set. We also

estimated the weighted AUC of the model for the Patient Health
Questionnaire-9 (PHQ-9) score (depression when score ≥10)
instead of the reported depression.

Statistical Test for Model Factors and Exploring
Nonmodel Factors
Survey-weighted multiple logistic regression was performed
using the model features from all samples (training and test
sets). We defined the “direct” factor of depression as the model
feature whose multiple logistic regression coefficient
significantly differs from zero (P<.05); the other model features
were designated as “indirect” factors. Subsequently, we
performed a statistical test on factors excluded by the model to
identify significant “nonmodel” factors that were not chosen

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1035https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


by XGBoost as optimal for predicting depression. Nonmodel
factors whose coefficients of multiple logistic regression with
the model features were significantly different from zero (P<.05
with Bonferroni correction) were chosen.

Network Analysis for Depression-Related Factors
A correlation matrix of model features and nonmodel factors
was generated using all samples. Based on the correlation
matrix, a thresholded EBICglasso (extended Bayesian
information criterium graphical lasso) network was plotted, in
which the network model was estimated using graphical LASSO
regularization with EBIC model selection. Each edge weight
was the correlation coefficient between two nodes after
controlling all other network correlations [20,21].

Three centrality indices (strength, closeness, and betweenness)
were computed. Strength centrality is the absolute sum of the
edge weights connected to the node. Closeness centrality is the
sum of the shortest distances from the node to all other network
nodes. Betweenness centrality is the number of times when the
node lies on the shortest path between two other nodes [21,22].

Confounding or Interaction Effects on Indirect Risk
Factors
If an indirect risk factor was positively connected to direct risk
factors, the direct factor confounding effects were tested. If the
indirect factor’s coefficient on survey-weighted multiple logistic
regression became significant without the direct factors, we
assumed they were the indirect factor’s confounders.

If an indirect risk factor was positively connected to a direct
preventive factor or negatively related to a direct risk factor,
the interaction effect was tested using the interaction term on
survey-weighted multiple logistic regression.

Statistics and Software
We used the following two programming languages: Python
(version 3.8.5, Python Software Foundation) and R (version
3.6.3, R Foundation for Statistical Computing).

Scikit-Learn Tools
The following scikit-learn tools [23] were applied: for imputing
missing continuous values, IterativeImputer class with the
ExtraTreesRegressor estimator; for discretization,
KBinsDiscretizer with a k-means strategy based on a k-means
clustering procedure; for standardization, StandardScaler; and
for weighted AUC, sensitivity, specificity, and threshold,
roc_auc_score and roc_curve.

TPOT
TPOT starts from a collection of random models (first
generation). Subsequently, those with higher performance are
chosen and copied into the next generation’s population. The
offspring crossover with other offspring or are randomly
changed by mutation. The algorithm repeats this
evaluate-select-crossover-mutate process for multiple
generations. Finally, the best model is selected from the run
[13].

We used TPOT to tune the hyperparameters of the
XGBClassifier, such as the number of boosting rounds

(“n_estimators”), boosting learning rate (“learning_rate”),
maximum tree depth for base learners (“max_depth”), minimum
sum of instance weight needed in a child (“min_child_weight”),
minimum loss reduction required to make a further partition on
a leaf node of the tree (“gamma”), subsample ratio of the
training instance (“subsample”), subsample ratio of columns
when constructing each tree (“colsample_bytree”), L1
regularization term on weights (“reg_alpha”), and L2
regularization term on weights (“reg_lambda”). To control the
balance of positive and negative weights, we set
“scale_pos_weight” as the number of negative cases/the number
of positive cases. The “objective” option was set to a default
value, “binary:logistic” (ie, logistic regression for binary
classification).

Two parameters of TPOTClassifier, namely, number of
iterations to run the XGBoost optimization process
(“generation”) and number of individuals to retain in the genetic
programming population every generation (“puplation_size”),
were set to 100 (default) each. Finally, TPOT evaluated models
using AUC (“roc_auc”).

Extreme Gradient Boosting (XGBoost) and Feature
Selection
XGBoost incorporates an ensemble technique (boosting) of
adding new models to correct errors made by previous models.
When adding new models, gradient boosting uses a gradient
descent algorithm to minimize the loss. More details on
XGBoost’s working principles can be found in published articles
[24]. For feature selection, we sorted the model features
according to their importance (importance_type = “gain,” the
average gain of splits that use the feature) and selected a subset
of features by omitting the least important feature. If the AUC
of the model with the subset of features was not compromised
or became higher, we omitted the next least important feature.
Subsequently, we retested it until the model performance
reached the best AUC.

R Packages
The Survey package allows to specify a multistage sampling
survey design and provides functions to estimate total population
counts, means, and variances for a survey sample [25]. In this
study, the survey design of the KNHANES was applied using
the variables psu for PSU, ID_fam (family ID) for the secondary
sampling unit, kstrata for strata, and sample weight (wt_tot/5)
for weight. Additionally, we used the “svyglm” function from
the survey package for survey-weighted multiple logistic
regression. The odds ratio was calculated by exponentiating the
coefficient of multiple logistic regression.

Receiver operating characteristic (ROC) curves were generated
using the ggplot2 package [26], and the weighted AUC was
calculated by using the “WeightedAUC” function with the
sample weight (WeightedROC package) [19].

Network Graph
For a correlation matrix in network analysis, a correlation
between two variables was calculated using the wtd.cor function
with the sample weight for “weight” in R’s weights package,
which produced weighted Pearson correlation coefficients for
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survey data [27]. The network graph was generated using the
qgraph function in the qgraph package of R by setting the graph
argument to “glasso” and layout to “spring” with threshold [20].
For node sizes in the network, the effective size of the variable’s
odds ratio was calculated by exponentiating the absolute
coefficient of multiple logistic regression. For the calculation
of centrality indices, the qgraph object and the centralityTable
function in the qgraph package of R were used [20].

Results

XGBoost-Derived Model and the Performance
The population was estimated to be 22,262,880 (SE 355,977)
(97.3%) for no depression reported during lifetime and 616,082

(SE 40,273) (2.7%) for current depression
(complex-survey-design-based estimation). After TPOT training,
the number of XGBoost model features was reduced from 120
to 81 (33% reduction) by the L1 regularization term of XGBoost.
Furthermore, we decreased the feature number to 18 (78%
reduction) by applying feature selection without performance
loss.

The final model features included mental health, quality of life
(QoL), socioeconomic factors, morbidity, sex, marital status,
urinalysis, and health behavior (Figure 2). Nutrition factors
failed to be included in the model. For the test set, the weighted
AUC of the model was 0.86 for reported depression and 0.82
for PHQ-9 score depression (Figure 2). The model’s accuracy
was 0.82 at the best threshold of the test data (Table 1).

Figure 2. XGBoost model for the depression and performance test. Red dots represent positive for a binary factor or high feature values for a continuous
factor on the beeswarm plot of shapley additive explanation (SHAP) values (log odds of the current depression) for the training data (A). On the weighted
receiver operating characteristic curve (ROC) (B), sensitivity is 0.78 and specificity is 0.82 at the best threshold of probability of 0.461 for test samples.
The model is also tested using the Patient Health Questionnaire-9 (depression when score ≥10) for 6098 samples (C). AUC: area under the curve.

Table 1. Confusion matrix for the test data set.

Predicted depressionaActual depression

No lifetimeCurrent

28,933103,182Current

3,657,604804,195No lifetime

aCase numbers are estimated using complex-survey-design weights at the best threshold.

Statistical Significance of Depression-Associated
Factors
Perceived stress and current asthma were top-ranked statistically
significant risk factors (Table 2). Triglycerides, current asthma,

and farm workers were nonmodel factors having a significant
association with depression and added on the network with
model factors. Eight features out of 18 model factors were not
statistically significant and classified as indirect (Table 2).
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Table 2. Survey-weighted multiple logistic regression analysis of depression-related factors.

P valueOdds ratio (95% CI)bCurrent depressiona

(N=616,082)
No lifetime depressiona

(N=22,262,880)

Variable

High perceived stress (≥ 3/4 points), n (%)

<.0013.3 (2.5-4.3)372,138 (60.40%)5,999,970 (26.95%)Yes

N/AN/Ac243,944 (39.60%)16,262,910 (73.05%)No (reference)

Sex/gender, n (%)

<.0010.5 (0.3-0.7)165,770 (26.91%)11,072,884 (49.74%)Male

N/AN/A450,312 (73.09%)11,189,996 (50.26%)Female (reference)

Marital status, n (%)

<.0012.2 (1.4-3.5)105,567 (17.14%)852,170 (3.83%)Separated or divorced

.111.4 (0.9-2.2)133,952 (21.74%)6,153,788 (27.64%)Single

.251.4 (0.8-2.6)36,923 (5.99%)397,387 (1.78%)Widowed

N/AN/A339,640 (55.13%)14,859,535 (66.75%)Married (reference)

Occupation, n (%)

<.0010.6 (0.4-0.8)161,758 (26.26%)10,304,597 (46.29%)Nonmanual

.060.7 (0.4-1.0)102,028 (16.56%)4,394,739 (19.74%)Manual

.020.4 (0.2-0.8)10,848 (1.76%)498,239 (2.24%)Farmd

N/AN/A341,448 (55.42%)7,065,305 (31.73%)Unemployed (reference)

Asthmad, n (%)

.0023.1 (1.5-6.5)34,769 (5.64%)205,771 (0.92%)Current

.571.3 (0.5-3.2)10,387 (1.69%)303,213 (1.36%)Past

N/AN/A570,926 (92.67%)21,753,896 (97.72%)No lifetime (reference)

Hypercholesterolemia, n (%)

.101.4 (0.9-1.9)146,742 (23.82%)2,963,312 (13.31%)Yes

N/AN/A469,340 (76.18%)19,299,568 (86.69%)No (reference)

Osteoarthritis, n (%)

.171.4 (0.9-2.1)100,307 (16.28%)825,130 (3.71%)Current

.710.7 (0.1-4.6)8,385 (1.36%)155,266 (0.70%)Past

N/AN/A507,390 (82.36%)21,282,484 (95.59%)No lifetime (reference)

Diabetes, n (%)

.111.4 (0.9-2.2)84,663 (13.74%)1,466,133 (6.59%)Yes

.811.0 (0.7-1.4)125,783 (20.42%)4,504,230 (20.23%)Prediabetes

N/AN/A405,636 (65.84%)16,292,517 (73.18%)No (reference)

Difficulty chewing, n (%)

.650.9 (0.7-1.3)173,323 (28.13%)3,398,898 (15.27%)Yes

N/AN/A442,759 (71.87%)18,863,982 (84.73%)No (reference)

Current smoker, n (%)

.471.2 (0.8-1.8)139,892 (22.71%)5,178,518 (23.26%)Yes

N/AN/A476,190 (77.29%)17,084,362 (76.74%)No

<.0011.3 (1.1-1.5)1.6 (0.034)1.2 (0.004)Pain or discomfort level (1 to 3 points), mean (SE)

.0021.2 (1.1-1.3)161.8 (12.0)134.8 (1.3)Fasting serum triglyceride (mg/dL)d, mean (SE)

.0031.2 (1.1-1.3)0.6 (0.047)0.4 (0.009)Weight gain level within 1 year (0 to 3 points), mean
(SE)
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P valueOdds ratio (95% CI)bCurrent depressiona

(N=616,082)
No lifetime depressiona

(N=22,262,880)

Variable

.0030.8 (0.7-0.9)1.018 (0.0004)1.020 (0.00007)Urine specific gravity, mean (SE)

.0061.1 (1.0-1.3)1.3 (0.029)1.0 (0.002)Usual activity problem level (1 to 3 points), mean (SE)

.0070.8 (0.7-0.9)2.6 (0.09)3.4 (0.02)Income quintiles (household) (1 to 5 points), mean
(SE)

.010.8 (0.7-1.0)2.6 (0.06)3.2 (0.01)Educational level (1 to 4 points), mean (SE)

.071.1(1.0-1.3)5.8 (0.050)5.7 (0.009)Urine pH, mean (SE)

.221.1 (1.0-1.2)1.3 (0.032)1.1 (0.002)Mobility problem level (1 to 3 points), mean (SE)

.981.0 (0.9-1.1)1.1 (0.017)1.0 (0.001)Self-care problem level (1 to 3 points), mean (SE)

.611.1 (0.8-1.3)45.1 (0.8)40.7 (0.2)Age (years)e, mean (SE)

aPopulation counts (n), means, and standard errors are estimated using complex-survey-design weights.
bFor continuous factors, the value was standardized by removing the mean and scaling to unit variance.
cN/A: not applicable.
dNonmodel factors were found by controlling for model features and age.
eNot a depression-related factor, but included to control confounding effects of age.

High-Centrality Nodes and Clusters in the Depression
Network
Based on the centrality indexes, the network had two
high-centrality nodes, namely, “educational level” and “male,”
which meant both nodes were highly connected with various
factors (Figure 3). Some factors were strongly connected to

form a cluster (eg, the socioeconomic status [SES] cluster
consisted of nonmanual workers, farm workers, educational
level, and household income) (Figure 3). The QoL cluster
comprised four EuroQol five-dimension three-level (EQ-5D-3L)
domains (“pain or discomfort level,” “usual activity problem
level,” “mobility problem level,” and “self-care problem level”)
(Figure 3).
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Figure 3. Partial correlation network graph and centrality indices for depression-associated factors. The factors can be positively (risk) or negatively
(protective) related to current depression. Node size is proportional to the effective size of the odds ratio. Green and red edges represent positive and
negative correlations, respectively. The edge with the highest absolute weight has full-color saturation and the widest width.

Confounders and Interaction Effects of Indirect
Factors
Two indirect factors, namely, hypercholesterolemia and diabetes,
were positively connected with triglyceride on the network, and

triglyceride was a confounder of hypercholesterolemia and
diabetes (Table 3). Another indirect factor, current osteoarthritis,
became statistically significant after excluding its positive
associates, namely, “pain or discomfort level” and “mobility
problem level” (Table 3).

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1040https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Possible confounders on indirect factors in depression.

Odds ratio (95% CI)ConfoundersaIndirect factors

Without confoundersWith confounders

1.6 (1.1-2.5)1.4 (0.9-2.1)Pain or discomfort level and mobility problem levelCurrent osteoarthritis

1.5 (1.0-2.1)1.4 (1.0-1.9)TriglycerideHypercholesterolemia

1.7 (1.1-2.6)1.4 (0.9-2.2)Triglyceride and hypercholesterolemiaDiabetes

aA group of confounders to make a coefficient of the indirect factor statistically insignificant.

Another indirect factor, “current smoker,” interacted with sex
and was statistically significant in females (odds ratio 2.2, 95%
CI 1.3-3.7; P=.003) (Figure 4). Current diabetes interacted with

the weight gain level that was not statistically significant for
prediabetes or nondiabetes (P=.05) (Figure 4).

Figure 4. The proportion of current depression according to sex and smoking (A) and according to weight gain and diabetes (B). The interaction effects
between them are significant (P=.001 and .01, respectively; survey-weighted logistic regression).

Urine Specific Gravity and Depression
We found an interesting relationship between urine specific
gravity (USG) and depression. Because USG was associated
with the “male” node on the network (Figure 3), we stratified
it into males and females and plotted it according to age. USG

was lower in “current depression” than in “no lifetime
depression,” especially in females who were in their early 50s
or younger (Figure 5). However, the daily water intake was not
higher in “current depression” than in “no lifetime depression”
(Figure 6).
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Figure 5. Linear regression plots between age and urine specific gravity in females and males. In the images, 95% confidence intervals for the regression
estimate are drawn using translucent bands around the regression line.

Figure 6. Linear regression plots between age and daily water intake in females and males. In the images, 95% confidence intervals for the regression
estimate are drawn using translucent bands around the regression line.

Discussion

Addressing Class Imbalance and Generalization
Problems
Our data set was highly imbalanced, with a 2.7% prevalence of
depression. Therefore, it may be difficult for a machine learning
algorithm to predict depression because this diagnosis is not
sufficiently represented [28]. We used the “scale_pos_weight”
parameter of XGBoost that enables class-weighted or
cost-sensitive learning to make the model more sensitive to
misclassification in the minority class [12]. The performance
of our XGBoost model showed that the TPOT-trained

class-weighted XGBoost model was working well for our
imbalanced classification.

There would have been a generalization problem with this
survey data because we did not train the model using the sample
weight. However, the weighted AUC for the test set (0.86) was
not lower than the mean unweighted AUC for the training set
(0.84, SD 0.02; seven repeats of five-fold cross-validation).
Therefore, our model was not overfitted, and we expect that our
model can be applied to the general population.

Reliability of Self-Reported Depression
A model may be less reliable when it is based on self-reported
depression than on clinically diagnosed depression. However,
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for PHQ-9 scores, a clinical module, the model performance
was still satisfactory when the model was retested with available
cases (Figure 2). PHQ-9 is a validated screening tool for
depression and is known to exhibit an acceptable diagnostic
accuracy for cutoff scores between 8 and 11 [29,30]. It might
be possible because we strictly defined depression by requiring
both conditions (ie, current symptoms and a physician’s
diagnosis). In addition, we restricted “negative depression” only
to the cases when depression was never diagnosed, and
respondents with a past diagnosis of depression were excluded.

Combination of the XGBoost Model and Statistical
Analysis: Feature Reduction, Indirect Factors, and
Nonmodel Factors
XGBoost L1 regularization did not ultimately reduce the feature
number; however, feature selection using XGBoost feature
importance could decrease the feature number more at a higher
reduction rate. Therefore, we suggest feature reduction using
XGBoost feature importance to obtain a sparser model that
contains the most principle factors of the disease.

Because of the relatively small number of predictors, a sparse
model is interpretable without irrelevant features, which could
be shown by the impact on the depression of each feature (Figure
2). Furthermore, we performed statistical tests on the sparse
model features using multiple logistic regression at a lower risk
of multicollinearity or redundancy problems. Overall, 44% of
the model features were not statistically significant, and we
classified them as indirect factors because they affected
depression without a direct statistical association with
depression.

Additionally, nonmodel factors (triglyceride, current asthma,
and farm worker) exhibited statistical significance by multiple
regression with depression model factors. By controlling
principle depression factor effects (eg, confounding effects),
nonmodel factors’ significance was reliable. Therefore, we
might use a sparse disease model as a testing tool for candidate
factors.

Elements of the Depression Network: Node Size and
Edge
Our network was composed of differently sized nodes (statistical
strength of the association) and edges (net correlation between
two factors). “Perceived stress” and “current asthma” were
prioritized in depression risk factor control because of their
large nodes (Figure 3). In addition to genetic factors, stressful
events affect the onset of depression and cause depression
through psychological stress responses, such as activating the
hypothalamic-pituitary-adrenal axis [31]. Additionally, the
network indicated that “perceived stress” could accompany
other risk factors, such as “pain and discomfort” and “weight
gain,” and we might consider them together for risk factor
control (Figure 3). In contrast, current asthma was an
independent node, which suggests asthma may directly link
with depression (eg, asthma medications or dysregulation of
specific stress-sensitive biological processes) and be an
individual control target [32].

Depression Network Centrality and Clusters:
Indication of Predisposing Factors and Factor Groups
In terms of the network’s centrality indexes, “male” and
“educational level” showed the highest values. Scale-free
networks are characterized by growth and preferential
attachment in which earlier nodes in the network increase their
connectivity at a higher rate [33]. Therefore, high-centrality
nodes might be preceding factors. For example, the high
centrality of “educational level” might explain that a higher
educational level has accumulated protective effect throughout
life [34]. Therefore, the network centrality suggested that gender
and the education level would be predisposed to biological and
socioeconomic depression factors. Statistically, gender and the
education level might be must-have covariates because of their
multiple relations to other factors.

Clusters in the disease network can be potent risk intervention
targets because factors in a cluster are connected and controlled
together [35]. The SES cluster on our depression network is
reported as the most prominent risk among psychosocial risks
[35], and low SES is common in depression because of poor
care, low treatment compliance, and job strain [36]. For the
QoL cluster, a study reported that the usual activity problem
and the pain level of EQ-5D are mainly affected by depression,
and the treatment of depression improves the EQ-5D index
score [37]. Depression symptoms were negatively connected
to health-related QoL in the network in a previous study [38].

Confounding and Interaction Effects of Indirect Risk
Factors
If an indirect risk factor is connected to a direct risk factor, the
direct factor could be the confounder. Furthermore, if the direct
factor is on the causal pathway, it can be a mediator of the
indirect factor action. We found potential confounders of current
osteoarthritis, hypercholesterolemia, and diabetes using the
network (Table 3). Osteoarthritis causes pain and physical
disability, which can reduce QoL and lead to the development
of depression [39]. This can be seen in our network based on
the relationships among current osteoarthritis, pain, and mobility
problems in the QoL cluster (Figure 3).

Obesity and metabolic syndrome may mediate the relationship
between diabetes and depression [40]. This fact could be
captured in our network because diabetes was associated with
weight gain, higher triglycerides, and hypercholesterolemia
(Figure 3). Additionally, the elevated triglyceride level was a
confounder of hypercholesterolemia (Table 3), which may
explain a recent meta-analysis reporting that the first episode
of major depressive disorder is associated with elevated
triglyceride levels, not low-density lipoprotein cholesterol or
total cholesterol levels [41]. Previous studies reported that an
elevated triglyceride level is associated with depression and
suicidality in men [3] or women [42]. However, there was no
interaction effect between “male” and triglyceride level in our
study (P=.82).

If an indirect risk factor is connected to a direct protective factor
or negatively associated with a direct risk factor, its role could
be revealed by the interaction effect. “Current smoker,” which
is an indirect factor strongly connected to “male,” was a
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significant risk factor in females, but not in males (Figures 3
and 4). Smoking cessation might be considered, especially for
female depression patients [43]. Weight gain occurred in
depression in current diabetes, but not clearly in prediabetes or
nondiabetes (Figure 4).

USG as a Novel Depression-Related Factor
To the best of our knowledge, USG was a novel factor of
depression, and the level was low in female depressive subjects
(Figure 5). USG correlates with urine osmolality and reflects
the subject’s hydration status or the kidney’s concentrating
ability [44]. However, our study showed that low USG in
depression might not be caused by hydration because daily
water intake was not low in depression (Figure 6). One study
suggested that patients with depression concentrate the urine
less well and excrete less solute in the urine [45].

Limitations
This cross-sectional study involved people aged 19 to 64 years
and could analyze only associations, not causalities. Therefore,
the associations established in this study, such as weight gain
in diabetes, elevated triglyceride, low USG, and smoking in
females, require future clinical research to prove their efficacy
in depression control. We used Bonferroni correction for

nonmodel factors, and this conservative method might miss
other possibly significant factors. Several cancers (hepatoma,
gastric cancer, colon cancer, breast cancer, and lung cancer),
renal failure, pulmonary tuberculosis, liver cirrhosis, and
hepatitis C might not have enough positive cases to be tested.
Finally, psychiatrists’ structured interviews to diagnose
depression would be more valid than the self-reported approach
to identify depression used in this study.

Conclusions
We successfully created a sparse model for depression using
TPOT-assisted XGBoost training and feature selection based
on the feature importance of XGBoost from a large number of
variables in KNHANES data. Because of the data-driven
approach, we could discover a novel factor. We constructed a
network of the depression-associated factors using association
strength and interfactor correlations. The model factors were
classified into direct and indirect according to their statistical
significance, and the role of indirect factors was explained by
confounding or interaction effects. The network also indicated
predisposing factors by high centrality and cluster factors by a
closely connected edge. Therefore, XGBoost and network
analysis can be useful for discovering and understanding
disease-associated factors in epidemiological studies.

 

Acknowledgments
This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT)
(2019R1C1C1007663, 2020R1F1A106842312, and 2019R1A2C1084611).

Authors' Contributions
HWH and JIK contributed equally as corresponding authors.

Conflicts of Interest
None declared.

References
1. National Collaborating Centre for Mental Health. Depression: The NICE Guideline on the Treatment and Management of

Depression in Adults (Updated Edition) (Nice Guidelines). Leicester, UK: British Psychological Society; 2010.
2. Hasler G. Pathophysiology of depression: do we have any solid evidence of interest to clinicians? World Psychiatry 2010

Oct;9(3):155-161 [FREE Full text] [doi: 10.1002/j.2051-5545.2010.tb00298.x] [Medline: 20975857]
3. Kim B, Park EY. The combined effect of socioeconomic status and metabolic syndrome on depression: the Korean National

Health and Nutrition Examination Survey (KNHANES). BMC Public Health 2020 May 04;20(1):617 [FREE Full text]
[doi: 10.1186/s12889-020-08778-3] [Medline: 32366283]

4. Jager KJ, Zoccali C, Macleod A, Dekker FW. Confounding: what it is and how to deal with it. Kidney Int 2008
Feb;73(3):256-260 [FREE Full text] [doi: 10.1038/sj.ki.5002650] [Medline: 17978811]

5. Greenland S. Invited commentary: variable selection versus shrinkage in the control of multiple confounders. Am J Epidemiol
2008 Mar 01;167(5):523-9; discussion 530. [doi: 10.1093/aje/kwm355] [Medline: 18227100]

6. Stoltzfus JC. Logistic regression: a brief primer. Acad Emerg Med 2011 Oct;18(10):1099-1104 [FREE Full text] [doi:
10.1111/j.1553-2712.2011.01185.x] [Medline: 21996075]

7. Lima E, Davies P, Kaler J, Lovatt F, Green M. Variable selection for inferential models with relatively high-dimensional
data: Between method heterogeneity and covariate stability as adjuncts to robust selection. Sci Rep 2020 May 14;10(1):8002
[FREE Full text] [doi: 10.1038/s41598-020-64829-0] [Medline: 32409668]

8. Dankers FJWM, Traverso A, Wee L, van Kuijk SMJ. Prediction Modeling Methodology. In: Kubben P, Dumontier M,
Dekker A, editors. Fundamentals of Clinical Data Science. Cham: Springer; 2019:101-120.

9. Tlachac ML, Rundensteiner EA. Depression Screening from Text Message Reply Latency. Annu Int Conf IEEE Eng Med
Biol Soc 2020 Jul;2020:5490-5493. [doi: 10.1109/EMBC44109.2020.9175690] [Medline: 33019222]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1044https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://onlinelibrary.wiley.com/resolve/openurl?genre=article&sid=nlm:pubmed&issn=1723-8617&date=2010&volume=9&issue=3&spage=155
http://dx.doi.org/10.1002/j.2051-5545.2010.tb00298.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20975857&dopt=Abstract
https://bmcpublichealth.biomedcentral.com/articles/10.1186/s12889-020-08778-3
http://dx.doi.org/10.1186/s12889-020-08778-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32366283&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0085-2538(15)52974-8
http://dx.doi.org/10.1038/sj.ki.5002650
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17978811&dopt=Abstract
http://dx.doi.org/10.1093/aje/kwm355
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18227100&dopt=Abstract
https://doi.org/10.1111/j.1553-2712.2011.01185.x
http://dx.doi.org/10.1111/j.1553-2712.2011.01185.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21996075&dopt=Abstract
https://doi.org/10.1038/s41598-020-64829-0
http://dx.doi.org/10.1038/s41598-020-64829-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32409668&dopt=Abstract
http://dx.doi.org/10.1109/EMBC44109.2020.9175690
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33019222&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


10. Wang S, Pathak J, Zhang Y. Using Electronic Health Records and Machine Learning to Predict Postpartum Depression.
Stud Health Technol Inform 2019 Aug 21;264:888-892. [doi: 10.3233/SHTI190351] [Medline: 31438052]

11. Gu S, Zhou J, Yuan C, Ye Q. Personalized prediction of depression in patients with newly diagnosed Parkinson's disease:
A prospective cohort study. J Affect Disord 2020 May 01;268:118-126. [doi: 10.1016/j.jad.2020.02.046] [Medline: 32158001]

12. Brownlee J. XGBoost With Python: Gradient Boosted Trees with XGBoost and scikit-learn. San Juan, PR: Machine Learning
Mastery; 2018.

13. Olson RS, Moore JH. TPOT: A Tree-Based Pipeline Optimization Tool for Automating Machine Learning. In: Hutter F,
Kotthoff L, Vanschoren J, editors. Automated Machine Learning. The Springer Series on Challenges in Machine Learning.
Cham: Springer; 2019:151-160.

14. Kweon S, Kim Y, Jang M, Kim Y, Kim K, Choi S, et al. Data resource profile: the Korea National Health and Nutrition
Examination Survey (KNHANES). Int J Epidemiol 2014 Feb;43(1):69-77 [FREE Full text] [doi: 10.1093/ije/dyt228]
[Medline: 24585853]

15. Yoon KC, Choi W, Lee HS, Kim S, Kim S, Kim CY, et al. An Overview of Ophthalmologic Survey Methodology in the
2008-2015 Korean National Health and Nutrition Examination Surveys. Korean J Ophthalmol 2015 Dec;29(6):359-367
[FREE Full text] [doi: 10.3341/kjo.2015.29.6.359] [Medline: 26635451]

16. Korea National Health and Nutrition Examination Survey. Korea Centers for Disease Control and Prevention. URL: https:/
/knhanes.kdca.go.kr/knhanes/eng/index.do [accessed 2021-06-05]

17. EuroQol. EQ-5D-3L. URL: https://euroqol.org/eq-5d-instruments/eq-5d-3l-about/ [accessed 2021-06-05]
18. Lundberg SM, Erion G, Chen H, DeGrave A, Prutkin JM, Nair B, et al. From Local Explanations to Global Understanding

with Explainable AI for Trees. Nat Mach Intell 2020 Jan;2(1):56-67 [FREE Full text] [doi: 10.1038/s42256-019-0138-9]
[Medline: 32607472]

19. WeightedROC: Fast, Weighted ROC Curves. r-project. URL: https://CRAN.R-project.org/package=WeightedROC [accessed
2021-06-05]

20. Epskamp S, Cramer AOJ, Waldorp LJ, Schmittmann VD, Borsboom D. qgraph: Network Visualizations of Relationships
in Psychometric Data. J. Stat. Soft 2012 Sep 1;48(4):1-18. [doi: 10.18637/jss.v048.i04]

21. Pereira-Morales AJ, Adan A, Forero DA. Network analysis of multiple risk factors for mental health in young Colombian
adults. J Ment Health 2019 Apr;28(2):153-160. [doi: 10.1080/09638237.2017.1417568] [Medline: 29265896]

22. Robinaugh DJ, Millner AJ, McNally RJ. Identifying highly influential nodes in the complicated grief network. J Abnorm
Psychol 2016 Aug;125(6):747-757 [FREE Full text] [doi: 10.1037/abn0000181] [Medline: 27505622]

23. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: Machine Learning in Python.
Journal of Machine Learning Research 2011;12:2825-2830 [FREE Full text]

24. Chen T, Guestrin C. XGBoost: A Scalable Tree Boosting System. In: KDD '16: Proceedings of the 22nd ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining. 2016 Presented at: 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining; August, 13, 2016; San Francisco, CA p. 785-794. [doi:
10.1145/2939672.2939785]

25. Lumley T. Complex Surveys: A Guide to Analysis Using R. Hoboken, NJ: John Wiley & Sons, Inc; 2010.
26. Wickham H. ggplot2: Elegant Graphics for Data Analysis. Cham: Springer; 2016.
27. Pasek J. weights: Weighting and Weighted Statistics. r-project. URL: https://CRAN.R-project.org/package=weights [accessed

2021-06-05]
28. Brownlee J. Imbalanced Classification with Python. San Juan, PR: Machine Learning Mastery; 2020.
29. Spitzer RL, Kroenke K, Williams JB. Validation and utility of a self-report version of PRIME-MD: the PHQ primary care

study. Primary Care Evaluation of Mental Disorders. Patient Health Questionnaire. JAMA 1999 Nov 10;282(18):1737-1744.
[doi: 10.1001/jama.282.18.1737] [Medline: 10568646]

30. Manea L, Gilbody S, McMillan D. Optimal cut-off score for diagnosing depression with the Patient Health Questionnaire
(PHQ-9): a meta-analysis. CMAJ 2012 Feb 21;184(3):E191-E196 [FREE Full text] [doi: 10.1503/cmaj.110829] [Medline:
22184363]

31. Yang L, Zhao Y, Wang Y, Liu L, Zhang X, Li B, et al. The Effects of Psychological Stress on Depression. Curr
Neuropharmacol 2015;13(4):494-504 [FREE Full text] [doi: 10.2174/1570159x1304150831150507] [Medline: 26412069]

32. Van Lieshout RJ, Bienenstock J, MacQueen GM. A review of candidate pathways underlying the association between
asthma and major depressive disorder. Psychosom Med 2009 Feb;71(2):187-195. [doi: 10.1097/PSY.0b013e3181907012]
[Medline: 19073754]

33. Barabasi, Albert R. Emergence of scaling in random networks. Science 1999 Oct 15;286(5439):509-512 [FREE Full text]
[doi: 10.1126/science.286.5439.509] [Medline: 10521342]

34. Bjelland I, Krokstad S, Mykletun A, Dahl AA, Tell GS, Tambs K. Does a higher educational level protect against anxiety
and depression? The HUNT study. Soc Sci Med 2008 Mar;66(6):1334-1345. [doi: 10.1016/j.socscimed.2007.12.019]
[Medline: 18234406]

35. Elovainio M, Hakulinen C, Pulkki-Råback L, Juonala M, Raitakari OT. A network approach to the analysis of psychosocial
risk factors and their association with health. J Health Psychol 2020 Sep;25(10-11):1587-1600. [doi:
10.1177/1359105318765624] [Medline: 29607696]

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1045https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.3233/SHTI190351
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438052&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2020.02.046
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32158001&dopt=Abstract
http://europepmc.org/abstract/MED/24585853
http://dx.doi.org/10.1093/ije/dyt228
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24585853&dopt=Abstract
https://ekjo.org/DOIx.php?id=10.3341/kjo.2015.29.6.359
http://dx.doi.org/10.3341/kjo.2015.29.6.359
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26635451&dopt=Abstract
https://knhanes.kdca.go.kr/knhanes/eng/index.do
https://knhanes.kdca.go.kr/knhanes/eng/index.do
https://euroqol.org/eq-5d-instruments/eq-5d-3l-about/
http://europepmc.org/abstract/MED/32607472
http://dx.doi.org/10.1038/s42256-019-0138-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32607472&dopt=Abstract
https://CRAN.R-project.org/package=WeightedROC
http://dx.doi.org/10.18637/jss.v048.i04
http://dx.doi.org/10.1080/09638237.2017.1417568
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29265896&dopt=Abstract
http://europepmc.org/abstract/MED/27505622
http://dx.doi.org/10.1037/abn0000181
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27505622&dopt=Abstract
https://jmlr.org/papers/volume12/pedregosa11a/pedregosa11a.pdf
http://dx.doi.org/10.1145/2939672.2939785
https://CRAN.R-project.org/package=weights
http://dx.doi.org/10.1001/jama.282.18.1737
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10568646&dopt=Abstract
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=22184363
http://dx.doi.org/10.1503/cmaj.110829
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22184363&dopt=Abstract
http://europepmc.org/abstract/MED/26412069
http://dx.doi.org/10.2174/1570159x1304150831150507
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26412069&dopt=Abstract
http://dx.doi.org/10.1097/PSY.0b013e3181907012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19073754&dopt=Abstract
https://www.sciencemag.org/cgi/pmidlookup?view=long&pmid=10521342
http://dx.doi.org/10.1126/science.286.5439.509
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10521342&dopt=Abstract
http://dx.doi.org/10.1016/j.socscimed.2007.12.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18234406&dopt=Abstract
http://dx.doi.org/10.1177/1359105318765624
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29607696&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


36. Ervasti J, Vahtera J, Pentti J, Oksanen T, Ahola K, Kivimäki M, et al. Depression-related work disability: socioeconomic
inequalities in onset, duration and recurrence. PLoS One 2013;8(11):e79855 [FREE Full text] [doi:
10.1371/journal.pone.0079855] [Medline: 24278194]

37. Sobocki P, Ekman M, Agren H, Krakau I, Runeson B, Mårtensson B, et al. Health-related quality of life measured with
EQ-5D in patients treated for depression in primary care. Value Health 2007;10(2):153-160 [FREE Full text] [doi:
10.1111/j.1524-4733.2006.00162.x] [Medline: 17391424]

38. Solmi M, Koyanagi A, Thompson T, Fornaro M, Correll CU, Veronese N. Network analysis of the relationship between
depressive symptoms, demographics, nutrition, quality of life and medical condition factors in the Osteoarthritis Initiative
database cohort of elderly North-American adults with or at risk for osteoarthritis – CORRIGENDUM. Epidemiol Psychiatr
Sci 2019 Mar 08;29. [doi: 10.1017/s2045796019000064]

39. Jung JH, Seok H, Kim J, Song GG, Choi SJ. Association between osteoarthritis and mental health in a Korean population:
a nationwide study. Int J Rheum Dis 2018 Mar;21(3):611-619. [doi: 10.1111/1756-185X.13098] [Medline: 28544532]

40. Semenkovich K, Brown ME, Svrakic DM, Lustman PJ. Depression in type 2 diabetes mellitus: prevalence, impact, and
treatment. Drugs 2015 Apr;75(6):577-587. [doi: 10.1007/s40265-015-0347-4] [Medline: 25851098]

41. Wei Y, Cai D, Liu J, Liu R, Wang S, Tang Y, et al. Cholesterol and triglyceride levels in first-episode patients with major
depressive disorder: A meta-analysis of case-control studies. J Affect Disord 2020 Apr 01;266:465-472. [doi:
10.1016/j.jad.2020.01.114] [Medline: 32056914]

42. Oh J, Kim T. Serum lipid levels in depression and suicidality: The Korea National Health and Nutrition Examination Survey
(KNHANES) 2014. J Affect Disord 2017 Apr 15;213:51-58. [doi: 10.1016/j.jad.2017.02.002] [Medline: 28189965]

43. Sarris J, O'Neil A, Coulson CE, Schweitzer I, Berk M. Lifestyle medicine for depression. BMC Psychiatry 2014 Apr
10;14:107 [FREE Full text] [doi: 10.1186/1471-244X-14-107] [Medline: 24721040]

44. Simerville JA, Maxted WC, Pahira JJ. Urinalysis: a comprehensive review. Am Fam Physician 2005 Mar 15;71(6):1153-1162
[FREE Full text] [Medline: 15791892]

45. Ellis GG, Coppen A, Glen AI. Urine concentration in depressive illness. J Neurol Neurosurg Psychiatry 1971 Feb;34(1):30-31
[FREE Full text] [doi: 10.1136/jnnp.34.1.30] [Medline: 5551692]

Abbreviations
AUC: area under the receiver operating characteristic curve
EBICglasso: extended Bayesian information criterium graphical lasso
EQ-5D-3L: EuroQol five-dimension three-level
KCDC: Korea Centers for Disease Control and Prevention
KNHANES: Korea National Health and Nutrition Examination Survey
LASSO: least absolute shrinkage and selection operator
PHQ-9: Patient Health Questionnaire-9
PSU: primary sampling unit
QoL: quality of life
ROC: receiver operating characteristic
SES: socioeconomic status
TPOT: tree-based pipeline optimization tool
USG: urine specific gravity
XGBoost: extreme gradient boosting

Edited by R Kukafka; submitted 22.01.21; peer-reviewed by X Cheng, M Pradhan; comments to author 26.02.21; revised version
received 06.03.21; accepted 06.05.21; published 24.06.21.

Please cite as:
Nam SM, Peterson TA, Seo KY, Han HW, Kang JI
Discovery of Depression-Associated Factors From a Nationwide Population-Based Survey: Epidemiological Study Using Machine
Learning and Network Analysis
J Med Internet Res 2021;23(6):e27344
URL: https://www.jmir.org/2021/6/e27344/ 
doi:10.2196/27344
PMID:34184998

©Sang Min Nam, Thomas A Peterson, Kyoung Yul Seo, Hyun Wook Han, Jee In Kang. Originally published in the Journal of
Medical Internet Research (https://www.jmir.org), 24.06.2021. This is an open-access article distributed under the terms of the

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1046https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://dx.plos.org/10.1371/journal.pone.0079855
http://dx.doi.org/10.1371/journal.pone.0079855
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24278194&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1098-3015(10)60463-9
http://dx.doi.org/10.1111/j.1524-4733.2006.00162.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17391424&dopt=Abstract
http://dx.doi.org/10.1017/s2045796019000064
http://dx.doi.org/10.1111/1756-185X.13098
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28544532&dopt=Abstract
http://dx.doi.org/10.1007/s40265-015-0347-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25851098&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2020.01.114
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32056914&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2017.02.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28189965&dopt=Abstract
https://bmcpsychiatry.biomedcentral.com/articles/10.1186/1471-244X-14-107
http://dx.doi.org/10.1186/1471-244X-14-107
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24721040&dopt=Abstract
https://www.aafp.org/link_out?pmid=15791892
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15791892&dopt=Abstract
https://jnnp.bmj.com/lookup/pmidlookup?view=long&pmid=5551692
http://dx.doi.org/10.1136/jnnp.34.1.30
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=5551692&dopt=Abstract
https://www.jmir.org/2021/6/e27344/
http://dx.doi.org/10.2196/27344
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34184998&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is
properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as
this copyright and license information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27344 | p.1047https://www.jmir.org/2021/6/e27344/
(page number not for citation purposes)

Nam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Chatbots to Support People With Dementia and Their Caregivers:
Systematic Review of Functions and Quality

Nicole Ruggiano1*, MSW, PhD; Ellen L Brown2*, MS, RN, EdD, FAAN; Lisa Roberts3*, PT, MS, DPT, CSCS; C

Victoria Framil Suarez4*, APRN, ANP-BC, DNP; Yan Luo1*, BSW; Zhichao Hao1*, MSW; Vagelis Hristidis5*, PhD
1School of Social Work, University of Alabama, Tuscaloosa, AL, United States
2Graduate Nursing Department, Nicole Wertheim College of Nursing and Health Sciences, Florida International University, Miami, FL, United States
3Department of Physical Therapy, Nicole Wertheim College of Nursing and Health Sciences, Florida International University, Miami, FL, United States
4Department of Nursing, Nicole Wertheim College of Nursing and Health Sciences, Florida International University, Miami, FL, United States
5Department of Computer Science and Engineering, University of California, Riverside, Riverside, CA, United States
*all authors contributed equally

Corresponding Author:
Vagelis Hristidis, PhD
Department of Computer Science and Engineering
University of California, Riverside
317 Winston Chung Hall
900 University Ave
Riverside, CA, 92521
United States
Phone: 1 951 827 2478
Email: vagelis@cs.ucr.edu

Abstract

Background: Over the past decade, there has been an increase in the use of information technologies to educate and support
people with dementia and their family caregivers. At the same time, chatbot technologies have become increasingly popular for
use by the public and have been identified as having benefits for health care delivery. However, little is known about how chatbot
technologies may benefit people with dementia and their caregivers.

Objective: This study aims to identify the types of current commercially available chatbots that are designed for use by people
with dementia and their caregivers and to assess their quality in terms of features and content.

Methods: Chatbots were identified through a systematic search on Google Play Store, Apple App Store, Alexa Skills, and the
internet. An evidence-based assessment tool was used to evaluate the features and content of the identified apps. The assessment
was conducted through interrater agreement among 4 separate reviewers.

Results: Of the 505 initial chatbots identified, 6 were included in the review. The chatbots assessed varied significantly in terms
of content and scope. Although the chatbots were generally found to be easy to use, some limitations were noted regarding their
performance and programmed content for dialog.

Conclusions: Although chatbot technologies are well established and commonly used by the public, their development for
people with dementia and their caregivers is in its infancy. Given the successful use of chatbots in other health care settings and
for other applications, there are opportunities to integrate this technology into dementia care. However, more evidence-based
chatbots that have undergone end user evaluation are needed to evaluate their potential to adequately educate and support these
populations.

(J Med Internet Res 2021;23(6):e25006)   doi:10.2196/25006
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Introduction

Background
Over the past decade, chatbot technologies have increasingly
been used by people to meet a variety of daily needs, including
social and emotional support and information seeking [1]. The
term chatbot refers to technologies that facilitate
human-computer interaction by mimicking natural language
conversations with users, either through text or spoken words
[2]. Chatbots are also referred to as conversation agents, dialog
assistants, or intelligent virtual assistants, the latter often
referring to Google Assistant, iPhone Siri, and Amazon Alexa.
Although interest in chatbots has increased among researchers,
software developers, and end users alike, little is known about
the efficacy of using chatbots to support people with dementia
(which includes Alzheimer disease and related dementias) and
or their caregivers. To address this gap in scholarship, the aim
of this paper is to systematically review and evaluate the
characteristics of chatbots that are currently available on the
market and focus on dementia. The findings have implications
for advancing technologies that support dementia care and
caregiving, which has been identified as a top research priority
[3].

Technologies for People With Dementia and Dementia
Caregivers
There has been a growing interest in developing and testing
technologies that can improve the quality of life and care for
people with dementia and their family caregivers. Indeed, in
2018, the Family Caregiving Institute held a Research Priorities
in Caregiving Summit: Advancing Family-Centered Care Across
the Trajectory of Serious Illness. Among the 10 research
priorities identified, the first 2 are “evaluate technologies that
facilitate choice and shared decision making” and “determine
where technology is best integrated across the trajectory of
caregiving” [3].

Previous research has found that people with dementia have the
ability to use a number of technologies designed to fit their
needs, including computers [4] and touchscreen technologies
[5,6]. Similarly, over the last decade, there has been increasing
effort to develop technology-based interventions for dementia
caregivers [7]. There is also a growing number of smartphone
apps that target the needs of people with dementia and/or
dementia caregivers [8,9]. In their systematic review of
computer-based cognitive interventions for people with
dementia, García-Casal et al [4] concluded that computer-based
interventions demonstrated greater efficacy in improving
cognition than noncomputer-based interventions. In a systematic
review of technology-based interventions for dementia
caregivers, it was reported that technology-based interventions
often demonstrated efficacy in improving psychosocial outcomes
but did not demonstrate efficacy in improving caregiving skills
or care self-efficacy. Little is known about the use of chatbots
among people with dementia and their caregivers [7].

Chatbot Technology and Health
Chatbots may use a variety of platforms, including websites,
smartphones (eg, Siri), mobile apps (specialized in a domain

such as depression or for general purpose, such as WhatsApp
and Messenger), SMS text messaging, and in-home smart
technologies (eg, Alexa) chatbots. Loranjo et al [10] identified
3 approaches for chatbots to manage dialog: (1) finite state,
where there is a predetermined sequence of dialog steps that
the user is led through; (2) frame based, where the chatbot asks
the user questions and the user responses guide the chatbot
through a flow of communication that is not predetermined;
and (3) agent based, where artificial intelligence allows the
chatbot and user to engage in complex communication. The
same review reported that chatbot programs may allow dialog
to be led by the chatbot system or the human user; dialog may
either be in text or verbal formats.

One of the first established chatbots was programmed in the
1960s, called ELIZA, which was used for text-based psychiatric
interviews [11]. This sparked the development of several early
chatbots, such as GURU [12], CONVERSE [13], ALICE, and
Elizabeth [14]. The renewed interest in chatbots in recent years
is largely because of the advancements in deep learning
technology [15], which enables agent-based chatbots, and the
advancements in voice recognition technology, which have
facilitated voice assistants such as Apple’s Siri, Microsoft’s
Cortana, Amazon’s Alexa, and Google’s new Assistant [16].

Having been used for customer service, education, website user
support, and entertainment, chatbots were found to have
promising use in health care [10,17], especially for symptom
self-assessment (eg, Babylon Health [18], Sensely, Ada Health,
and your.md), and telemedicine [19,20]. Over time, chatbots
have been developed and tested to address a number of health
conditions and topics, including HIV and sexual health [21],
substance abuse, assessment, mental health assessment [22],
and weight management [23]. Overall, research on health-related
chatbots has demonstrated promising results. In a review of
chatbots for psychiatric care, it was reported that chatbots
demonstrate efficacy in facilitating psychoeducation and
self-adherence to treatment [24].

The benefits of using chatbots for health care have been
identified for patients and health care systems alike. For
example, chatbots may support patients in treatment
management and moral support [25]. For health care systems
using telehealth, well-designed chatbots can be a cost-effective
way to collect patient data, facilitate patient education, improve
engagement with patients, and allocate resources more
efficiently [19]. A recent systematic review by Laranjo et al
[10] concluded that despite the potential benefits of
conversational agents in the health care field, limited research
has evaluated the efficacy and safety of this technology.

Chatbots for Aging and Health
As the state-of-the-art advances, more older adults are using
information technologies to meet a number of chronic health
needs, such as increasing health self-efficacy, supporting
self-care management, engaging in health promotion, and
interacting with health care providers [26]. Previous studies
have highlighted that auditory chatbots may be especially useful
for older adults for health-related communication and
information seeking because they operate through voice-driven
conversation, which may be helpful for those with low computer
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literacy [27,28]. Chatbots, such as virtual assistants, have been
used by older adults for many purposes. A previous study
showed that voice-activated personal assistants were used as
medication reminders for older adults [28]. Another study also
indicated the application of chatbots to follow up older patients
with cancer receiving chemotherapy at home [25].

In the case of dementia care and caregiving, information
technologies have specifically been identified as a potential way
to overcome the existing challenges of accessing education and
emotional support [29,30]. Caregivers of people with dementia
often experience depression, burden, and poor health outcomes
because of lack of emotional and caregiving support, knowledge,
and coping strategies for the complexity of dementia care [31].
This can have a negative impact on the quality of care and
outcomes for people with dementia [31]. Information technology
can overcome existing barriers to education and support for
caregivers who are unable to attend in-person services or need
flexible scheduling of services [8]. Preliminary studies on
information and other mobile technologies have also
demonstrated positive benefits for caregivers [8,32]. Mobile
information technologies targeting people with dementia have
mostly focused on improving memory and engagement [5].
Given the previous evidence presented on the benefits of using
chatbots among older adults and in health care in general, they
may pose unique benefits in providing education and support
to people with dementia and their caregivers. They may
especially be beneficial for those living in rural communities,
who may face the challenge of distance and limited resources
for interacting with providers and services [33]. It should be
noted that there are commercially available apps that use
chatbots for making clinical assessments of people with
dementia [34]. However, many of these are designed to be used
with the assistance of a professional and are not focused on
education and support for care at home.

Need for Critical Review
Many of the identified uses for chatbots, such as
self-assessments and health education, are potentially helpful
in educating and supporting people with dementia and their
caregivers. Advancing such technologies for the purpose of
dementia care is critical, given that states are projected to
increase the incidence of neurodegenerative diseases by up to
33% between 2019 and 2025 [31]. However, little is known
about how chatbots may be useful for dementia care and
caregiving. To address this gap, this study systematically
identified and evaluated existing chatbot apps that are available
on the market to educate and support people with dementia and
their caregivers.

Methods

Overview
Previous studies on smartphone apps informed the methodology
for evaluating existing chatbots [35]. A review of chatbot apps
that focus on dementia was conducted between December 2019
and April 2020. Given the lack of chatbot app research in the
academic literature, 3 investigators (NR, YL, and ZH)
independently conducted searches on Google Play Store, Apple
App Store, Amazon’s Alexa Skills, and the internet. Key search
terms used alone or in combination included “Chatbot,” “Virtual
Assistant,” “Alzheimer’s,”” dementia,” “health,” and
“caregiver.”

Chatbot apps were included for evaluation if they were
programmed to engage in interactive dialog with the technology,
verbally or through text; were focused on the topic of dementia;
were designed for use by dementia caregivers and/or people
with dementia; were available for download and use; were
available in English; and were not games. Chatbots were
excluded if they were programmed so that users chat with a live
person, did not have content related to dementia, were designed
to be used by providers, were not currently available for use,
were not available in English, or were games. A total of 6
investigators were involved in evaluating apps for inclusion or
exclusion criteria, and at least two investigators reviewed each
app independently.

Critical Review
The evaluation tool of identified chatbots was developed using
the framework developed by Radziwill and Benton [36] for
evaluating chatbots, which is grounded in the computer science
literature. The characteristics assessed are shown in Figure 1
and include efficiency, which included the category of
productivity; effectiveness, which included the categories of
functionality and humanity; and satisfaction, which included
the categories of affect and ethics and behavior. A total of 3
authors (ELB, LR, and CVFS) evaluated each item of the
assessment and graded the item using the following scale: ✓
(check), indicating that the evaluators could observe the attribute
and/or the app-performed attribute function; — (em dash),
indicating that the attribute or function was nonfunctional or
inconsistent in functionality when accessed, and N/A (not
applicable), indicating that the attribute did not apply to the
stated functions of the app. The authors then compared their
grades for each item and discussed discrepancies until an
agreement was reached. A thematic analysis then was conducted
based on the trend in scoring on the assessment across chatbots.
All observations made by the team about the chatbot were based
on their performance when evaluated in April 2020.
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Figure 1. Flowchart of the chatbot apps searched and the screening procedures conducted using the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines.

Results

Overview
The results of the search strategy are shown in Figure 1. Overall,
6 chatbot apps targeted the topic of dementia: 1 text-based
mobile app and 5 Alexa Skills voice apps. It should be noted
that the text-based mobile app (CogniCare, CogniHealth Ltd)
was associated with one of the Alexa Skills apps, and these apps
were the only ones identified to have an associated website.
Half of the apps focused on education about dementia, whereas

the other half focused on memory and reminiscence. The
educational content provided through the apps was generally
about the epidemiology and symptoms of dementia and less
focused on caregiving skills and activities. None of the apps
made claims about the expected outcomes of using the app, and
no peer-reviewed research was identified for any of the apps.
General information about the apps reviewed can be found in
Table 1, and the assessment of the apps can be found in Table
2. The assessment of the apps took place in May 2020; therefore,
the characteristics of the app presented here may have changed
since then.
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Table 1. General information about the chatbot apps.

Privacy statementPriceDownloads (N)Operating systemDeveloper nameApp IDApp name

YesFree≥1000Android and iOSCogniHealth Ltd (in partnership with
Alzheimer Scotland)

1CogniCare mobile app

YesFreeNot reportedAlexa SkillsCogniHealth Ltd (in partnership with
Alzheimer Scotland)

2CogniCare (Alexa Skills
version)

YesFreeNot reportedAlexa SkillsZ55-Studios3My Life Story

YesFreeNot reportedAlexa SkillsT Tillman4Dementia Types

YesFreeNot reportedAlexa SkillsFire Up Your Goals LLC5Build Your Brain Power

YesFreeNot reportedAlexa Skillsjaimiles236Everything Memory
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Table 2. Assessment tool informed by the framework developed by Radziwill and Benton and evaluation of apps by the research team.

App IDsCategory, Quality attributea

654321

Efficiency

Performance

———✓—c✓bRobustness to unexpected input

N/A——✓—N/AdAvoids inappropriate utterances and is able to perform damage control

N/A——✓N/A—Effective function allocation and provides appropriate escalation channels to humans

Effectiveness

Functionality

✓✓—✓—N/AAccurate speech synthesis

✓✓—✓—✓Interprets commands accurately

✓✓✓✓—✓General ease of use

✓✓✓——✓Executes requested tasks

✓✓✓N/A—✓Contains breadth of knowledge and is flexible in interpreting it

Humanity

———✓—N/APasses the Turing test

✓——✓—N/AConvincing, satisfying, and natural interaction

N/AN/A—N/A—✓Able to respond to specific questions

N/AN/A✓N/A—N/AAble to maintain themed discussion

Satisfaction

Affect

✓✓✓✓✓N/AProvides greetings and conveys personality

✓✓✓N/A—N/AGives conversational cues

✓—✓✓✓N/AExudes warmth and authenticity

✓—✓✓—✓Makes tasks more fun and interesting

✓—✓✓—✓Entertains and/or enables participant to enjoy the interaction

Ethics and behavior

————✓✓Ethics and cultural knowledge of users

✓—✓✓✓✓Protects and respects privacy

✓———✓✓Sensitivity to safety and social concerns

————✓✓Trustworthiness (of information source)

——————Awareness of trends and social context (in language and conversation)

aApps were evaluated in May 2020.
bEvaluators could observe the attribute and/or the app-performed attribute function, as described earlier.
cThe attribute or function was nonfunctional or inconsistent in functionality when accessed.
dN/A: not applicable.

Efficiency in Performance
For all apps, their functions and features were described in detail
on Google Play Store or Alexa Skills pages. A total of 2 apps
(app number 4 and 6) had more detailed instructions for getting
started with using the apps than the others. One app (app number
2) offered an extensive guide to using the app with Alexa,
although this guide was found on the developer’s website and
was not linked or listed on Amazon.com, where the app could

be found and accessed. On Amazon.com, there was only a list
of voice commands in speech bubbles that suggested questions
to ask the chatbot. This posed challenges for the evaluators who
initially accessed the apps for evaluation. The mobile text–based
chatbot (app number 1) was the easiest to get started.

The evaluators also faced linguistic challenges when initially
accessing the functions of the voice chatbot apps. For instance,
some instances of Alexa’s voice recognition were not flexible
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with the user’s pronunciation of commands or required a specific
command to get started in the chatbots, which was not
immediately understood by the researchers. This may also be
the reason that for voice chatbots, the evaluators noted that they
would perform some of their described features, but not others.
Only 1 chatbot (number 3) performed well on all 3 performance
attributes. This was an audio chatbot that went through a series
of questions about the user’s life history, where the information
was programmed into the app and the chatbot would tell the
user their life story on command. For 3 of the chatbots, not all
performance attributes were applicable.

Effectiveness

Functionality
In general, the chatbots were evaluated more favorably for their
functionality, compared with the other categories assessed. In
total, 5 of the 6 chatbots were found to be easy to use once the
researchers were able to get the programs started. Of the 5
chatbots designed to educate about dementia, 3 were found to
have a breadth of knowledge and flexibility in interpreting
information.

Humanity
All apps demonstrated the ability to interact with users through
voice or text responses to users’ input. Although users found
the apps’ responses to their input to be understandable and
logical, their responses were perceived to be more automated
than natural conversation. Only 1 app (app number 3) passed
the Turing test, which is the extent to which one can tell the
difference between conversing with a human and the chatbot.
The researchers also found that the programmed dialog in all
the chatbots was limited in scope, which made extended
language exchange between the user and chatbot to also be
constrained. For example, 1 chatbot (app number 4) provided
a definition for each type of dementia, but there was no
additional content for a true back-and-forth exchange.

Satisfaction

Affect
In general, the evaluators assessed the chatbots as having
features aimed at increasing the user’s enjoyment while using
them. For instance, 1 app (number 3) played calm music in the
background while the users accessed its other features. All audio
chatbots provided greetings and/or conveyed personality. Only
3 chatbots appeared to provide conversational cues to facilitate
the user’s ongoing engagement. For example, 1 chatbot would
instruct the user to “Say, ‘tell me more’” after it completed its
dialog (app number 4). A total of 3 apps were evaluated as
having the potential to make caregiving tasks more enjoyable
or interesting.

Ethics and Behavior
Safety and privacy protection were evaluated for chatbot apps.
In total, 5 apps had privacy statements describing the terms of
use and security of users’ input. In all the privacy statements,
the developer confirmed that none of the users’ information
would be shared with third parties, unless the user gave
permission to do so. In total, 2 apps (app number 2 and 6)

included statements in their app descriptions that the chatbot
was not a substitute for medical care or advice. In terms of
trustworthiness of information, 4 apps were created by private
developers. Two of the chatbot apps (app number 1 and 2) were
developed by the same entity, which partnered with the
nongovernmental organization Alzheimer Scotland to develop
both the apps. It should be noted that since the time of review
of the chatbots, the organization has also partnered with the
University of Edinburgh for development. Hence, these apps
were viewed as having the highest perception of trustworthiness.

Although the apps had content and functions that were deemed
interesting and useful, some of the limitations in programmed
content (as described earlier) presented challenges in this
category as well. For instance, none of the apps were available
in languages other than English, although 1 app (number 2)
listed that their app was available in English from 5 different
countries. The evaluators were not able to assess whether this
resulted in language differences (eg, idioms and pronunciations)
that were country specific. None of the apps were programmed
to respond to patterns or the social context of user input.

Discussion

Principal Findings
At the time of this review, it was found that commercially
available chatbot apps for people with dementia and their
caregivers appeared to be in an early stage, with only 6 identified
apps that met the search criteria across Google Play Store, the
Apple Store, Amazon Alexa Skills, and the internet. All but one
of these chatbot apps was the Alexa Skills app. Although
chatbots, and specifically intelligent voice assistants, have been
suggested as a potential source of assistance for older adults in
general [37], their assessment indicates that people with
dementia and their caregivers may experience challenges in
using them. For instance, most apps had limitations in their
programmed content, which created challenges when evaluators
did not use specific commands. This may create barriers for
populations with cognitive impairment or populations that use
English as a second language. It may also create challenges for
those who are not already familiar with chatbot technologies.
Hence, people with dementia and caregivers could become
frustrated when chatbots do not function as expected.

Limited program content also created challenges in having
extended and/or varied conversations between users and
chatbots. Owing to the complexity of dementia and variations
in symptoms, this could limit the amount of education and
support provided to a diverse population of people with dementia
and their caregivers. This could impede the use of chatbots for
information seeking and support. However, the hardware
required for intelligent voice assistant platforms, such as Alexa,
is recognized as having potential benefits for people with
dementia and their caregivers. For instance, Alexa Skills relies
on voice for navigation, which may be easier for older adults
than typing, and does not require technical accessories, such as
a mouse or keyboard. Hence, it may be worthwhile to further
investigate how chatbots can be designed with user-friendly
features for older adults, especially those who may have
cognitive or memory impairments.
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Several of the chatbots reviewed included educational
information, although references were not provided for the
informational sources; therefore, it was unclear whether
health-related information provided by the chatbots is evidence
based or whether information has been updated as needed.
Designers should consider providing and using peer-reviewed
references used in programming chatbots. In addition, although
chatbot apps appeared to focus on education about dementia
and engagement, the apps did not offer much information on
caregiving skills and activities. However, the guidebook found
for the CogniCare Alexa Skills chatbot reported that such
content was being planned for the future. Such content would
increase the usefulness of the chatbots for caregivers, who often
feel isolated and have low caregiving self-efficacy.

Humanity Versus Usefulness
We found that most chatbots did not pass the Turing test, which
mainly means that they were unable to keep the conversation
going while pretending to be human. We note that acting human
may not be enough if the chatbot does not achieve its goals of
educating or helping caregivers or patients. Most early research
on chatbots has focused on the humanity aspect [11], whereas
more recent research has focused on how to create goal-oriented
chatbots, which understand the user and complete a transaction,
such as making an appointment or answering a question. Much
of this recent work assumes that there is a data set of
conversation on the domain to train, which is not the case for
dementia care, where there are no available conversations
between patients and providers. Nevertheless, as more artificial
intelligence tools are created, we expect that the responsiveness
of dementia chatbots will improve as well.

Need for Evidence-Based Chatbots for Dementia Care
and Caregiving
It is important to explore how chatbots may be used to educate
and support people with dementia and their families. There are
many potential chatbot functions that those affected by dementia
may value depending on their preferences and needs. For
instance, given the previous applications of chatbots to adult
learning, chatbots could be used to educate and train caregivers
on a variety of topics, especially those who feel isolated [38].
Chatbots can also be programmed so that caregivers can take
self-assessments and receive evidence-based feedback or be
linked with resources. For people with dementia, designers may
consider how evidence-based cognitive training and other
evidence-based programs can be administered via a chatbot
[39].

When considering people with dementia as targeted end users,
designers should also consider that there is a continuum of
severity in dementia symptomology and assess how content and
functions may be appropriate for different stages of disease
progression or adaptable to be used as symptoms progress. For
example, people with mild dementia may look for and benefit
from features that support independence or memory-building
activities. However, people in later stages of dementia and their
caregivers may prefer features that promote engagement and
reminiscence, such as a recorded message from a loved one or
a favorite song. Listening to music can be a shared enjoyable
activity by the care recipient and caregiver, and music therapy

has been found to be therapeutic in managing behavioral
disturbance in people with dementia [40].

Although there are opportunities to advance the state of the
science on dementia-focused chatbots in general, it is important
that such chatbots should be evidence based. It is unclear
whether the chatbots included in this review underwent
empirical user testing. It should be noted that since conducting
the chatbot review, the developers of CogniCare have published
a peer-reviewed article on the development of their apps [41],
although this article did not report outcome findings for users.
Overall, this underscores the importance of developing chatbot
technologies that undergo extensive user testing, given that the
technical literacy required to use chatbots can pose a barrier to
older adults’ use and acceptability [25]. This is very important
for chatbots designed to be used within the context of health
care, given the previously stated concerns that input inflexibility
of a particular chatbot could pose risks to patients [10]. This
point also relates to the quality of the content programmed in
a chatbot. For instance, it is unclear the extent to which
educational material provided through the chatbots assessed for
this study were based on evidence from the literature on
dementia.

Opportunities for Integrating Chatbots Into Dementia
Care Delivery
There are particular potential benefits of integrating chatbot
technology into dementia care settings. People with dementia
and their caregivers are at an increased risk of social isolation,
especially for people with dementia who are in long-term care
settings. The potential for chatbots for socially isolated
populations has been particularly evident during the COVID-19
pandemic, where the Center for Disease Control and Prevention
launched its Clara Bot app as an interactive way to educate the
public and provide emotional support [42]. Integrating chatbots
into dementia clinical settings could also potentially reduce the
burden on staff by offering vetted information to patient and
caregiver populations, which could reduce calls and questions
for clinical staff. It should be noted that the quality of the
information provided by chatbots in this review was not fully
evaluated, and it is unclear if they provided vetted information.
In addition, the limitations of the chatbots critically reviewed
in this study, such as the need for specific phrases and
pronunciations, highlight the need for developing health care
chatbots that support diverse patient populations. For instance,
dementia chatbots that are flexible in their understanding of
varying accents and dialects will increase their acceptability
and ease of use.

A key obstacle in integrating chatbots into care delivery is the
Health Insurance Portability and Accountability Act (HIPAA)
compliance needed for the chatbot to be able to exchange
information with a health care entity (covered entity).
Fortunately, Amazon Alexa has recently begun offering
HIPAA-compliant skills [43]. Mobile apps can also be HIPAA
compliant, but this is not the case for chatbots deployed on
existing platforms, such as Messenger, SMS text messaging, or
WhatsApp [44].
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Limitations and Future Needs
There are limitations to this critical review that should be
considered when interpreting the results. Despite the extensive
search and review process used to identify chatbots, it is possible
that there may be additional chatbots that address dementia but
were not identified. In addition, there are no standardized
measurement tools for chatbot technology. The authors initially
attempted to conduct this review using the widely used mobile
app rating scale [45]. However, too many items did not apply
to chatbots. It should be noted that the evaluation tool used for

the review developed by Radziwill and Benton [36] is heavily
grounded in evidence on chatbots.

Conclusions
Although chatbots offer the potential for an engaging technology
that can benefit people with dementia and their caregivers, more
work is needed to develop evidence-based chatbots that are easy
to use for these populations. Future research in this area should
involve interdisciplinary scientific teams that have the expertise
to develop a high-performing chatbot technology as well as
expertise in dementia or health education.
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Abstract

Background: Body image and eating disorders represent a significant public health concern; however, many affected individuals
never access appropriate treatment. Conversational agents or chatbots reflect a unique opportunity to target those affected online
by providing psychoeducation and coping skills, thus filling the gap in service provision.

Objective: A world-first body image chatbot called “KIT” was designed. The aim of this study was to assess preliminary
acceptability and feasibility via the collection of qualitative feedback from young people and parents/carers regarding the content,
structure, and design of the chatbot, in accordance with an agile methodology strategy. The chatbot was developed in collaboration
with Australia’s national eating disorder support organization, the Butterfly Foundation.

Methods: A conversation decision tree was designed that offered psychoeducational information on body image and eating
disorders, as well as evidence-based coping strategies. A version of KIT was built as a research prototype to deliver these
conversations. Six focus groups were conducted using online semistructured interviews to seek feedback on the KIT prototype.
This included four groups of people seeking help for themselves (n=17; age 13-18 years) and two groups of parents/carers (n=8;
age 46-57 years). Participants provided feedback on the cartoon chatbot character design, as well as the content, structure, and
design of the chatbot webchat.

Results: Thematic analyses identified the following three main themes from the six focus groups: (1) chatbot character and
design, (2) content presentation, and (3) flow. Overall, the participants provided positive feedback regarding KIT, with both
young people and parents/carers generally providing similar reflections. The participants approved of KIT’s character and
engagement. Specific suggestions were made regarding the brevity and tone to increase KIT’s interactivity.

Conclusions: Focus groups provided overall positive qualitative feedback regarding the content, structure, and design of the
body image chatbot. Incorporating the feedback of lived experience from both individuals and parents/carers allowed the refinement
of KIT in the development phase as per an iterative agile methodology. Further research is required to evaluate KIT’s efficacy.

(J Med Internet Res 2021;23(6):e27807)   doi:10.2196/27807
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Introduction

Background
Mental disorders are a major public health concern, with a 29%
lifetime prevalence rate across the general population [1]. In
addition to reduced quality of life and individual impact, mental
disorders have a significant global economic cost, which has
been predicted at US $16.3 trillion worldwide from 2011 to
2030 [2]. Eating disorders have the highest mortality rate of
any mental health diagnosis [3,4], and global prevalence rates
have doubled from 3.4% to 7.8% of the population from 2000
to 2018 [5]. Despite the significant physical, mental, and social
consequences associated with eating disorders, more than 75%
of these individuals do not access appropriate treatment [6].

A major risk factor for developing eating disorders or other
serious mental health conditions is body image dissatisfaction
or concern [7]. This risk is increased by using social media,
particularly image-based platforms such as Facebook, Instagram,
and TikTok [8]. For example, using social media for 30 minutes
a day, particularly looking at photos of peers and celebrities,
has been shown to negatively impact women’s body image and
mood [9]. Over 3.6 billion people worldwide used social media
in 2020, with many young people spending a significantly
increasing amount of time on these platforms [10].
Consequently, social media, where young people are spending
their time, presents a unique pathway to prevent and intervene
with body image and eating concerns.

Guidelines for the evidence-based treatment of eating disorders
recommend prevention and early intervention strategies for the
best prognosis, with most individuals developing these concerns
as young people [7,11]. Therefore, there is a need for early
intervention and support delivery that is accessible and available
to young people. The therapeutic approach with the strongest
evidence base across the full spectrum of eating disorder
presentations is enhanced cognitive behavioral therapy (CBT-E)
where the core psychopathology addressed in treatment is the
overevaluation of weight and shape (broadly, negative body
image) [12]. Psychoeducation, or communicating relevant
information about mental health conditions and treatments, is
deemed an essential part of all psychological treatments,
including CBT-E [12,13], especially given the wealth of
misinformation in the general community about “healthy” eating
and weight [11]. Psychoeducation is associated with small yet
significant improvements in body image, which is further
enhanced when combined with additional interventions [14,15].

The development of alternative coping skills is another
requirement of evidence-based treatments [16], such as
mindfulness practice, which involves the nonjudgemental
awareness and acceptance of the present moment. Mindfulness
training has been shown to significantly improve body image
dissatisfaction and can effectively be delivered online as brief
microinterventions [17-19]. When combined with
psychoeducation, these brief evidence-based interventions
(microinterventions) are likely to be beneficial in reducing body
image concerns. Therefore, providing an accessible platform
where individuals and support people can access evidence-based
psychoeducation and coping skills may assist in addressing

negative body image, and, in turn, potentially intervene in the
development of eating disorders.

Prior Work
Digital mental health interventions have been increasing in
popularity and efficacy, with chatbots being one such format.
A chatbot allows the provision of information and services
through a message-based interface, which is available on
messaging platforms, websites, and apps. The conversational
language and format of chatbots are relevant in connecting with
youth, and are a promising avenue to supplement traditional
support services [20]. Chatbots in the mental health sphere offer
several benefits, including wider accessibility, instantaneous
responses, and low or no cost to users, and can act as a stepping
stone to link with more individualized or alternative services
[21]. An additional barrier to accessing traditional services can
be mental health stigma or lack of available services, where
individuals may feel uncomfortable or unable to reach out for
help. Digital mental health services can help bridge this gap, as
anonymously conversing with artificial intelligence can feel
less intimidating, particularly for young people who have grown
up in the digital age [21].

The evidence for chatbots as supplements to mental health
support is growing, with generally positive outcomes [20,22].
A recent systematic review and meta-analysis of 12 studies
suggested that while heterogeneity among chatbot studies limits
the interpretations of pooled efficacy, individual studies have
evidenced improvements in symptoms of depression, anxiety,
and general coping skills [23]. Owing to the limited conclusions
that can be made, the authors recommend that chatbots be used
to supplement treatment from mental health professionals rather
than as a replacement. A scoping review of 41 chatbots reported
that the most common uses of chatbots are therapy provision,
information delivery, and screening, with the majority focused
on mood and anxiety disorders [24]. However, to the authors’
knowledge, there are no chatbots currently available that
specifically target the increasingly common issue of negative
body image. Given the rise of social media leading to increased
appearance comparisons, “proeating disorder” content online,
and “health” misinformation, there is a need for a reliable,
evidence-based, and supportive digital mental health service
within the field so users can receive more timely support for
body image concerns.

Our Study
Based on this gap in service provision, we initiated the
development of a novel body image chatbot. The chatbot
provides psychoeducation and coping skills targeting body
image concerns, for the purposes of prevention and
supplementing traditional forms of treatment. This study aimed
to assess the preliminary acceptability and feasibility of such a
chatbot by collecting qualitative data from focus groups. This
was an early stage evaluation, predominantly focused on the
content, structure, and design of the chatbot in order to refine
the design prior to launch, and the assessment of efficacy.
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Methods

KIT Intervention
The chatbot, called “KIT,” is a conversational agent designed
to support people with concerns surrounding body image and
eating issues, as well as their loved ones (eg, parents, partners,
and friends). The preliminary conversational content and
decision tree for KIT was developed by the authors, in
collaboration with the helpline and communications teams at
the Butterfly Foundation (a national charity based in Australia,
which provides support for body image and eating disorders).
The conversation content was based on evidence-based
information/interventions for eating disorders, specifically,
psychoeducation, cognitive behavioral therapy (CBT),
acceptance commitment therapy (ACT), and mindfulness
[25,26], and adapted for delivery by a chatbot. Owing to the
short and simple style of conversations KIT was designed to
deliver, we were highly selective in the therapeutic elements
we chose from CBT (eg, education on cognitive distortions or
unhelpful thinking styles), ACT (eg, practicing detaching from
unhelpful thoughts via cognitive defusion exercises), and
mindfulness (eg, mindful breathing) [17,25,26].

In an effort to enhance the co-design of KIT, preliminary online
forums were held with young people aged 13 to 18 years who
self-identified as having lived experience with body image
concerns and/or eating disorders. Please note that the reason
this age range was chosen was to ensure that KIT’s dialog was
understandable to the youngest users possible, not that KIT’s

usage is limited to people aged 13 to 18 years. We also ran
preliminary online forums with parents/carers of people with
lived experience of body image concerns and/or eating disorders.
The preliminary forums were crucial to assist with the
refinement of the dialog, particularly devising shorter and more
conversational ways of delivering educational information, as
well as the design of the decision tree. The importance of
involving end users in a software project has garnered strong
support over recent years.

A professional chatbot production company, Proxima, using
Iris Conversational Intelligence software [27], built the prototype
chatbot based on the co-designed decision tree and conversation
content. The prototype chatbot took the form of a webchat and
was accessible on both mobile and desktop devices.

In terms of the specific chatbot content, each interaction with
KIT began with a welcome message explaining the purpose and
capabilities of the chatbot (Figure 1). This included directions
to proceed through KIT by selecting buttons and information
that the service was not monitored by any counsellors. Users
were directed to speak to the Butterfly helpline or call
emergency services if they required a higher level of assistance.
KIT then asked the primary reason the user was there (“help
for me [aged 13+]” or “help for another”). Once users were
directed down one of these two pathways, they could self-direct
to various psychoeducation or microintervention contents. The
minimum age to use KIT was determined to be 13 years, as this
is generally the age at which young people are permitted to sign
up for a social media account [28].

Figure 1. KIT’s welcome message for users explaining capabilities and prompts for users to choose the “help for me” or “help for another” pathway.

For people aged 13 years or above, KIT included
psychoeducation conversations regarding body image, eating
disorders and body dysmorphic disorders, health impacts, risk
and protective factors, how to seek help, and support during the
COVID-19 pandemic. The coping skills section covered

strategies for managing social media, “busting myths” about
food, comparisons and self-perception, challenging beauty
ideals, mindfulness, managing difficult thoughts and emotions,
body positive self-talk, enjoyable movement, and improving
self-worth (Figure 2).
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Figure 2. An example of one of KIT’s coping skills conversations, “Positive Self-Talk,” with prompts to continue the conversation with other skills
that also aim to promote positive body image.

The pathway for people seeking to help someone else explored
similar psychoeducation conversations, with the addition of
further information regarding warning signs and treatment
pathways (Figure 3). An additional section was included where

users could seek support for themselves, including individual
support and information about support groups. For all users,
KIT included a “get urgent help now” section that was linked
to the Butterfly helpline and other crisis support services.

Figure 3. An example of one of KIT’s psychoeducation conversations in the “help for another” pathway where the user has asked “What to look out
for?” as in eating disorder warning signs. The “Click for more” option provides further warning signs.

To increase the appeal of the chatbot KIT service, a chatbot
“character” (Figure 4) was designed by a professional graphic
design company, Yoke, in collaboration with the authors and
the helpline and communications teams at the Butterfly

Foundation. Preliminary online forums were held with young
people and parents/carers to inform the feature development of
the character prior to the design by the graphic design company.
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Figure 4. The main pose for the chatbot character of KIT.

Participants
Online advertisements were placed on Butterfly Foundation
social media pages for people living in Australia (aged 13 to
18 years) with lived experience of body image concerns and/or
eating disorders, and parents/carers of people with these lived
experiences. Potential participants completed an online
expression of interest form linked to the advertisement and were
then invited (by the author GS or FB) to participate in the online
focus group based on availability.

There were two focus groups for parents/carers, which included
participants aged 46 to 57 years, with two males and six females,
evenly split into groups of four. There were four focus groups
for participants with lived experience (aged 13-18 years) seeking
help for themselves. In each of these groups, there were four to
five participants, with a total of 17 participants. Among these
participants, there were five males, 10 females, one gender
diverse individual, and one transgender individual. All
participants were reimbursed with an Aus $30 (approximately
US $23) online gift voucher for their focus group participation.

Data Collection
Semistructured interview questions were used to guide the focus
group discussion based on the capacity to gather in-depth
descriptive data. The interview guide was developed by the
research team. Example questions included “How likely would
you be to recommend KIT to someone else?” and “How easily
were you able to find the information you were looking for?”.
The questions focused on the content, structure, and design of
the chatbot, as well as the design of the chatbot character. The
use of a semistructured interview allowed the researchers to
explore the research questions, while permitting for flexible
responses and any follow-up questions.

The focus groups were conducted by the authors GS and FB,
who both have doctoral-level training in psychology and practice
as clinical psychologists. All focus groups were conducted
online via Zoom, over a period of 2 weeks in October 2020.
Focus groups lasted from 61 to 86 minutes, with an average of
75 minutes.

Data Analysis
Qualitative data analysis was conducted using thematic analysis,
following the guidelines of Braun and Clarke [29]. The audio
recordings for all focus groups were transcribed by a
professional transcription service, which were read thoroughly
multiple times. The data were coded by the author FB based on
basic-level content and then grouped into appropriate categories.
The themes were developed to capture the key aspects of
participants’ responses, which were regularly reviewed by GS.

Ethics
This project was approved by the Monash University Human
Research Ethics Committee (MUHREC ID: 22527). All
participants provided either written or audio-recorded verbal
consent to participate in the focus group and the audio recording
of the focus group, with parental/guardian consent recorded for
all participants under the age of 18 years.

Results

The results of the qualitative analysis are presented together for
both types of focus groups as the overarching themes were
identical (chatbot character and design, content presentation,
and flow). Quotes for each of the subthemes are presented in
Table 1.
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Table 1. Themes, subthemes, and quotes from the focus groups.

Data extractionQuote numberThemes and subthemes

Key theme 1: Chatbot character and design

To me, KIT felt like non-binary, and I know it’s like a ridiculous thing, but I felt
seen by this little character drawing, and I think that that never happens, so I re-

1Diverse appeal

ally appreciate that, especially because gender diverse folks and eating disorders,
there’s a really high correlation of the two. [age 17 years, gender diverse, “help
for me” group]

I like how it’s very gender non-specific. It doesn’t scream like either male or female
or anything like that, it’s just very basic, very good, so that appeals to everyone.
[age 17 years, transgender male, “help for me” group]

2Diverse appeal

I also like how KIT doesn’t have like really a body as much? I think that’s a good
thing to avoid, triggers and getting to that minefield. [age 18 years, male, “help
for me” group]

3Diverse appeal

I love the fact that KIT is essentially just a head with arms coming out so we’ve
taken away any sense that it could be a body and I think that’s really important.
[age 51 years, male, “parent/carer” group]

4Diverse appeal

I like its expressions and I love that you’ve incorporated all those in non-gender
way, it’s fantastic. [age 53 years, female, “parent/carer” group]

5Diverse appeal

I think like helpful, problem-solving, like that second expression with the light-
bulb, it’s like “let’s figure something out here.” I was going to say helpful, curious,
that kind of thing. [age 18 years, male, “help for me” group]

6Visual appeal

I think he looks really kind of positive and cheerful. I think automatically, all of
his expressions look really happy would come across to me. [age 15 years, female,
“help for me” group]

7Visual appeal

Ten out of ten! Wholesome, very good looking bot. I love it! [age 17 years, female,
“help for me” group]

8Visual appeal

I think it’s like kind and simple? Like it’s uncomplicated and I think that’s a really
positive thing because often when you’re looking for information, it’s really full-

9Visual appeal

on and whereas this just looks like “oh this is going to be simple.” [age 53 years,
female, “parent/carer” group]

It’s got a cheery disposition so you know, it probably encourages you to at least
investigate what’s on offer and if you’re feeling down or lost, hopefully you can
get something positive out of. [age 54 years, female, “parent/carer” group]

10Visual appeal

Key theme 2: Content presentation

I feel like there’s a lot of information in there and it’s all really good information,
but it’s all kind of piled onto you, and that can be quite overwhelming for some
people. [age 15 years, female, “help for me” group]

11Brevity

I definitely think for a chatbot, you want it to be little text things, not full chunks
so I think all the information and the content was really good but if you did split

12Brevity

it up into smaller bits, that you could click “more” if you wanted to see more. It
would make it seem more like an interactive chat. [age 15 years, female, “help
for me” group]

Because it’s in big chunks of text, it sometimes gets a bit hard to read and I liked
the ones where it had emoji dot points. [age 17 years, transgender male, “help for
me” group]

13Brevity

I love the way that the information is simplified and then there’s the link that goes
to the detailed pages, because I remember when you’re in that initial teary “mum

14Brevity

phase,” when you were going straight to those pages, it was just “Whoa!”
whereas this is “oh, go here for the more information” and that gives your brain
the time to adjust and be ready so I loved that about it. [age 53 years, female,
“parent/carer” group]

I think it’s important to have the links to allow people to go and look for more
information for when you’re at that point and ready to seek more, but I think what

15Brevity

everyone’s saying about the need for it to be more punchy in the speech bubble
is probably the key thing. You must want the facts I guess, but you also need to
be able to look further if you want additional information. [age 46 years, female,
“parent/carer” group]
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Data extractionQuote numberThemes and subthemes

It was worded very factually and formally which is good when you’re looking at
facts, but I think to make it more approachable for people if you used more infor-
mal language but obviously still making it accurate information, I think that would
make it seem easier to process for people. [age 15 years, female, “help for me”
group]

16Tone

If somebody clicks something like you know the bit where it’s like, “seeking help
for myself,” you’re like, “I’m really glad that you’ve reached out to us.” Or if
somebody clicks a particular button, that’s so valid. Here’s some resources. [age
17 years, gender diverse, “help for me” group]

17Tone

Even if you had a line that said at the start, “it is not uncommon to feel alone in
this.” Because that’s probably how support people are feeling, however help is
available to reduce your isolation and your fears or whatever like that. [age 54
years, female, “parent/carer” group]

18Tone

Key theme 3: Flow

I like the idea of just buttons. I think it’s just easier to use. Especially because I
feel like it’s hard to describe it sometimes – what you’re feeling and what you
want to know about, so having the buttons just makes it easier because you can
just look at what you want. [age 17 years, male, “help for me” group]

19Navigation

I do like the idea of having obviously more things come up as you’re reading one
because then it feels a lot more flowy, as opposed to seeing something going back.
It feels like you’re having more of a conversation. [age 17 years, transgender male,
“help for me” group]

20Navigation

I think a lot of people going on it might not know specifically what they’re looking
for, so having to type it all out, you might not even know what you want. So I think
the buttons are good because it’s all laid out there in front of you instead of
looking for anything. [age 15 years, female, “help for me” group]

21Navigation

I think the buttons are okay, but I wonder if they can be ordered differently. I
guess if you’re going into something like this, you’re probably looking for more
immediate kind of answers and help so as a carer, you’re probably looking at the
“what should I look out for?” [age 46 years, female, “parent/carer” group]

22Navigation

I found the navigating really easy and the way that it told you what buttons you’d
pushed in the history. That’s really good. [age 53 years, female, “parent/carer”
group]

23Navigation

I think we’re just in such a hurry for information so I was looking for a survey
that would tell whether my kid is okay or not. I just want to know if he’s okay.
[age 55 years, female, “parent/carer” group]

24Purpose

I would be giving them step-by-step instructions. This will empower you when
you go to the doctor [with your child]. [age 54 years, female, “parent/carer” group]

25Purpose

To have something that people can use 24/7 is really important when they can’t
access any other help or just to get ideas of where to go. [age 54 years, female,
“parent/carer” group]

26Purpose

Key Theme 1: Chatbot Character and Design

Diverse Appeal
Overall, both groups of participants were satisfied with the
appearance of KIT, the character, and reported that it would
appeal to a wide audience of users. Favorable comments were
made regarding the nongender specific design of KIT (quotes
1, 2, and 5) as participants reported this would appeal to users
across the gender spectrum. This was noted to be important
given the high correlation of eating disorders and body image
concerns among gender diverse people [30].

Both groups of participants found the nonhuman design of KIT
to be important as it felt safe and unlikely to trigger body image
concerns (quotes 3 and 4). The participants in the parent/carer
role provided particularly favorable comments regarding the

nonhuman design due to multiple concerns raised that young
people would compare their appearance to the character. It was
expressed that “the less body parts the better” for the chatbot
character. There was some discussion regarding the age
appropriateness of KIT’s character, as both groups reported that
it was slightly more targeted toward youth, but overall did not
appear too “childish.” However, the parents/carers reported that
it was more important for the character to appeal to young
people and users rather than solely appealing to older users.

The young people in the “help for me” focus groups commented
on the importance of including the pictorial character of KIT
within the conversation text so it still seemed like they were
conversing with “someone,” even though they knew this was a
nonhuman chatbot. Interspersing images of KIT, the character,
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within the lengthy written information increased engagement
and useability.

Visual Appeal
Both groups were positive regarding the design and style of
KIT’s character and described KIT as “wholesome,” “engaging,”
“resourceful,” and “nonjudgemental” (quotes 6-10). KIT’s
expressions were reported by both groups to appeal to young
people in particular and were perceived as engaging and
approachable. Overall, the two groups of participants approved
of the color scheme, with the majority of young people
perceiving blues and greens as calming colors. When asked to
describe their first impressions of KIT, the opinions of both
groups were overwhelmingly positive, including
“knowledgeable,” “inviting,” “approachable,” “kind,” “fun,”
“professional,” and “cheerful.” These impressions centered
around the idea of KIT as a character who could provide
resources and high-quality information, while also appearing
friendly and engaging (quote 6).

In addition to the visual design of the character, parent/carer
and young participants commented upon the design of the
webchat. Of importance to the parents/carers was the design,
which was perceived as simple and thus promoting useability,
as compared to other mental health resources that can appear
“complicated” and “overwhelming.” The design of the webchat
page was described as “clean and modern,” which was reported
to be appealing and accessible for both groups of participants.

Key Theme 2: Content Presentation

Brevity
The majority of participants in the two groups regarded the
content of the webchat as positive and reported that this would
be best presented in smaller sections (than was included in the
prototype) to avoid overwhelming the user (quote 11). The
preference for brevity was noted by both groups. It was
expressed that individuals seeking this information may be
feeling stressed and scared, and experiencing a sense of urgency;
therefore, “short and sharp” content was reported to be more
supportive.

Both groups of participants liked the use of emojis as dot points
to enhance readability of the text (quote 13). In addition, the
ideas of staggered messages, a “click for more” button and
putting the content into multiple message bubbles (quote 12)
were also raised to optimize the presentation of the written
information within the chatbot. Some participants related this
to receiving a long message from a friend and preferring
multiple shorter messages instead. The young people and
parents/carers reported that breaking up the content into
“chunks” would feel more “conversational and interactive.”
Participants from both groups appreciated the strategy of
providing some information with additional resources available
via external weblinks (quotes 14 and 15). This format was
reported to be more inviting and accessible so users could
explore the content at their own pace.

Tone
The interactivity of KIT was discussed in relation to the tone.
Most participants from both groups reported that in addition to

the factual information KIT presented, KIT could include
supportive statements (eg, “I’m really glad that you’ve reached
out to us” [quote 17]), which would provide a more
conversational tone as well as normalize any concerns of the
user (quote 17). Amongst the younger people in the “seeking
help for myself” group, these participants preferred a more
casual tone of conversation, while acknowledging it was
necessary to present the information accurately (quote 16).

The parent/carer participants reported comments regarding the
guided nature of the content, so they could feel reassured by
the information, given their own experiences of feeling isolated,
scared, and lost, as carers of young people with eating disorders
(quote 18). Parents/carers reported that it was important not to
“soften” the information, and alternatively present factual and
realistic guidance, given the severity and risk of death associated
with eating disorders [4]. All participants from both groups
agreed that it was important for the content to be presented as
factual and accessible, while balancing the supportive tone
required.

Key Theme 3: Flow

Navigation
The majority of participants in both groups reported that the
button-based navigation was sufficient in navigating the chatbot
rather than free text. The younger participants reported this was
useful for people who might not know specifically what
information or support they require (quotes 19 and 21). The
buttons appealed to broader accessibility, with parent/carer and
younger participants citing that the buttons would be beneficial
for those with language difficulties. The buttons were reported
to cover the relevant information, and the navigation was
described as simple and straightforward to use (quote 23).

Some participants in both groups expressed that a free text
option would be beneficial for more specific questions, but also
described frustration at the current level of artificial intelligence
technology available in other chatbots whose natural language
processing was not sufficiently capable of understanding their
typed queries. Generally, the parents/carers expressed a
preference for having both button-directed navigation as well
as the option to type in specific questions. These participants
expressed that individuals using the “help for another” pathway
would likely already be concerned about their loved one and
would by this point have specific questions to which they would
be seeking answers.

Regarding the flow of the chatbot conversation, some
parents/carers and younger people suggested having “categories”
where a user could flow through these suggested themes or
having “next” buttons for relevant sections. Improving the flow
of the conversation was considered important to enhance the
interactivity of the experience. Some young people reported
getting “decision fatigue” when “overwhelmed” with multiple
buttons, and reported that merging the sections into categories
would be helpful. The main feedback from parents/carers was
to change the order of how information was presented in the
buttons, as they reported that the immediate questions of “what
do I look out for?” and “how can I help my child?” were the
most important (quote 22). Both groups of participants
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appreciated seeing the history of the chat and the ability to scroll
back and reread the conversation.

Purpose
One point of difference between the two groups of focus group
participants was that the parent/carer group discussed the
purpose and capabilities of the chatbot. This included queries
around the proposed audience of the chatbot and how it might
differ from other available resources. Some participants reported
conversing with the chatbot with a specific question in mind,
such as “Should I be worried about my child?” or “Where can
I find a psychologist?” (quote 24). The researchers provided
feedback regarding the ethical and practical limitations of the
chatbot, with the purpose focused on providing psychoeducation
and “in the moment” coping skills. It was apparent that the
younger users were more familiar with the purpose and
limitations of such technology, whereas the parents/carers
presented different expectations regarding the specificity of
their requests (quote 25). Both groups of participants praised
the 24/7 availability of the chatbot as a major strength,
particularly when other body image and eating disorder–focused
supports are not available 24/7 (quote 26). In summary, the
parents/carers reported that the chatbot would likely be a useful
resource, and acknowledging the capabilities and limitations of
the technology from the start of the conversation with KIT
would be helpful to manage user expectations.

Discussion

Principal Findings
The aim of this study was to explore the preliminary
acceptability and feasibility of a world-first chatbot designed
to support people experiencing body image and eating concerns,
and parents/carers. The qualitative results from the focus groups
illustrated three main themes as follows: chatbot character and
design, content presentation, and flow. Across these themes,
both people seeking help for themselves and parents/carers
generally provided positive feedback. The chatbot was praised
for its clean design, ease of navigation, and engaging character.
Both the groups approved of the gender nonconforming and
nonhuman design of KIT, which was believed to improve the
accessibility of the chatbot and help diverse users feel safe.
Most participants approved of KIT’s facial expressions and
found the character approachable, resourceful, and calming.

Most participants reported the content was appropriate,
accessible, and helpful. To improve the chatbot, both audiences
recommended presenting the amount of information differently,
with a preference for “short and sharp” content. This preference
for brevity was balanced by implementing a supportive tone
and using opportunities to normalize concerns as well as provide
information.

The participants seeking help for themselves preferred the
navigational style using buttons, whereas the parents/carers
requested the option to type specific queries as well as be guided
through the content via buttons. This difference in preferences
likely reflected the different mindsets these two audiences
expressed. The young people preferred to be guided with the
options laid out, whereas parents/carers often had specific

queries and concerns. Overall, the participants expressed positive
feedback regarding the body image chatbot, and specific
recommendations were implemented in the development of KIT
as per iterative agile methodology [31].

Comparison With Prior Work
To our knowledge, this is the first chatbot designed to
specifically target body image and eating concerns, with the
majority of other digital mental health interventions focused on
mood and anxiety disorders [24]. In addition, reports specifically
addressing the development and design of chatbots in the field
of mental health are rare [21,32]. However, our study found
that users valued the chatbot’s useability, quality of content,
and engagement, which was similar to previous research [33].

One area of divergence from the existing literature was related
to the subtheme of brevity. A systematic review of mental health
chatbots illustrated that most participants perceived
conversations as too short or shallow [33]. However, in this
study, participants reported a preference for shorter information.
It is possible this difference reflects KIT’s strong focus on
psychoeducational information, but nevertheless highlights the
necessity of providing users with appropriate length responses
for their needs.

Within the literature, the empathy of nonhuman agents has
received much research attention, with evidence indicating the
importance of the development of therapeutic bonds [20,34,35].
While there were recommendations to increase the interactivity
of KIT within conversations, the use of a pictorial character
within conversation text appeared to be a useful “shortcut” for
building rapport with users.

Future research with larger sample sizes is required regarding
the use and efficacy of KIT, which will provide user feedback
and allow for further refinements of KIT’s content. After such
evaluations, KIT can be more easily compared with other
pre-existing and well-established mental health chatbots such
as Woebot and Wysa [13,34,36]. With KIT’s focus on delivery
of coping skills, particularly based on CBT, KIT is in line with
chatbots like Woebot and Wysa, but has the unique focus of
body image and eating issues compared to anxiety and
depression [24].

Strengths and Limitations
The main strength of this study was the diverse recruitment of
participants for the focus groups, which strongly benefitted the
co-design process of KIT. Both the parent/carer and young
people groups included individuals from all regions of Australia
owing to the online format. In the young people group, care
was taken to include participants across the gender spectrum,
including transgender and gender diverse individuals. This
process included ensuring there was a mix of genders in each
focus group. The majority of participants were female, which
is reflective of the higher prevalence of eating disorders among
women and girls. The study was limited by a smaller sample
size. Furthermore, the sample was diverse in all but one
demographic feature, which was ethnicity, with most participants
identifying as Caucasian.
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Given that participants were recruited through online
advertising, bias is inherent in those who can access and respond
to research advertisements. In addition, a small percentage of
participants had previously been involved in preliminary online
co-design forums for KIT, which may have influenced their
opinions and feedback in the subsequent focus groups. Social
desirability may have also influenced the feedback provided by
participants, as the authors were conducting the focus groups.
However, the authors strongly encouraged honest responses,
and a range of positive, negative, and neutral comments were
made by participants.

Conclusions
Our study findings provide preliminary support for the
acceptability and feasibility of KIT, the body image chatbot.

The results showed overall positive feedback regarding the
content, structure, and design of the body image chatbot, from
both groups of participants in the “seeking help for myself” and
“seeking help for another” pathways. The participants’
recommendations and feedback were used to refine KIT prior
to public launch in order to improve the layout, content, and
navigation of the chatbot. If proven effective, KIT would likely
provide a valuable resource of psychoeducation and coping
skills by meeting young people where they spend their time
(online) and those who might not feel ready to follow traditional
formats of seeking help. KIT may assist in filling the gaps in
service delivery in terms of both prevention and intervention
by supporting people and those concerned about them, with
appealing and accessible evidence-based psychoeducation and
skills.
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Abstract

Background: Obesity is a global public health challenge, and there is a need for more evidence-based self-management programs
that support longer-term, sustained weight loss.

Objective: This study used data from the Commonwealth Scientific and Industrial Research Organisation (CSIRO) Total
Wellbeing Diet Online program to determine the reach and weight loss results over its first 5 years.

Methods: Participants were adults who joined the commercial weight loss program of their own volition between October 2014
and September 2019 (N=61,164). Information collected included year of birth, sex, height, weight, and usage data (eg, entries
into the food diary, views of the menu, and program content). Weight loss and percentage of starting body weight lost were
calculated. Members were divided into 2 groups for analysis: “stayers” were members who signed up for at least 12 weeks of the
program and recorded a weight entry at baseline and at the end of the program, while “starters” began the program but did not
record a weight after 12 weeks. Descriptive statistics and multiple linear regression were used to describe weight loss and determine
the member and program characteristics associated with weight loss.

Results: Data were available from 59,686 members for analysis. Members were predominately female (48,979/59,686, 82.06%)
with an average age of 50 years (SD 12.6). The average starting weight was 90.2 kg (SD 19.7), and over half of all members
(34,195/59,688, 57.29%) were classified as obese. At week 12, 94.56% (56,438/59,686) of the members had a paid program
membership, which decreased to 41.48% (24,756/59,686) at 24 weeks. At week 12, 52.03% (29,115/55,958) of the remaining
members were actively using the platform, and by week 24, 26.59% (14,880/55,958) were using the platform. The average weight
loss for all members was 2.8 kg or 3.1% of their starting body weight. Stayers lost 4.9 kg (5.3% of starting body weight) compared
to starters, who lost 1.6 kg (1.7% of starting body weight). Almost half (11,082/22,658, 48.91%) the members who stayed on the
program lost 5% or more of their starting body weight, and 15.48% (3507/22,658) achieved a weight loss of 10% or more. Of
the members who were classified as class 1 obese when they joined the program, 41.39% (3065/7405) who stayed on the program
were no longer classified as obese at the end, and across all categories of obesity, 24% (3180/13,319) were no longer classified
as obese at the end of the program. Based on multiple linear regression, platform usage was the strongest predictor of weight loss
(β=.263; P<.001), with higher usage associated with greater weight loss.

Conclusions: This comprehensive evaluation of a commercial, online weight loss program showed that it was effective for
weight loss, particularly for members who finished the program and were active in using the platform and tools provided. If the
results demonstrated here can be achieved at an even greater scale, the potential social and economic benefits will be extremely
significant.

(J Med Internet Res 2021;23(6):e20981)   doi:10.2196/20981
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Introduction

Background
Obesity is a global public health challenge, with significant
social and economic impacts. In Australia, two-thirds of adults
are classified as overweight or obese [1], and this is expected
to increase to more than three-quarters of the adult population
by 2030 [2]. The costs to the Australian economy attributable
to overweight status and obesity were estimated to be A $8.6
billion between 2011 and 2012 [1]. There is growing recognition
that nutrition plays a crucial role in the etiology of chronic
diseases and that chronic diseases such as type 2 diabetes can
also be reversed by diet and lifestyle interventions [3]. With
most adults struggling to control their weight, there is a need
for more evidence-based self-management programs that support
healthy diet and lifestyle patterns to promote longer-term,
sustained weight loss [4].

In 2020, commercial weight loss services in Australia were
estimated to be worth A $452 million [5]. Although there are
several programs with a variety of dietary patterns, multiple
literature reviews have concluded that weight loss results across
programs are similar and that the vast majority produce only
small to moderate effects which are not maintained in the longer
term [6-8]. Reviews of branded and commercial programs have
been primarily based on randomized controlled trials (RCTs)
and suggest individuals who complete these programs can
achieve significant weight loss [8]. However, in evaluations
undertaken through longitudinal follow-up of participants, only
a small proportion of the original number of individuals are
included [9,10]; therefore, the findings are unlikely to be
representative of the full participant population.

Web-Based Delivery of Weight Loss Programs
In an attempt to increase the accessibility and success of
commercial weight loss programs, a number of web-based
programs have been developed. One early meta-analysis
suggested that web-based interventions achieved similar weight
loss to controls but that those with enhanced features could
achieve greater weight loss than those providing education alone
[11]. Some but not all more recent reviews suggest that
web-based programs can be more successful than alternate
delivery approaches, but the effect sizes are small, and the
heterogeneity in study designs makes it difficult to determine
the key elements driving weight loss [12-15].

Programs delivered online are growing in popularity and account
for 17% of the market share for the diet industry [5].
Commercial programs that have traditionally relied on
face-to-face group sessions have now shifted their focus to
primarily digital delivery. An early review suggested that
self-directed, online commercial programs were suboptimal
[16], but since then, more advanced features have improved the
offerings in the market, with associated RCTs suggesting
moderate effects for weight loss. For example, one RCT that
included 309 people on the 12-week Biggest Loser Club

program reported weight losses of 2.0-3.2 kg compared to 0.5
kg in a wait-listed control group [17]. More recently, an
evaluation of participants receiving the Weight Watchers Online
program reported a 2.7 kg weight loss relative to a 1.3 kg loss
in a control group receiving only a newsletter [18]. However,
in a US study, participants on an eDiets program lost less weight
over a 1-year period than did those receiving a comprehensive
information manual (1.1% vs 4.0% of starting body weight,
respectively). It should be noted that this evaluation was small
and included only 47 participants in total [19]. Thus, based on
the data from existing RCTs, it appears that online commercial
weight loss programs can be successful. However, less has been
published about how these programs may work in everyday
contexts [16] where attrition is likely to be significant, especially
when users are self-directed and incurring possible program
costs.

In late 2014, the Commonwealth Scientific and Industrial
Research Organisation (CSIRO) and Digital Wellness launched
a commercial, online version of the CSIRO Total Wellbeing
Diet. The dietary components were developed through clinical
trials [20-23] and were initially translated into a series of popular
books [24], estimated to have delivered weight loss benefits to
290,700 Australians, with an average weight loss of 5.7 kg [25].
The online format delivered the same program as the books did
but through a digital platform, allowing for several
enhancements, including personalized eating plans, customized
weekly meal plans, food and exercise diaries, the ability to
record and see progress of weight loss, a member forum, and
supportive correspondence via email. Our study analyzed the
data from the CSIRO Total Wellbeing Diet Online program in
the first 5 years after it launched to determine the program’s
reach and weight loss results over this period and to investigate
the key determinants of weight loss success. Specifically, we
aimed to determine average weight loss and its relationship to
the duration of membership, features of the platform that
members used most, and the member and usage characteristics
that were associated with greater weight loss.

Methods

Study Design and Participants
Participants were individuals aged ≥18 years who joined the
CSIRO Total Wellbeing Diet Online of their own volition
between October 2014 and September 2019 (N=61,164; referred
to as “members”). In the registration and setup processes,
individuals younger than 18 years or who had a BMI that placed

them in the underweight category (BMI <18.5 kg/m2) were
automatically excluded. The participants who were removed
from this analysis were as follows: pseudomembers (ie, platform
testers or affiliated staff), those whose membership was paid
for by their employer because their motivations might have
been different to those who signed up and paid for their
membership voluntarily, members living outside of Australia
because the context in which they were following the program
was different and the menu plans were not optimized for
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seasonal or local produce, and members without a paid
subscription. These combined exclusions resulted in 1478
records being removed (1478/61,164; 2.4% of the available
data).

Intervention
The CSIRO Total Wellbeing Diet Online [26] is a 12-week
higher-protein, lower–glycemic index, commercial weight loss
program managed by Digital Wellness and available to
individuals at a cost of A $199 for the first 12 weeks. The user
registration process collects information on year of birth, sex,
physical activity levels, and weight loss goals to tailor eating
and exercise plans. Individuals are assigned to 1 of 3 kilojoule
bands depending on their starting weight (6000, 7000, or 8000
kJ/day). The diet is structured around 3 meals (breakfast, lunch,
and dinner) and 2 snacks each day through use of a food group
system where portions of food are presented as standard units
for each food group. There are 7 food groups: fruit, vegetables,
meat and alternatives, breads and cereals, dairy, healthy fats
and oils, and indulgences. Meals are designed around a template
of standard units, which ensures daily allowances of food groups
are met and provides optimal nutrition and energy to promote
weight loss. Daily and weekly meal plans can be customized
by swapping meals using the recipe database.

The online platform is a fully responsive web app with an
interface that is optimized for viewing on a desktop and on
mobile devices. The platform features are designed to support
individuals throughout the program (Figure 1). Program content
provides general information, nutrition advice, weekly tutorials
available for viewing at any time, and some content sent out to
members in a weekly email. The meal plans provide individuals
with meals and snacks planned for the day or week ahead. The
food diary can be used to log meals and snacks consumed, either
by entering prepopulated recipes from the meal plan or recipe
database, or by entering individual foods from a comprehensive
food database. The food search function allows members to
search through the food database for individual foods or recipes
and view information about their composition and food units.
The food tracker tallies the food units and total energy consumed
over the day. The exercise diary is where completed exercises
can be logged or where activities chosen from a database of
different exercise types and intensities can be recorded.
Members receive weekly emails on their nominated weigh-in
day to remind them to weigh themselves and record their weight
into the weight tracker. Progress data are presented in a graph
and table form. The platform also has a forum for members to
share their stories or discuss relevant issues with other members.
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Figure 1. Screenshots of the features of the CSIRO Total Wellbeing Diet Online platform.

Data Collection and Study Outcomes
Digital Wellness manages the collection and storage of data,
including registration details and all user activity and
interactions with the platform. In addition to information
collected at registration, individuals’ body measurements, such
as height, weight, and waist circumference, are also collected.
Other data collected included program details (eg, paid
membership duration) and platform usage data, including entries
into the food diary, views of the menu plans, views of exercise
plans, views of program content information, forum visits,
searches of the food database, and weight entries. These data
were provided to the research team in a deidentified format with
each individual member assigned a unique identifier. As part
of registration, participants agreed to their data being used for

research purposes; therefore, no direct participant consent was
sought. Ethics approval to conduct this research was received
from the CSIRO Health and Medical Human Research Ethics
Committee (approval #2019_090_LR).

Weight loss was calculated as the difference in kilograms
between the last and first weight entered into the platform, with
a larger number representing greater weight loss. Weight loss
was also calculated as a percentage of starting body weight and
was categorized into 4 groups: weight gain (greater than 0%
difference), a weight loss of over 0% and less than 5% of starting
body weight, 5% to less than 10% of starting body weight, and
greater than or equal to 10% of starting body weight lost.

The date of program setup and total duration of paid membership
were used to calculate the number of participants remaining in
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the program within the first 24 weeks from registration. Once
paid membership duration lapsed, a member was considered to
have left the program (dropped out of the program). Platform
usage attrition within the first 24 weeks from registration was
also determined by calculating the difference in days between
the date of last user activity and the date of the program setup.

Platform usage was considered to be any logged activity and
was assessed as usage of each of the 7 features and as overall
usage (all features combined). Platform usage was described in
3 ways: “total days active” referred to the number of unique
days a member used the platform irrespective of whether usage
occurred multiple times per day, “percent active days” was
calculated as total days active divided by the number of days
of membership expressed as a percentage, and “activity per
day” was calculated as the total user activity divided by the
number of days of membership. Levels of platform usage were
then calculated by creating quintiles (5 groups) based on activity
per day, where quintile 1 represented the lowest platform activity
and quintile 5 the highest platform activity. There was a small
group of participants with very high use, and thus the creation
of quintiles helped to manage this skewness.

Statistical Analysis
All data were inspected for invalid records through a systematic
and previously used data cleaning process based on erroneous
height (less than 1 m or greater than 3 m) or weight values (less
than 13 kg or greater than 250 kg), and extreme BMI values

(less than 13 kg/m2 or greater than 97 kg/m2). Members were
removed from analysis if a total weight loss could not be
calculated (n=1451) due to no starting weight reported or only
a single weight entry being made. Members were also removed
from analysis if their weight value was the contributing factor
to an invalid BMI (n=14) or if age at registration was calculated
from entered data as less than 18 years or above 100 years of
age (n=7). In addition, there were 6 pseudomembers removed
from analysis. After these exclusions, 59,686 members were
included in this analysis (59,686/61,164, 97.58% of all
members).

Members were divided into 2 groups for analysis: “stayers”
were defined as members who signed up to at least 12 weeks
of the program and entered their weight into the platform at
baseline and at the end of the program. This was calculated as
members with a paid membership equal to or greater than 84
days (12-week program duration) and for whom days between
their first and last entered weight were equal to or greater than
77 days (plus or minus 1 week for first or last weigh-in). There
were 22,658 members who were categorized as stayers, and the
average time between first and last weigh-in was 268 days.
Starters were defined as members who started the program and
had some level of engagement with the platform but did not
enter a weight at the end of the 12-week program. By definition,
starters had a shorter duration of paid membership or a
last-entered weight that was before 77 days after baseline. There
were 37,028 members who were categorized as starters with an
average of 23 days between the first and last weigh-in.

The average (and SD) weight loss and percentage weight loss
were calculated at a group level for all members and by

subgroups of interest. These subgroups included those of sex,
age (19-30 years, 31-50 years, 51-70 years, and 70 years and
over), starting BMI category (normal weight, overweight, obese
class 1, obese class 2, and obese class 3), and socioeconomic
status according to quintiles of Socio-Economic Indexes for
Areas (SEIFA), where a lower quintile represents a greater
disadvantage [27]. Differences in weight loss, percentage weight
loss, and platform usage were examined between subgroups of
members, with significance being tested by 1-way analysis of
variance (ANOVA).

Multiple linear regression was used to assess which member
characteristics (sex, age, SEIFA quintile, starting BMI) or
program characteristics (membership length, activity per day)
were the strongest predictors of weight loss. The primary
analysis used the last weight entered into the platform (ie, the
last observation carried forward). The models were run to predict
total weight loss on the program (using total weight loss in
kilograms and as a percentage of starting body weight). Member
and program characteristics (predictors) were added to the model
simultaneously. A secondary sensitivity analysis was conducted
to determine the robustness of the primary results with baseline
weight carried forward being used when participants did not
have a weight value available in the platform at 12 weeks or
beyond. The regression models were run for all members and
by subgroup for starters and stayers separately. The significant
predictors of weight loss were similar to those used for total
weight loss and percentage of body weight lost; therefore, only
the regression results for all members predicting percentage of
body weight lost are presented. Statistical analyses were
performed using SPSS Statistics 25 (IBM Corp).

Results

Characteristics of Members
Members who signed up to the program were predominately
female (48,979/59,686; 82.06%) with an average age of 50 years
(SD 12.6). Overall, 40.16% (23,969/59,686) of members were
aged between 31-50 years, and 48.70% (29,068/59,686) were
between 51-70 years (Table 1). The average starting weight of
members when they joined the program was 90.2 kg (SD 19.7),
the average BMI was 32.2 (SD 6.3; Table S1, Multimedia
Appendix 1), and over half of all members were classified as
obese (34,195/59,686, 57.29%). More specifically, 30.75%
(18,353/59,686) of members were classified as class 1 obese,
16.11% (9613/59,686) as class 2, and 10.44% (6229/59,686)
as class 3, the highest risk group (Table 1). Men were heavier
than women (104.9 kg vs 87.0 kg, respectively), but the starting
BMI of men and women was similar (32.8 vs 32.0, respectively;
Table S1, Multimedia Appendix 1).

Members resided in all states of Australia (data not shown).
One-quarter (15,005/59,686, 25.14%) of members lived in areas
classified in the lowest 2 quintiles of disadvantage (most
disadvantaged), and 32.84% (19,598/59,686) lived in areas
classified as the least disadvantaged (Table 1). Members living
in the most disadvantaged areas were heavier (94.1 kg vs 87.7
kg) and had a higher BMI (33.9 vs 31.1) compared to those in
the least disadvantaged areas (Table S1, Multimedia Appendix
1).
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Table 1. Demographic characteristics of starters (n=37,028), stayers (n=22,658), and all members (N=59,686) at the time of joining the CSIRO Total
Wellbeing Diet Online.

All members, n (%)Stayers, n (%)Starters, n (%)Member characteristics

Sex

10,707 (17.94)4503 (19.87)6204 (16.75)Male

48,979 (82.06)18,155 (80.13)30,824 (83.25)Female

Age (years)

3316 (5.56)1004 (4.43)2312 (6.24)18-30

23,969 (40.16)8203 (36.20)15,766 (42.58)31-50

29,068 (48.70)11,960 (52.78)17,108 (46.20)51-70

3333 (5.58)1491 (6.58)1842 (4.97)>71

Starting BMI category

5244 (8.79)1473 (6.51)3771 (10.19)Normal weight

18,957 (31.78)7786 (34.39)11,171 (30.19)Overweight

34,195 (57.33)13,336 (58.90)20,859 (56.37)Obese

18,353 (30.77)7416 (32.75)10,937 (29.55)Class 1

9613 (16.12)3657 (16.15)5956 (16.09)Class 2

6229 (10.44)2263 (10.00)3966 (10.72)Class 3

1251 (2.10)46 (0.20)1205 (3.26)Missing/invalid

Socioeconomic status

5987 (10.03)2322 (10.25)3665 (9.90)1 (lowest)

9018 (15.11)3439 (15.18)5579 (15.07)2

11,417 (19.13)4446 (19.62)6971 (18.83)3

12,926 (21.66)4894 (21.60)8032 (21.69)4

19,598 (32.84)7347 (32.43)12,251 (33.09)5 (highest)

740 (1.24)210 (0.93)530 (1.43)Unknown

Membership and Platform Attrition
The percentage of members with paid membership and active
platform usage declined gradually over the first 24 weeks
(Figure 2). At week 12, 94.56% (56,438/59,686) of members
had a paid membership, and at week 13, this decreased to
69.65% (41,573/59,686) of members. By week 14, 65.34%
(39,000/59,686) of the original membership base had a paid

membership, which continued to decrease to 41.48%
(24,756/59,686) of members at 24 weeks. In terms of platform
usage, 83.80% (46,893/55,958) of members were using the
platform (that is any logged data recorded) after 3 weeks,
52.03% (29,115/55,958) of remaining members were using the
platform at week 12, and 26.59% (14,880/55,958) of those
remaining were still using the platform by week 24 (Figure 2).

Figure 2. Program membership and platform usage attrition over 24 weeks for members of the CSIRO Total Wellbeing Diet Online (n=59,686).
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Weight Loss
The primary analysis using last observation carried forward
indicated an average weight loss for all members of 2.8 kg or
3.1% of starting body weight. Stayers lost an average of 4.9 kg
(5.3% of starting body weight) compared to starters, who lost
an average of 1.6 kg (1.7% of starting body weight). The starting
BMI of members classified as starters and stayers was similar
to that at the start of the program. Stayers who were classified
as overweight when they joined the program lost 4.9% of their
starting body weight, compared to 5.5% for those classified as
class 1 obese, 5.6% as class 2, and 5.9% as class 3. Stayers
living in the most disadvantaged areas lost 5.8% of their starting
body weight compared to 4.9% for those in areas of least
disadvantage (Table 2).

Overall, 24.37% (14,546/59,686) of all members achieved a
weight loss of 5% or more of their starting body weight. Almost
half (11,082/22,658, 48.91%) of the stayers lost 5% or more of
their starting body weight compared to 9.36% (3464/37,028)
of starters (Table 3). Among stayers, 33.43% (7575/22,658)
achieved a weight loss of 5% to <10%, and 15.48%
(3507/22,658) achieved a weight loss of 10% or more of their

starting body weight. The proportion of members losing >10%
of their starting weight was highest for males (lost 10% or more
of their starting body weight: 1012/4503, 22.47%), members
classified as class 3 obese at baseline (445/2263, 19.66%), and
those living in the most disadvantaged areas (409/2322, 17.61%;
Table 3).

Table 4 shows the weight status of members at the time they
joined and at the end of the program. Overall, 14.27%
(2701/18,930) of all members who were classified as overweight
when they joined the program had achieved normal weight by
the end. Among stayers, this proportion was 24.59%
(1911/7770). Across all levels of obesity, 24% (3180/13,319)
of stayers who were classified as obese when they joined the
program were no longer classified as obese at the end. More
specifically, among stayers who were classified as class 1 obese
at baseline, 41.39% (3065/7405) had shifted to a lower weight
status category at the end of the program (ie, overweight or
normal weight). In addition, 47.86% (1748/3652) and 36.78%
(832/2262) of stayers who were classified as class 2 and 3,
respectively, achieved a lower weight status at the end of the
program.
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Table 2. Weight loss in kilograms and percentage of body weighta in starters (n=37,028), stayers (n=22,658), and all members (n=59,686) on the
CSIRO Total Wellbeing Diet Online.

All members, mean (SD)Stayers, mean (SD)Starters, mean (SD)Member characteristics

% body weightWeight loss (kg)% body weightWeight loss (kg)% body weightWeight loss (kg)

3.07 (4.65)2.84 (4.69)5.25 (5.56)4.87 (5.60)1.73 (3.36)1.60 (3.51)Total

Sex

3.98 (5.05)4.20 (5.75)6.51 (5.45)6.85 (6.26)2.14 (3.79)2.28 (4.44)Male

2.87 (4.54)2.55 (4.38)4.94 (5.54)4.38 (5.31)1.65 (3.26)1.47 (3.27)Female

Age (years)

2.75 (4.50)2.50 (4.30)4.94 (6.29)4.48 (6.22)1.80 (2.99)1.64 (2.70)18-30

2.76 (4.42)2.58 (4.46)4.75 (5.63)4.46 (5.70)1.72 (3.18)1.61 (3.24)31-50

3.31 (4.78)3.06 (4.88)5.54 (5.51)5.12 (5.56)1.75 (3.41)1.61 (3.71)51-70

3.53 (5.16)3.20 (4.98)5.99 (4.76)5.39 (4.61)1.54 (4.59)1.43 (4.55)>71

Starting BMI category

1.83 (4.23)1.22 (2.70)3.58 (4.51)2.38 (3.03)1.15 (3.90)0.76 (2.41)Normal weight

3.07 (4.51)2.42 (3.54)4.91 (5.11)3.87 (4.05)1.78 (3.51)1.40 (2.71)Overweight

3.34 (4.78)3.41 (5. 36)5.66 (5.84)5.72 (6.31)1.88 (3.19)1.92 (4.00)Obese

3.37 (4.52)3.11 (4.24)5.54 (5.63)5.11 (5.31)1.90 (2.27)1.75 (2.54)Class 1

3.29 (4.67)3.44 (4.93)5.64 (5.80)5.90 (6.16)1.84 (3.01)1.93 (3.14)Class 2

3.34 (5.65)4.24 (8.14)5.94 (6.55)7.45 (8.77)1.85 (4.42)2.41 (7.14)Class 3

0.82 (3.17)0.82 (4.37)7.53 (8.81)7.61 (14.70)0.56 (2.40)0.56 (3.15)Missing/invalid

Socioeconomic status

3.36 (5.20)3.26 (5.64)5.80 (5.76)5.58 (6.10)1.82 (4.13)1.78 (4.77)1 (lowest)

3.24 (4.37)3.04 (4.47)5.53 (5.56)5.20 (5.77)1.83 (2.58)1.71 (2.68)2

3.19 (4.98)2.98 (4.97)5.34 (5.58)5.00 (5.46)1.81 (3.99)1.70 (4.14)3

3.10 (4.75)2.87 (4.79)5.37 (5.50)4.97 (5.56)1.72 (3.58)1.59 (3.71)4

2.86 (4.31)2.57 (4.18)4.87 (5.40)4.39 (5.27)1.66 (2.89)1.49 (2.85)5 (highest)

1.74 (4.78)1.59 (5.14)3.81 (8.15)3.49 (9.02)0.92 (1.83)0.83 (1.66)Unknown

aAverage weight loss in kilograms and percentage of starting body weight were calculated using last observation carried forward.
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Table 3. Percentage of the sample within weight loss categoriesa,b for starters (n=37,028), stayers (n=22,658), and all members (N=59,686) on the
CSIRO Total Wellbeing Diet Online.

All members, n (%)Stayers, n (%)Starters, n (%)Member characteris-
tics

≥10%
lost

5%-
<10%
lost

0%-
<5%
lost

Weight
gain

≥10%
lost

5%-
<10%
lost

0%-
<5%
lost

Weight
gain

≥10%
lost

5%-
<10%
lost

0%-
<5%
lost

Weight
gain

3823
(6.41)

10723
(17.97)

40395
(67.68)

4745
(7.95)

3507
(15.48)

7575
(33.43)

9058
(39.98)

2518
(11.11)

316
(0.85)

3148
(8.5)

31337
(84.63)

2227
(6.01)

Total

Sex

1111
(10.38)

2500
(23.35)

6495
(60.66)

601
(5.61)

1012
(22.47)

1685
(37.42)

1489
(33.07)

317
(7.04)

99 (1.6)815
(13.14)

5006
(80.69)

284
(4.58)

Male

2712
(5.54)

8223
(16.79)

33900
(69.21)

4144
(8.46)

2495
(13.74)

5890
(32.44)

7569
(41.69)

2201
(12.12)

217 (0.7)2333
(7.57)

26331
(85.42)

1943
(6.3)

Female

Age (years)

183
(5.52)

568
(17.13)

2273
(68.55)

292
(8.81)

146
(14.54)

349
(34.76)

377
(37.55)

132
(13.15)

37 (1.6)219
(9.47)

1896
(82.01)

160
(6.92)

18-30

1254
(5.23)

3878
(16.18)

16646
(69.45)

2191
(9.14)

1124
(13.7)

2584
(31.5)

3359
(40.95)

1136
(13.85)

130
(0.82)

1294
(8.21)

13287
(84.28)

1055
(6.69)

31-50

2114
(7.27)

5578
(19.19)

19299
(66.39)

2077
(7.15)

1980
(16.56)

4081
(34.12)

4741
(39.64)

1158
(9.68)

134
(0.78)

1497
(8.75)

14558
(85.09)

919
(5.37)

51-70

272
(8.16)

699
(20.97)

2177
(65.32)

185
(5.55)

257
(17.24)

561
(37.63)

581
(38.97)

92
(6.17)

15 (0.81)138
(7.49)

1596
(86.64)

93 (5.05)71 +

Starting BMI category

100
(1.91)

654
(12.47)

4012
(76.51)

478
(9.12)

88
(5.97)

427
(28.99)

732
(49.69)

226
(15.34)

12 (0.32)227
(6.02)

3280
(86.98)

252
(6.68)

Normal weight

1147
(6.05)

3669
(19.35)

12536
(66.13)

1605
(8.47)

1047
(13.45)

2682
(34.45)

3162
(40.61)

895
(11.49)

100 (0.9)987
(8.84)

9374
(83.91)

710
(6.36)

Overweight

2557
(7.48)

6340
(18.54)

22669
(66.29)

2629
(7.69)

2361
(17.70)

4444
(33.32)

5140
(38.54)

1391
(10.43)

196
(0.94)

1896
(9.09)

17529
(84.04)

1238
(5.94)

Obese

1405
(7.66)

3584
(19.53)

11884
(64.75)

1480
(8.06)

1304
(17.58)

2511
(33.86)

2797
(37.72)

804
(10.84)

101
(0.92)

1073
(9.81)

9087
(83.08)

676
(6.18)

Class 1

663
(6.90)

1771
(18.42)

6446
(67.06)

733
(7.63)

612
(16.74)

1237
(33.83)

1434
(39.21)

374
(10.23)

51 (0.86)534
(8.97)

5012
(84.15)

359
(6.03)

Class 2

489
(7.85)

985
(15.81)

4339
(69.66)

416
(6.68)

445
(19.66)

696
(30.76)

909
(40.17)

213
(9.41)

44 (1.11)289
(7.29)

3430
(86.49)

203
(5.12)

Class 3

18
(1.44)

54
(4.32)

1153
(92.17)

26
(2.08)

10
(21.74)

17
(36.96)

17
(36.96)

2
(4.35)

8 (0.66)37
(3.07)

1136
(94.27)

24 (1.99)Missing

/invalid

Socioeconomic status

446
(7.45)

1164
(19.44)

3929
(65.63)

448
(7.48)

409
(17.61)

813
(35.01)

874
(37.64)

226
(9.73)

37 (1.01)351
(9.58)

3055
(83.36)

222
(6.06)

1 (lowest)

612
(6.79)

1710
(18.96)

6038
(66.95)

658
(7.3)

569
(16.55)

1214
(35.3)

1310
(38.09)

346
(10.06)

43 (0.77)496
(8.89)

4728
(84.75)

312
(5.59)

2

794
(6.95)

2139
(18.74)

7605
(66.61)

879
(7.7)

723
(16.26)

1520
(34.19)

1729
(38.89)

474
(10.66)

71 (1.02)619
(8.88)

5876
(84.29)

405
(5.81)

3

842
(6.51)

2320
(17.95)

8725
(67.5)

1039
(8.04)

780
(15.94)

1673
(34.18)

1904
(38.9)

537
(10.97)

62 (0.77)647
(8.06)

6821
(84.92)

502
(6.25)

4

1104
(5.63)

3311
(16.89)

13522
(69)

1661
(8.48)

1002
(13.64)

2300
(31.31)

3146
(42.82)

899
(12.24)

102
(0.83)

1011
(8.25)

10376
(84.7)

762
(6.22)

5 (highest)

25
(3.38)

79
(10.68)

576
(77.84)

60
(8.11)

24
(11.4)

55
(26.2)

95
(45.2)

36
(17.1)

1 (0.19)24
(4.53)

481
(90.75)

24 (4.53)Unknown

aAverage weight loss in kilograms and percentage of starting body weight were calculated using last observation carried forward.
bProportion of the sample within each category of weight loss: weight gain, 0 to less than 5% of starting body weight lost, 5% to less than 10% of
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starting body weight lost, and greater than or equal to 10% of starting body weight lost.

Table 4. Shift in body weight status category as a percentage of starting weight status category for starters (n=37,028), stayers (n=22,658), and all
members (N=59,686) in the CSIRO Total Wellbeing Diet Online.

Final weight status category, n (%) Starting weight status category

Class 3 obeseClass 2 obeseClass 1 obeseOverweightNormal weight

Starters

1 (0.03)1 (0.03)4 (0.11)45 (1.19)3716 (98.65)Normal weight (n=3767)

4 (0.04)1 (0.01)68 (0.61)10,297 (92.27)790 (7.08)Overweight (n=11,160)

1 (0.01)65 (0.59)9286 (84.94)1572 (14.38)9 (0.08)Class 1 obese (n=10,933)

22 (0.37)4871 (81.80)1053 (17.68)5 (0.08)4 (0.07)Class 2 obese (n=5955)

3446 (86.89)502 (12.66)7 (0.18)6 (0.15)5 (0.13)Class 3 obese (n=3966)

Stayers

0 (0.00)0 (0.00)1 (0.07)76 (5.18)1391 (94.75)Normal weight (n=1468)

3 (0.04)2 (0.03)166 (2.14)5688 (73.20)1911 (24.59)Overweight (n=7770)

4 (0.05)113 (1.53)4223 (57.03)3009 (40.63)56 (0.76)Class 1 obese (n=7405)

52 (1.42)1851 (50.71)1645(45.04)92 (2.52)11 (0.30)Class 2 obese (n=3652)

1430 (63.22)756 (33.42)64 (2.83)8 (0.35)4 (0.18)Class 3 obese (n=2262)

All members

1 (0.02)1 0.02)5 (0.10)121 (2.31)5107 (97.55)Normal weight (n=5235)

7 (0.04)3 (0.02)234 (1.24)15985 (84.44)2701 (14.27)Overweight (n=18,930)

5 (0.03)178 (0.97)13,509 (73.67)4581 (24.98)65 (0.35)Class 1 obese (n=18,338)

74 (0.77)6723 (69.98)2698 (28.08)97 (1.01)15 (0.16)Class 2 obese (n=9607)

4876 (78.29)1258 (20.20)71 (1.14)14 (0.22)9 (0.14)Class 3 obese (n=6228)

Platform Usage
Overall members used the platform on 29.8% of their
membership days, and this was higher in stayers than starters
(46.5% vs 19.6%, respectively). The most commonly used
platform features were the weigh-in (used by all members), food
diary (52,828/59,686, 88.51% of members), and menu plans
(51,718/59,686, 86.65% of members). The total number of days
(irrespective of membership length) members were active on
the features was highest for the food diary (15.10 days), menu

plans (13.17 days), and weigh-in feature (12.27 days), but
activity per day of membership was highest for the food diary
and menu plan (used approximately 2 out of every 3 days; Table
5).

The usage per day of membership was higher in stayers for all
features. On average, stayers used the menu plans and food
diary once per day, while starters used these less than once every
2 days. Stayers used the weigh-in once per week, while starters
used this feature less than once every fortnight (Table 5).
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Table 5. Platform feature usage for starters (n=37,028), stayers (n=22,658) and all members (n=59,686) of the CSIRO Total Wellbeing Diet Online.

Activity per day, mean (SD)dActive days, mean (SD)cTotal days active, mean (SD)bUsage, n (%)aPlatform feature

Starters (n= 37,028)

0.98 (2.09)19.61 (28.70)22.02 (24.34)37,028 (100.00)Overall

0.04 (0.08)4.30 (8.50)4.63 (4.98)36,965 (99.83)Weigh-in

0.37 (0.89)6.05 (10.30)6.76 (9.27)30,900 (83.45)Food diary

0.48 (1.17)5.70 (9.92)6.73 (10.40)30,637 (82.74)Menu plan

0.03 (0.07)1.25 (2.87)1.35 (2.58)19,654 (53.08)Exercise plan

0.01 (0.03)0.92 (2.18)1.01 (1.93)17,203 (46.46)Program content

0.02 (0.07)0.83 (2.94)0.89 (2.46)13,319 (35.97)Forum

0.03 (0.44)0.57 (2.69)0.63 (1.99)9538 (25.76)Food search

Stayers (n=22,658)

2.30 (3.12)46.50 (46.59)90.89 (113.54)22,658 (100.00)Overall

0.13 (0.18)12.79 (18.44)24.75 (35.18)22,615 (99.81)Weigh-in

0.95 (1.58)14.97 (18.21)28.73 (45.73)21,926 (96.77)Food diary

1.03 (1.71)11.58 (15.16)23.69 (39.93)21,079 (93.03)Menu plan

0.05 (0.13)2.14 (4.84)3.77 (8.40)15,992 (70.58)Exercise plan

0.02 (0.06)1.62 (3.00)2.89 (5.69)16,021 (70.71)Program content

0.04 (0.24)1.99 (6.25)4.14 (19.89)12,679 (55.96)Forum

0.08 (0.31)1.41 (3.66)2.92 (9.21)11,372 (50.19)Food search

All members (n=59,686)

1.48 (2.61)29.82 (38.80)48.17 (79.86)59,686 (100.00)Overall

0.08 (0.14)7.52 (13.82)12.27 (24.09)59,579 (99.82)Weigh-in

0.59 (1.23)9.43 (14.51)15.10 (31.00)52,828 (88.51)Food diary

0.69 (1.43)7.93 (12.50)13.17 (27.21)51,718 (86.65)Menu plan

0.03 (0.1)1.59 (3.77)2.27 (5.69)35,650 (59.73)Exercise plan

0.02 (0.05)1.18 (2.54)1.73 (3.93)33,227 (55.67)Program content

0.03 (0.16)1.27 (4.53)2.13 (12.50)25,999 (43.56)Forum

0.05 (0.40)0.89 (3.12)1.50 (5.99)20,914 (35.04)Food search

aPercentage of the sample who used the platform or feature at any time during their membership.
bTotal days active refers to the number of unique days a member used the platform irrespective of whether usage occurred multiple times per day.
cPercent active days was calculated as total days active divided by number of days of membership expressed as a percentage.
dActivity per day was calculated as the total user activity divided by the number of days of membership.

Weight Loss Across Levels of Platform Usage
Table 6 shows the average weight loss by levels of platform
usage. High usage was characterized as viewing the menu plans
2-3 times per day, making 2 food diary entries per day, searching
for foods once per week, recording a weight about once per
week, and viewing the exercise plans and the forum a little less
than once per week. Weight loss in kilograms and percentage

body weight increased with increasing levels of platform usage.
Overall, members with the highest usage lost 5.3% of their
starting body weight compared to 0.9% for those with the lowest
usage. Stayers who used the platform most lost 6.6% of their
starting body weight compared to 3.0% for those with the lowest
usage. Among stayers, 1 in 5 in the highest category of usage
lost 10% or more of their starting body weight and 2 in 5 lost
5%-<10% of their starting body weight.
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Table 6. Weight loss by level of platform usage for starters (n=37,028), stayers (n=22,658), and all members (N=59,686) in the CSIRO Total Wellbeing
Diet Online.

Weight loss in categories, n (%)bWeight loss, mean (SD)aLevels of platform usage

≥10% lost5%-<10% lost0%-<5% lostWeight gain% body weightWeight, kg

Starters

42 (0.40)237 (2.26)9610 (91.78)582 (5.56)0.57 (3.12)0.55 (2.78)Quintile 1: lowest usage
(n=10,471)

58 (0.70)501 (6.01)7151 (85.77)627 (7.52)1.45 (3.74)1.40 (4.20)Quintile 2 (n=8337)

70 (0.96)677 (9.29)6047 (82.95)496 (6.80)2.01 (3.28)1.86 (3.75)Quintile 3 (n=7290)

63 (0.98)816 (12.75)5162 (80.68)357 (5.58)2.54 (2.84)2.31 (3.04)Quintile 4 (n=6398)

83 (1.83)917 (20.23)3367 (74.29)165 (3.64)3.33 (2.91)2.99 (3.05)Quintile 5: highest usage
(n=4532)

Stayers

137 (9.35)299 (20.40)670 (45.70)360 (24.56)2.98 (6.30)2.88 (6.15)Quintile 1: lowest usage
(n=1466)

458 (12.72)987 (27.42)1583 (43.97)572 (15.89)4.26 (5.70)4.03 (5.86)Quintile 2 (n=3600)

595 (12.80)1436 (30.89)2012 (43.28)606 (13.04)4.72 (5.45)4.45 (5.49)Quintile 3 (n=4649)

811 (14.64)1853 (33.45)2284 (41.23)591 (10.67)5.21 (5.37)4.82 (5.30)Quintile 4 (n=5539)

1506 (20.34)3000 (40.52)2509 (33.89)389 (5.25)6.56 (5.22)5.98 (5.41)Quintile 5: highest usage
(n=7404)

All members

179 (1.50)536 (4.49)10280 (86.12)942 (7.89)0.87 (3.75)0.84 (3.46)Quintile 1: lowest usage
(n=11,937)

516 (4.32)1488 (12.47)8734 (73.17)1199 (10.04)2.30 (4.61)2.19 (4.91)Quintile 2 (n=11,937)

665 (5.57)2113 (17.70)8059 (67.50)1102 (9.23)3.07 (4.46)2.87 (4.68)Quintile 3 (n=11,939)

874 (7.32)2669 (22.36)7446 (62.38)948 (7.94)3.78 (4.41)3.47 (4.42)Quintile 4 (n=11,937)

1589 (13.31)3917 (32.82)5876 (49.23)554 (4.64)5.33 (4.75)4.84 (4.84)Quintile 5: highest usage
(n=11,936)

aAverage weight loss in kilograms and percentage of starting body weight were calculated using last observation carried forward.
bProportion of the sample within each category of weight loss: weight gain, 0 to less than 5% of starting body weight lost, 5% to less than 10% of
starting body weight lost, and greater than or equal to 10% of starting body weight lost.

Predictors of Weight Loss
On the basis of multiple linear regression, member
characteristics (sex, age, socioeconomic status, starting BMI)
and program characteristics (duration of membership and usage
of the platform per day) accounted for 29.4% of the variance
associated with the percentage total weight loss (F6,58434=920.01;
P<.001). All predictors were significant, with platform usage
being the strongest predictor of weight loss (β=.263; P<.001)
and higher usage per day being associated with greater weight
loss. Sex (β=–.086; P<.001) and starting BMI (β=.062; P<.001)
were the next 2 strongest predictors of percentage body weight
lost, with men and those with a higher starting BMI losing more
weight.

Sensitivity Analysis
Starters, by definition, did not have a weight entered into the
platform at 12 weeks or more; therefore, we used baseline
observation to carry forward their assumed weight loss to zero.
The average weight loss for stayers was 4.9 kg. Using the
baseline-observation-carried-forward approach, we assumed

the average weight loss for all members was 1.8 kg. Multiple
linear regression showed similar results to those of the primary
analysis. The model accounted for 31.5% of the variance
associated with percentage total weight loss, and platform usage
was the strongest predictor of weight loss (β=.272; P<.001).

Discussion

Principal Results
This study examined the data generated through the CSIRO
Total Wellbeing Diet Online, a commercial weight loss program,
to determine its reach and effectiveness over its first 5 years of
use. This analysis included usage data from almost all
(59,686/61,164, 97.58%) of the individuals who had signed up
between October 2014 to September 2019. The results indicated
that the average weight loss across all members was 3.1% of
their starting body weight but was considerably higher (5.3%
of starting body weight) in the 22,658 members who completed
the full 12-week program or more (37.96% of all members
analyzed). This magnitude of weight loss was consistent with
similar programs [17,19] and greater than that reported for some
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other web-based commercial programs [10]. However, it was
less than that of commercial programs that use a more intensive,
one-to-one consultation model [28].

Our finding that almost 1 in 2 members who completed the
CSIRO Total Wellbeing Diet Online program lost 5% or more
of their starting body weight has considerable public health
relevance, as a loss of 5% of body weight is considered clinically
significant in relation to reductions in risk of comorbidities [29].
This result is also similar to the findings of a 6-month
German-based commercial weight loss program, although the
evaluation of this program used a much smaller sample (N=479)
[30]. Furthermore, overweight and obese status are related to
the development of several chronic conditions, which place a
huge burden on the health care system [1]. This study was also
able to demonstrate that about 40% of members with obesity
who stayed on the program were able to shift down a weight
status category, with about 24% no longer classified as obese
when they finished the program. Moreover, approximately 25%
who were classified as overweight at the start of the program
achieved a normal weight at the completion of the program.
The increased risk of morbidity and mortality from many chronic
conditions means programs that can shift people out of the
higher-risk, obese weight status category can confer significant
potential gains in health and quality of life for these individuals
[31]. If the results demonstrated here can be achieved at an even
greater scale, the potential social and economic benefits will be
extremely significant.

One of the most important findings from this study was that
members who were living in the most disadvantaged areas were
one of the most successful groups on the program based on
percentage of total weight loss. About 10% of members were
living in areas considered to be among the most disadvantaged
in Australia, and their average weight loss was 5.8% of starting
body weight, and about 53% lost 5% percent or more of their
starting body weight. Although this may be partly attributable
to the higher starting BMI in this group, it is nevertheless an
encouraging finding given that individuals of lower
socioeconomic status are at increased risk of weight gain and
obesity [32,33] but tend to have lower rates of uptake and
completion of weight loss programs [34]. There are many unique
challenges that have been cited for disadvantaged groups,
including literacy, insufficient time, and lack of motivation [32].
It has also been suggested that individuals with lower income
are less likely to recognize their unhealthy weight and therefore
less likely to attempt weight loss than are higher income
individuals [35]. It is likely that motivations for joining a weight
loss program may vary across groups of differing socioeconomic
status [32]. Overall, the CSIRO Total Wellbeing Diet Online
program appears to be an effective weight loss program for
individuals in lower socioeconomic groups, representing a
simple, evidence-based, and effective intervention to address
the public health challenge of being overweight or obese.

Platform Usage and Weight Loss
Participant adherence is known to be a primary determinant of
program success [36], and this study, like others [11,37], showed
that higher engagement with an online platform and more
frequent usage of program features was associated with greater

early weight loss and greater total weight loss. Members with
the highest platform usage lost twice as much weight than did
those with the lowest levels of usage. A review of
technology-driven weight loss interventions suggests that
self-monitoring, feedback and communication, social support,
use of a structured program, and use of an individually tailored
program are factors that could facilitate weight loss [38].
Opportunity for self-monitoring through entries in a diary
[30,37,39,40] and engagement with social forums have been
shown to be associated with greater weight loss and weight loss
maintenance in web-based interventions [11,37,41]. On this
program, members with the highest platform usage were using
the food diary to record dietary intake about twice per day. They
were also monitoring their body weight more closely by entering
a weight value into the platform once per week. Consistent
self-monitoring of weight is crucial to successful weight loss
and weight loss maintenance [42] and is central to behavioral
weight loss programs [43].

The specific features of a program are important and can
influence engagement and weight loss. Different technologies
may lend themselves to different features. The focus of this
study was on a web-based program, but commercial weight loss
programs delivered through mobile phone apps are also
common. One of the most popular publicly available apps for
weight loss is Noom Coach, with tens of millions of installs
worldwide. An evaluation of Noom Coach used data from a
very select group who had recorded their data at least twice per
month for 6 consecutive months (n=36,000). In this highly
motivated subsample, who were engaged and used the app in
this way, 23% of users achieved a weight loss of 10% or more
over the 6-month period examined [44]. For the CSIRO Total
Wellbeing Diet Online, 20% (4532/22,658) of an engaged
subsample (that is the highest platform usage users who stayed
on the program for at least 3 months) achieved a weight loss of
10% or more. However, it would be interesting to see a
larger-scale study with a greater proportion of total Noom users
to better understand the weight loss a typical user can expect
when embarking on the program. Mobile phone apps can offer
different features, such as push notifications and real time
information, which may provide additional support that is not
available in a web-based program. An increasing number of
technologies are being used in parallel, and programs are
available across multiple platforms to offer users greater
flexibility and choice. As the complexity of program delivery
increases, it is vital that robust evaluations are conducted to
determine the elements of programs, the components of their
delivery, and the combinations of these that are associated with
successful weight loss.

Achieving sufficient engagement and user retention is a
challenge. For commercial weight loss programs, high attrition
rates of up to 70% are common [28,45], and nonusage attrition
is also high on web-based weight loss programs [46]. It is
important to look at both program attrition and attrition in terms
of technology usage because it is possible that people stop using
the platform features before they formally drop out [46].
Platform usage could be thought of as the equivalent of
treatment dose in medical studies, and so, while the optimal
dose for web-based interventions is unclear, strategies to
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improve engagement need to be determined. Engagement and
retention on a program might be related to user characteristics
such as starting weight, as people who are heavier have more
weight to lose to reach their weight loss goal and therefore are
willing to stay on a program for longer [28]. In this study,
starters and stayers had a similar starting BMI, but stayers might
have been more intrinsically motivated to adhere to the program
and achieve weight loss. A greater understanding of user
behaviors that predict engagement and whether this varies for
different user groups is needed to develop strategies to increase
engagement and drive more successful weight loss outcomes.
For example, posting a profile picture has been shown to predict
higher engagement with an online weight loss program [47],
and more frequent input of evening meal information is the
most important behavior for weight loss in a commercial weight
loss app [48]. If more specific behaviors like these were
recognized, then they could be incorporated and specifically
promoted to help achieve higher levels of engagement and
weight loss.

Rapid initial weight loss has been shown to predict greater
longer-term weight loss [30,49], and while this study showed
higher usage of the platform was associated with greater early
weight loss, further exploration could determine specific
behavioral patterns that support early success. Data were not
available for members once they had dropped out (and thus our
results represent the best-case scenario), and the reasons for
drop-out and nonplatform usage are also worthy of further
investigation. It is unknown how weight loss is maintained once
membership has ceased, but the achievement of long-term
weight loss or weight loss maintenance following completion
of the program is the true goal.

Strengths and Limitations
A key strength of the current study is that a broad set of
inclusion criteria was applied for analysis, and data from all

members were used in reporting the weight loss results, which
is not always the case for commercial programs [9,10,44].
Weight loss was conducted using self-reported values with the
last weight entered into the platform being carried forward. As
we split the sample into starters and stayers and presented the
data separately, the weight losses reported for stayers are likely
to be reflective of an “average” member that joins and finishes
the program and not a selected subsample. Although this is a
retrospective analysis, it represents a very large cohort of people
who had chosen to join a commercial weight loss program and
followed the program in their own everyday context. However,
a limitation associated with this design is that the study included
only the member characteristics that were collected as part of
the registration process. Although a range of personal
demographic data was included, other factors, such as past
dieting history or motivation, were not available. Platform usage
provided an indication of engagement, while viewing the menu
plans and use of the food diary may relate to compliance with
the eating plan. However, more objective and validated measures
of dietary intake would better represent dietary program
compliance.

Conclusions
To our knowledge, this 5-year evaluation of the CSIRO Total
Wellbeing Diet Online represents one of the most
comprehensive evaluations of a commercially available, online
weight loss program and has provided insights into predictors
of weight loss success among members. Health care practitioners
and individuals require evidenced-based weight management
programs that have been shown to achieve meaningful weight
loss. The findings suggest that this program is effective for
weight loss, particularly for members who finish the program
and are active in using the online platform and tools provided.
Importantly, members with a higher starting BMI and those
from more disadvantaged socioeconomic areas were among
those who lost the most weight.
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Abstract

Background: Frequent self-weighing is associated with successful weight loss and weight maintenance during and after weight
loss interventions. Less is known about self-weighing behaviors and associated weight change in free-living settings.

Objective: This study aimed to investigate the association between the frequency of self-weighing and changes in body weight
in a large international cohort of smart scale users.

Methods: This was an observational cohort study with 10,000 randomly selected smart scale users who had used the scale for
at least 1 year. Longitudinal weight measurement data were analyzed. The association between the frequency of self-weighing
and weight change over the follow-up was investigated among normal weight, overweight, and obese users using Pearson’s
correlation coefficient and linear models. The association between the frequency of self-weighing and temporal weight change
was analyzed using linear mixed effects models.

Results: The eligible sample consisted of 9768 participants (6515/9768, 66.7% men; mean age 41.5 years; mean BMI 26.8
kg/m2). Of the participants, 4003 (4003/9768, 41.0%), 3748 (3748/9768, 38.4%), and 2017 (2017/9768, 20.6%) were normal
weight, overweight, and obese, respectively. During the mean follow-up time of 1085 days, the mean weight change was –0.59
kg, and the mean percentage of days with a self-weigh was 39.98%, which equals 2.8 self-weighs per week. The percentage of
self-weighing days correlated inversely with weight change, r=–0.111 (P<.001). Among normal weight, overweight, and obese
individuals, the correlations were r=–0.100 (P<.001), r=–0.125 (P<.001), and r=–0.148 (P<.001), respectively. Of all participants,
72.5% (7085/9768) had at least one period of ≥30 days without weight measurements. During the break, weight increased, and
weight gains were more pronounced among overweight and obese individuals: 0.58 kg in the normal weight group, 0.93 kg in
the overweight group, and 1.37 kg in the obese group (P<.001).

Conclusions: Frequent self-weighing was associated with favorable weight loss outcomes also in an uncontrolled, free-living
setting, regardless of specific weight loss interventions. The beneficial associations of regular self-weighing were more pronounced
for overweight or obese individuals.

(J Med Internet Res 2021;23(6):e25529)   doi:10.2196/25529

KEYWORDS

self-monitoring; self-weighing; weight change, weight loss, normal weight, overweight, obese, temporal weight change

Introduction

Self-monitoring of body weight is the cornerstone of behavioral
weight loss interventions [1]. Increased awareness gained

through self-weighing is expected to trigger a self-evaluation
process that involves interpretation of weight data against one’s
goal and subsequently results in weight loss–promoting actions
[2,3]. Regular self-weighing is consistently associated with
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weight loss and weight loss maintenance as well as weight gain
prevention [2-7]. There is also evidence of a dose-response
relationship with more frequent self-weighing and greater weight
loss [8-11]. Currently, less is known about self-weighing
practices and their effectiveness independent of the context of
weight loss interventions.

To date, most studies have investigated self-weighing behaviors
through self-reported methods. Self-weighing frequency is often
retrospectively reported and evaluated in predefined categories
(eg, “daily weighing,” “weekly weighing,” or “monthly
weighing”) [9,12,13]. Some studies have determined
self-weighing frequency from actual self-weighing data, but
further reduced it to a single aggregated frequency value
[10,14,15]. Although valuable in research, self-reported data
collection methods have their limitations, including selective
reporting and susceptibility to recall bias [16,17]. Moreover,
single aggregated categories may not reflect long-term weighing
practices, as self-weighing frequency tends to change or decline
over time [18-20].

Self-monitoring of body weight has become easier and
increasingly popular with modern smart scales that automatically
transmit weight data to network servers that users can access
online or through smart phone applications. As a result,
date-stamped and time-stamped weight record data accumulate
from a large number of users, providing unique insights into
behavioral patterns of weight-tracking individuals. Advantages
of using these data in health research include objectivity and
accuracy of the information they provide [16,21]. In addition,
they provide longitudinal weight measurement data, which are
rarely, although increasingly, obtained or used in research.
However, while being a strength, self-weighing with smart
scales is done by individuals in their daily lives (ie, in
uncontrolled, free-living settings), which introduces challenges
for the analytics and interpretation of the data. These include
the possibility of weight measurement outliers, daily variation,
and inadequate background information, among others [21-25].

In our previous work, we demonstrated a dose-response
relationship between self-weighing frequency and weight change
and an increased risk for weight gain when weight monitoring
was stopped [8]. However, the generalization of the findings
was limited due to the small sample size (n=40) and the sample
consisting of overweight individuals engaged in a workplace
health promotion program. The objective of this study was to
investigate self-weighing patterns and their association with
weight change in a large international sample of smart scale
users in their free-living settings. We divided the sample into
3 groups to further study the differences among normal weight,
overweight, and obese individuals.

Methods

Design and Data Source
The data used in the current study were collected from 10,000
anonymous Withings (Withings Ltd, Paris, France) smart scale
users randomly retrieved from the company’s smart scale user
database between May 2009 and June 2015. A user was defined
as a person who had access to a smart scale and had a user

account in which his or her measurements were linked. In the
connection of setting up the user account, the user consented
to his or her data being used for research purposes by accepting
the Terms and Conditions of Withings [26]. For each
measurement, the scale automatically saved the weight record
and the date stamp and time stamp of the measurement, and the
information was further sent to the network servers. Multiple
users could share the same scale; however, they were advised
to create an individual user account. The scale automatically
detected to which user the weight measurement belonged. Users
were able to remove weight observations or attach unknown
observations to their account manually through a web-based
application interface. The data used in the study were
pseudonymized before data retrieval and contained all weight
measurements attached to a single user account.

In order to study both long-term and short-term weight changes,
the smart scale users who fulfilled the following inclusion
criteria by June 2015 were eligible for random sampling:
engaged with self-weighing for at least 1 year (based on a time
difference between the first and the last weight measurements)
and had ≥30 weight measurements linked to a user account.

Background information of smart scale users included the
following self-reported measures: age in years, height, gender,
and location information (ie, country and time zone) that were
automatically recorded.

Study Subjects
In addition to the inclusion criteria used for data extraction,
smart scale users who fulfilled the following criteria were
included in the current study: age between 18 and 100 years at
the time of the first weight measurement, height between 1.40
m and 2.10 m (defined to exclude possible errors in height
records that would lead to erroneous BMI values), BMI ≥18.5

kg/m2 based on the weight measurements made during the first
follow-up week.

Data Processing
As the weight measurement data were not collected through a
structured protocol, but instead accumulated in a free-living
setting, the data required preprocessing to exclude possible
outlying measurements and multiple intraday measurements
from the current analyses. Outliers may arise from situations
such as different users using the same devices or due to external,
uncontrolled influences such as exceptionally heavy clothing
or carrying an object during self-weighing. We identified and
removed the outliers using the following steps. First, all
measurements below 30 kg were removed. Second, the outlying
measurements were identified with the median absolute
deviation method (window=30 samples, threshold=4) and
subsequently removed. Third, weight measurements resulting
in an unrealistic weight change from the preceding measurement
were identified and excluded using a specific algorithm: A
weight change was considered unrealistic if it was voted 3 times
as an outlier by the 2 preceding and 2 successive measurements,
with each measurement encompassing 1 vote. A vote was
defined as a difference between the 2 consecutive weight
measurements that exceeded the threshold of 3% daily plus
0.1% times day difference between the measurements. The
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measurements were removed iteratively by removing 1
observation at a time, starting from the outlier that had the
highest number of votes and then the highest total sum of
absolute weight difference. The process was repeated until no
outliers were detected. After removing the outliers, the minimum
weight values for each day were identified, and other day
duplicates were excluded from the analyses to reduce diurnal
variation of weight. Finally, if more than 10 original daily
minimum weight values were removed as a result of the outlier
detection algorithm (compared to before any processing) or if
less than 30 observations were left after preprocessing, the user
was excluded from the final analyses.

Variables

Follow-Up Time
The individual follow-up time for each user was defined as the
time difference between the first and the last weight
measurements.

Weight Change
Weight change during the follow-up period was defined as a
difference between the mean weight of the last 7 days and the
mean weight of the first 7 days (initial weight), divided by the
initial weight. A similar approach was used by Zheng et al [19].
Negative and positive weight differences indicate weight loss
and weight gain, respectively.

Temporal Weight Change
Temporal weight change per day was calculated by dividing
weight change between 2 consecutive measurements by the
corresponding day difference between the measurements.

BMI
Height was retrieved from the Withings research database. The
baseline BMI was calculated from the self-reported height and
the initial weight. Individuals were categorized into 3 categories

based on BMI thresholds: normal weight (18.5 kg/m2 to <25.0

kg/m2), overweight (25.0 kg/m2 to <30.0 kg/m2), and obese

(≥30.0 kg/m2).

Frequency of Self-Weighing
The self-weighing frequency was defined as a percentage of
follow-up days with a weight measurement recorded. We also
calculated the number of weight measurements per week defined
by dividing the number of all weight measurements with the
number of follow-up weeks to be used as a proxy for weekly
self-weighing intensity.

For the analysis of temporal weight changes, we used a
categorical self-weighing frequency that was defined based on
the number of days between the 2 consecutive measurements.
The categories were based on commonly used self-weighing
categories. The categorization was also motivated by the fact
that the majority of measurements were done on a weekly basis
or more frequently, and thus, the distribution was strongly
skewed. The self-weighing categories were as follows: daily —
0 days between 2 consecutive weight measurements; every other
day — 1 day between 2 consecutive weight measurements; 2-4
times per week — 2 days between 2 consecutive weight

measurements; 1-2 times per week — 3-7 days between 2
consecutive weight measurements; every other week — 8-14
days between 2 consecutive weight measurements; monthly —
14-29 days between 2 consecutive weight measurements; less
than monthly — ≥30 days between consecutive measurements.

Break in Self-Weighing
A break in self-weighing was defined as ≥30 days between 2
consecutive weight measurements. The weight change during
the break was calculated as a difference between the last
preceding weight measurement and the first weight measurement
after the break. If the user had multiple breaks, the mean weight
change and the mean duration of all breaks were calculated.

Time of the Day and the Weekday
To control time effect, weight measurements were each
categorized based on their time stamp to either a morning
(measurement made between 5 am and 1 pm) or an evening
(measurement made between 1 pm and the 5 am the next day)
measurement. We further defined a combination variable
accounting for time stamps of the present and the previous
weight measurement with 4 possible categories:
morning-morning, morning-evening, evening-evening,
evening-morning. This variable was used in the analyses of
temporal weight changes. Similarly, as weekday is shown to
affect weight variation [24,27], we defined the weekday of the
weight measurement and used the variable in the analyses of
temporal weight change.

Statistical Analyses
Participant characteristics are presented using means (SDs) or
frequencies and percentages. Characteristics were compared
across the 3 BMI groups using a Chi-square test or analysis of
variance or Kruskall Wallis test if the distributions were strongly
skewed. Similar comparisons across the BMI groups were made
among participants who had a break in self-weighing.

The Pearson correlation coefficient (r) between weight change
(kg) and the frequency of self-weighing, measured as a
percentage of follow-up days with a weight measurement, was
calculated for the whole study population and separately for
each BMI group. We then built linear models with an interaction
term between the BMI group and the frequency of self-weighing
to investigate whether the association was different across the
BMI groups. The adjusted models were further performed
including the following covariates: sex, age, initial BMI, and
the duration of the follow-up.

In the secondary analyses, we focused on temporal weight
changes and analyzed the association between temporal weight
change and the corresponding day difference by using linear
mixed effect (LME) models. Day difference between 2
consecutive weight measurements was added in the model as
a fixed effect and participants as a random effect. Each
participant was allowed to have a subject-specific intercept and
a slope. The adjusted analyses included the following covariates:
sex, age, initial BMI, weekday, and time of the day combination.
Temporal weight change was also modeled using the categorized
self-weighing frequency variable as a dependent variable and
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further adding the interaction between the self-weighing
category and BMI group in the model as a fixed effect.

Statistical analyses were carried out with R version 3.6.2 [28]
using dplyr [29] and nlme [30] packages. An alpha level of 0.05
was used in all statistical analyses, and all statistical tests were
two-sided.

Results

Participant Inclusion and Background Characteristics
The participant inclusion and data preprocessing flow is depicted
in Figure 1. Of the 10,000 smart scale users, 9768 (97.7%) were
included in the study. In total, participants recorded 4,230,928
weight measurements.

Figure 1. Participant inclusion and data prepreprocessing.

Participants’ background characteristics and
self-weighing–related information are summarized in Table 1.
The majority (6515/9768, 66.7%) were male. The mean age

was 41.52 years, and the mean BMI was 26.78 kg/m2. Of all
participants, 4003 (4003/9768, 42.0%) were of normal weight,
3748 (3748/9768, 38.4%) were overweight, and 2017
(2017/9768, 20.7%) were obese at the beginning of the
follow-up. The proportion of male participants was higher in
the overweight and obese groups than among the normal weight
group (2969/3748, 79.2%; 1551/2017, 76.9%; 1995/4003,
49.8%, respectively; P<.001). Of the included participants, 4837
(4837/9768, 49.5%) were from Europe, 3744 (3744/9768,
38.3%) from the Americas, 887 (887/9758, 9.1%) from Asia,
and the rest (300/9768, 3.0%) from other continents. The most

represented countries were the United States (3332/9768,
34.1%), Germany (1230/9768, 12.6%), France (811/9768,
8.3%), Japan (600/9768, 6.1%), and the United Kingdom
(585/9768, 6.0%).

The mean duration of the follow-up was 1085 days, which did
not differ across the 3 BMI groups (P=.35). The median number
of self-weighs was 352, which equals 2.80 weight measurements
per week. The highest self-weighing intensity was seen among
overweight individuals; however, the differences between the
groups were small, although statistically significant, varying
from 38.99% among obese individuals to 40.86% among
overweight individuals (P=.006). The mean percentage days
with a weight measurement was 39.98%.
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Table 1. Background characteristics and self-weighing–related information for smart scale users.

P valueStatistic for the
difference between
the BMI groups

Obese group
(n=2017)

Overweight group
(n=3748)

Normal weight
group (n=4003)

All participants
(n=9768)

Characteristic

<.001χ2
2=871.151551 (76.9)2969 (79.2)1995 (49.8)6515 (66.7)Gender (male), n (%)

<.001F2,9765=60.2442.88 (11.21)42.33 (11.07)40.07 (10.86)41.52 (11.08)Age (years), mean (SD)

N/AN/Aa106.71 (17.48)84.74 (9.86)67.01 (9.96)82.01 (19.03)Weight (kg), mean (SD)

N/AN/A34.38 (4.32)27.20 (1.42)22.55 (1.68)26.78 (5.01)BMI (kg/m2), mean (SD)

.35F2,9765=1.051073 (417.08)1090 (419.16)1086 (422.65)1085 (420.17)Follow-up time (days), mean
(SD)

<.001KW2
b=18.59338.00 (189.00 to

571.00)
371.00 (213.75 to
604.00)

345.00 (190.00 to
588.50)

352.00 (197.00 to
591.00)

Total number of weight mea-
surements, median (IQR)

.006F2,9765=5.0938.99 (22.54)40.86 (22.24)39.65 (23.41)39.98 (22.80)Percentage of days with a
weight measurement, mean
(SD)

.006F2,9765=5.092.73 (1.58)2.86 (1.56)2.78 (1.64)2.80 (1.60)Weight measurements per
week, mean (SD)

<.001F2,9765=246.00–3.35 (11.01)–0.58 (5.96)0.78 (4.38)–0.59 (6.99)Weight change (kg), mean (SD)

<.001F2,9765=209.4–2.93 (9.61)–0.68 (7.09)1.20 (6.57)–0.37 (7.64)Weight change (%), mean (SD)

<.001KW2=1827.00–9.33 (–15.73 to
–4.99)

–5.81 (–8.97 to
–3.38)

–3.49 (–5.42 to
–2.03)

–4.97 (–8.52 to
–2.76)

Maximum weight change (kg),
median (IQR)

aN/A: not available because no statistical test was performed to test differences between the groups.
bKW: Kruskal-Wallis.

Frequency of Self-Weighing and Weight Change
During the mean follow-up of 1085 days, the participants lost
0.59 kg of their initial weight (Table 1). The mean percentage
weight change was –0.37%. Weight changes varied between
the BMI groups, with an increase of 0.78 kg in the normal
weight group and decreases of –0.58 kg and –3.35 kg in the
overweight and obese groups, respectively.

There was a low, statistically significant, correlation between
the frequency of self-weighing, measured as the percentage of
self-weighing days, and weight change (r=–0.111, P<.001). The
correlation was stronger in the highest BMI groups: r=–0.100
(P<.001) for normal weight, r=–0.125 (P<.001) for overweight,
and r=–0.148 (P<.001) for obese. The linear model, including
the interaction term between the BMI group and the frequency
of self-weighing, showed a statistically significant interaction
for the overweight and obese groups and the frequency of
self-weighing (β=–0.015, P=.03 and β=–0.053, P<.001,
respectively); see Table S1 in Multimedia Appendix 1 for all
model coefficients. The result indicates that, when compared
to the normal weight group, the association between the

frequency of self-weighing and weight change was different
among obese and overweight individuals. Similar parameter
estimates were obtained from the adjusted models (β=–0.017,
P=.01 for the overweight group and β=–0.057, P<.001 for the
obese group).

Figure 2 shows the weight change (kg) in the 3 BMI groups
predicted by the weekly weighing frequency. A slightly steeper
slope was seen in the obese group as compared to the normal
weight group illustrating the interaction. A higher frequency of
self-weighing was associated with bigger weight loss in the
obese group. The magnitude of the interaction was smaller in
the overweight group. The figure shows that weighing oneself
at least once a week was associated with negative weight change
in the obese group, whereas in the overweight and normal weight
groups, the confidence intervals overlap the 0 line or remain
above it. It seems that a self-weighing frequency of 2-3 times
per week, or more frequently, was associated with negative
weight change in the overweight group. However, in the normal
weight group, the upper limit of the 95% confidence interval
was not below 0 at all.
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Figure 2. Weight change during the study follow-up predicted by the number of weight measurements per week.

Temporal Weight Change and Self-Weighing
Frequency
After calculating the temporal weight change variable, we
excluded measurements that exceeded the threshold of 20%
weight change per day (n=35). The number of individuals in
the analyses remained at 9768. The LME model showed that
the number of days between 2 consecutive weight measurements
was a significant predictor of temporal weight change (β=0.001,
P<.001); weight increased by the number of days between the
weight measurements. The adjusted model did not alter the
parameter estimate (β=0.001, P<.001).

The mean weight changes per day in the self-weighing frequency
categories were as follows: daily, –0.058 kg; every other day,
0.012 kg; 2-4 times per week, 0.036 kg; 1-2 times per week,
0.028 kg; every other week, 0.026 kg; monthly, 0.022 kg; less
than monthly, 0.016 kg. Temporal weight changes in each
category were significantly different from the “daily” value,
which was used as a reference category (Multimedia Appendix
1, Table S2). Figure 3 shows the interactions between
self-weighing categories and the BMI groups. The parameter
estimates of the model are shown in Multimedia Appendix 1
Table S3. Only daily self-weighing was associated with a
negative temporal weight change per day in all BMI groups.
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Figure 3. Weight change per day predicted by the interaction between the frequency of self-weighing and BMI group.

Breaks in Self-Weighing
A majority of the participants (7085/9768, 72.5%) had at least
one break in self-weighing of ≥30 days during the follow-up
(Table 2). In the normal weight, overweight, and obese groups,
73.5% (2941/4003), 70.7% (2648/3748), and 74.2%
(1496/2017), respectively, had at least one break. The median
number of breaks was 3 with an average duration of 58.83 days.

During the break, the participants gained 0.85 kg on average.
The median increase was bigger in the obese group (1.37 kg)
than in the overweight (0.93 kg) and normal weight (0.58 kg)
groups (P<.001). The Spearman correlation coefficients between
the duration of the break and weight change (kg) were ρ=0.153
(P<.001) among all participants and ρ=0.090 (P<.001), ρ=0.161
(P<.001), and ρ=0.245 (P<.001) in the normal weight,
overweight, and obese groups, respectively.

Table 2. The numbers of breaks in self-weighing, their durations, and the subsequent weight change among all study participants who had a break from
self-weighing and in the 3 BMI groups.

P valueKruskal Wallis
statistic for the dif-
ference between
the BMI groups

Obese (n=1496)Overweight
(n=2648)

Normal weight
(n=2941)

All who had a
break from self-
weighing (n=7085)

Characteristic

.018.48 (df=2)3 (2 to 6)3 (1 to 5)3 (2 to 5)3 (2 to 5)Number of breaks,

median (IQR)

.00311.44 (df=2)61.20

(45.36 to 90.00)

57.75

(43.62 to 85.55)

58.33

(44.00 to 85.00)

58.83

(44.00 to 86.30)

Duration of the break (days),

median (IQR)

<.001247.32 (df=2)1.37

(0.38 to 2.61)

0.93

(0.06 to 1.99)

0.58

(–0.13 to 1.46)

0.85

(0.03 to 1.92)

Weight change (kg),

median (IQR)

<.00158.54 (df=2)1.30

(0.36 to 2.46)

1.10

(0.08 to 2.32)

0.87

(–0.18 to 2.20)

1.05

(0.04 to 2.30)

Weight change (%),

median (IQR)

Discussion

Principal Findings
This study extends the well-established relationship between
frequent self-weighing and favorable weight loss outcomes
beyond specific weight loss interventions by using a large

international sample of 9768 long-term smart scale users,
tracking their weight in uncontrolled, free-living settings. We
found that the intensity of self-weighing was inversely
associated with weight change, and the beneficial associations
of frequent self-weighing were more pronounced in obese and
overweight individuals as compared to normal weight
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individuals. Daily self-weighing in particular was associated
with weight loss.

During the mean follow-up time of 1085 days, the participants
measured their weight 2.8 times per week, which is notably
higher than what is reported in the general population of the
United States [15]. However, a comparable self-weighing
intensity was reported in the Heart eHealth (HeH) study [19],
a prospective observational cohort study on health behaviors
and cardiovascular risk. Similarly, the HeH study reflects
free-living behaviors, as study participants did not receive any
recommendations for self-weighing practices, but those who
owned smart scales connected them to the HeH study account.

While the self-weighing frequency was rather high, more than
two-thirds of the study participants also had at least one longer
break in self-weighing (≥30 days) during the follow-up. The
break in self-weighing was associated with increased weight,
with a dose-response relationship with the length of the break:
The longer the break, the more weight tended to increase.
Moreover, weight gain following the break in self-weighing
was largest among obese individuals (+1.37 kg) and overweight
individuals (+0.93 kg) when compared to normal weight
individuals (+0.58 kg), while the average length of the break
was rather similar between all 3 BMI groups (varying between
58 days and 61 days). Similar findings were also reported by
VanWormer et al [12], who found that monthly self-weighers
actually gained weight during the 24-month follow-up. These
results suggest that regular self-weighing might be of particular
importance in terms of promoting weight loss for individuals
with excess weight, possibly by helping them attain weight
management–promoting behaviors.

The correlation between frequent self-weighing and weight loss
supports the beneficial effect of weight monitoring and, as such,
is in line with other studies [3,8,9,11,13]. The association
seemed to be stronger in individuals who needed it most, namely
obese and overweight individuals, as seen earlier [12]. The
motivation for weight tracking in individuals who do not have
excess weight is likely different, as they may not pursue weight
loss, which might at least partly explain the lower correlation
in the normal weight group. It should be noted that the
correlation coefficients were generally very low, which indicates
that self-weighing explains relatively little of the weight change
variation. Other factors, such as long-term goals, motivation
for self-weighing, and behavioral factors as well as diet and
physical activity, may have stronger effects on weight loss
efforts, although weight-loss–promoting practices are important.
It has also been suggested that the consistency of self-weighing
is more important than the frequency of self-weighing [31].

As self-weighing practices tend to vary and decline over time
[13,20,32], we analyzed temporal weight changes using
consecutive weight measurements and the corresponding day
differences to investigate the short-term associations. These
results were consistent with aggregated data showing a
significant relationship between weight change and the
corresponding day difference. The higher the number of days
between self-weighs, the more weight increased. In these
analyses, we used weight change per day as an independent
variable, which adjusted the weight change by the number of

days between the measurements to control for the possibility
of bigger weight changes during longer breaks. When using the
self-weighing categories, we found that only daily self-weighing
was associated with weight loss in all BMI groups, whereas
weighing oneself every other day or less frequently was
associated with unchanged or increased weight. Interestingly,
weighing every other day was associated with increased weight
in normal weight and overweight groups, whereas in obese
individuals, it was associated with unchanged weight. Consistent
with our findings, it has been shown that daily weighing is
associated with greater weight loss [33], even when compared
to weighing oneself 5 days of the week [11]. However, not all
studies have reported the superiority of daily self-weighing over
weekly monitoring [5]. The positive impact of daily weighing
vs weighing oneself every other day or on a weekly basis in our
observational study should be interpreted with caution. It is
possible that the differences between daily and every-other-day
categories reflect an ongoing weight loss process rather than
daily self-weighing being remarkably more effective than
weighing oneself every other day.

Limitations
The findings of this study should be interpreted in the light of
the following limitations. First, as an observational study, a
causal relationship between self-weighing and weight change
cannot be established. Efforts at self-weighing could promote
weight loss or be a consequence of favorable weight change.
In fact, a recent study by Frie et al [25] found that declining
motivation for weight control and possible difficulties with
making use of negative weight feedback, the Ostrich effect,
precede a break in self-weighing. Thus, it might not be the break
in self-weighing that increases the risk of weight gain, but that
the decline in self-weighing behavior is a result of weight gain.
In line with this, Tanenbaum et al [34] showed that calorie intake
on a given day increased the risk of not self-weighing the
following day; in another study, a reduction in BMI was
independently associated with greater engagement with
self-weighing [21]. In light of those studies, the findings of the
current study may also indicate that the relationship describes
the process of weight loss rather than promotes it.

Second, participants’ background information was limited to
demographic variables, preventing us from controlling for
important variables, such as goals for weight management or
the underlying motivation for using the smart scale. For
example, among normal weight individuals, it might be that
they did not pursue weight loss but rather weight (loss)
maintenance, which might explain a weaker correlation seen in
this subgroup. On the other hand, obese individuals might be
more likely to use the scale for weight loss purposes.

The third limitation is the selection bias. Our sample consisted
of individuals who were predominantly men (66.7%), had excess

weight (BMI of 26.8 kg/m2), and, importantly, were engaged
with regular self-monitoring of weight for a longer time period.
The sample is not representative of the general population;
Sperrin et al [21], who used comparable data from the same
company, showed that the traits of those self-weighing
individuals differed from the general British population.
Participants’ characteristics in our study were quite similar to
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the study by Sperring et al [21], although they required only
one weight measurement per subject and used data from a single
country. Another study found that individuals using smart scales
in wireless settings were mostly well educated, white, and male
[19]. Moreover, due to the inclusion criteria we applied for
sampling, our cohort may not be representative of smart scale
users, as those who used the scale for a shorter period (less than
a year) and made fewer than 30 measurements were excluded.
Nevertheless, this was a large international cohort including
almost 10,000 individuals from 109 different countries who
provided self-weighed measurements for approximately 3 years.
These individuals were not participating in a specific weight
loss program, but the data reflect self-weighing behaviors in
real-world settings. We consider the overrepresentation of men
as a strength of this study. Typically, participants in weight
management interventions are women. Thus, the findings of
this study shed light on self-weighing patterns and weight loss
attempts by men, who are less investigated. Moreover, together
with other smart scale–based studies, the findings indicate that
including technology to support weight loss may have the
potential to appeal to men to participate in weight control trials.

Fourth, measuring longitudinal changes in self-weighing
behaviors remain a challenge. Aggregating data over multiple
days and weeks, as we did in the first analysis, does not account
for changing behavioral patterns. In an attempt to tackle the
challenge, we investigated short-term weight changes by
analyzing consecutive weight measurements. However, these
results may have been affected by the underlying trend of the

weight loss process; individuals who lose weight may be more
likely to weigh themselves daily, and thus, even 1-day breaks
from the daily self-weighing may appear as short-term weight
gains. As there were some differences in results obtained with
these 2 analysis approaches, future studies should note that the
length of the follow-up might affect the results when
investigating how the frequency of self-weighing affects weight
loss. Another alternative for the analysis of similar data to ours
would be to identify slots with unchanged self-weighing pattern
as was done by Frie et al [25] and to analyze associated weight
changes.

Conclusions
This study showed that frequent self-weighing is associated
with favorable weight loss outcomes also in an uncontrolled,
free-living setting, regardless of specific weight loss
interventions. The positive association of regular self-weighing
was more pronounced for individuals who needed it most,
namely overweight and obese individuals. We found that daily
self-weighing in particular was associated with weight loss,
whereas breaks of 30 days or longer were associated with
increased weight. However, although, there was a dose-response
relationship between self-weighing intensity and weight change,
the correlation remained low, indicating that self-weighing
explains only a small fraction of the variations in weight. Yet,
our results underscore the evidence that missing self-weighing
data do not occur randomly and might be a sign of risk for
weight gain.
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Abstract

Background: In recent years, robots have been considered a new tech industry that can be used to solve the shortage in human
resources in the field of health care. Also, animal-assisted therapy has been used to provide assistance, companionship, and
interaction among the elderly and has been shown to have a positive impact on their emotional and psychological well-being.
Both pets and robots can provide dynamic communication and positive interaction patterns. However, preferences for middle-aged
and older adults in this regard are not clear.

Objective: This study explored the degree of acceptance of robots and pets as partners in later life and to determine the needs
and preferences of elderly individuals related to companion robots.

Methods: A total of 273 middle-aged and older adults aged ≥45 years and living in the community were invited to answer a
structured questionnaire after watching a companion robot video. Sociodemographic data, physical health status and activities,
experience with technology, eHealth literacy, and acceptance and attitude toward robots and pets were recorded and analyzed
using multinomial logistic regression analysis.

Results: Age, level of education, type of dwelling, occupation, retirement status, number of comorbidities, experience with
pets, experience using apps, and eHealth literacy were significantly associated with acceptance of robots and pets. Middle-aged
and older women preferred robots with an animal-like appearance, while men preferred robots that resembled a human adult. In
terms of robot functions, participants preferred a companion robot with dancing, singing, storytelling, or news-reporting functions.
Participants’ marital status and whether or not they lived alone affected their preference of functions in the companion robot.

Conclusions: Findings from this study inform the development of social robots with regard to their appearance and functions
to address loneliness in later life in fast-aging societies.

(J Med Internet Res 2021;23(6):e23471)   doi:10.2196/23471

KEYWORDS

middle-aged adults; older adults; companionship demand; robot; pet; acceptance

Introduction

Along with increases in the size of the aging population, the
demands for care and medical and health care manpower for
the elderly population are also increasing. Determining how to
adapt to these changes, using limited resources to meet the needs
of care recipients, and reducing the burden on caregivers so that

middle-aged and older adults have a high quality of life in their
old age is an important issue that cannot be ignored.

Cowan [1] divided the issues to be faced by an aging society
into 8 categories: dependent living, fall risk, chronic disease,
dementia, social isolation, depression, poor well-being, and
poor medication management. However, an existing literature
review pointed out that in order to establish relevant
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advanced-age health technologies designed to solve the issues
mentioned above, the issues could be divided into 6 groups:
general information and communications technology (ICT),
robotics, telemedicine, sensor technology, medication
management applications, and video games [1].

Over the past decade, the elderly population has been the
demographic with the fastest growing use of technological
products such as the internet and computers [2,3], and a growing
number of studies have shown that health-related ICTs can
effectively reduce medical expenditures and care costs and
enhance the quality of life of middle-aged and older adults [4,5].
In addition, technological products can help middle-aged and
older adults live independently at home and provide health care
and medical services in remote areas through mobile health
(mHealth) strategies [6]; among these technological products
are robots that can assist humans in performing repetitive and
dangerous work and become the additional manpower needed
for health care [7].

A health care robot is a robot that monitors or promotes physical
and mental health and mitigates social psychological problems
in the elderly. According to their functions, these robots can be
divided into 2 types: rehabilitation robots and social robots [8].
Rehabilitation robots are auxiliary devices that provide physical
assistance and make it easier for users to perform physical tasks.
They include such things as smart wheelchairs, artificial limbs,
and exoskeletons. Social robots interact with the elderly,
providing companionship or improving daily life. These robots
can be further divided into service-type robots and
companionship robots. The function of the service-type robot
is mainly related to supporting the independent life of the elderly
individual, such as assisting with eating, bathing, toileting, or
dressing, as well as performing housework and providing health
and safety monitoring. A companionship robot promotes the
physical and mental health of elderly persons and enhances their
quality of life through companionship, such as the robotic seal
PARO that accompanies elderly individuals with dementia; the
robot Huggable, which was specially developed for elderly care
experimental research; and the robotic dog Aibo, which was
intended to improve the quality of life of older individuals and
disabled patients [9,10]. Studies have shown that older people
prefer less human-looking robots [11,12] and especially enjoy
pet-like robots, which are widely used in the care of elderly
persons with intellectual disabilities and provide pet-like
companionship in lieu of real animals [13,14]. For example, the
therapeutic robotic seal pet PARO, which was developed in
Japan in 2004, has a body covered with more than 100 sensors
and can interact with people. Survey results show that because
PARO’s appearance is unfamiliar to people, it is less likely that
people will feel a sense of artificial interaction with an animal,
and it is more likely to be accepted by the elderly [15]. Many
studies have also shown that PARO can improve depression,
increase social interaction, and positively stimulate cognitive
functions in elderly persons with dementia [16,17], which
suggests that robot-assisted therapy is a new therapeutic tool
for use among the elderly [18-20]. According to the literature
review [21], robot-assisted therapy is beneficial to the moods
and behavior of elderly persons. A pet-like social robot can
stimulate elderly persons to interact and talk with others and

remind older adults of their past experiences with companion
pets, while posing fewer concerns about safety (such as attacks
or bites) and hygiene (allergies, infections, or dirt) that are
associated with real pets. Older adults with dementia can also
get the same emotional comfort from robot-assisted therapy as
they would from their interaction with real pets. As a result, a
pet-like robot provides not only simple entertainment but also
assistance, companionship, therapy, interaction, and stimulation,
as well as other functions and services [21].

However, technology may not be a substitute for human
assistance, companionship, and interaction. A study was
conducted to enable “robotic dog doctors” to accompany the
elderly through animal-assisted therapy, and the results of the
study showed that it had a positive effect on the mental and
social health of the elderly participants. The study indicated
that animal-assisted therapy can improve emotional and
behavioral problems, as well as problems with aggression, in
elderly individuals with dementia and can have a positive effect
on the mental and social health of all elderly persons.
Animal-assisted therapy is often recommended as a
goal-oriented nonpharmaceutical therapy for mental problems
[22]. For example, a study by Garrity et al [23] on widowed
and socially isolated elderly persons over the past year found
that those who had no experience with keeping pets were more
depressed than those who had such experience. There are also
studies showing that keeping pets is related to the survival rate
of cardiovascular disease in the elderly [24], suggesting that pet
companionship has a curative effect that cannot be ignored in
clinical care and treatment. Some scholars have suggested that
patients with dementia can experience a reduction in their degree
of loneliness and engage in social interaction by interacting
with robot pets and get pleasure and attention from it as well
as spiritual comfort [25,26]. Thus, robot pets provide a new
therapeutic option for the elderly with dementia. Furthermore,
animal protection regulations in countries in addition to a lack
of adequate animal training makes robot pets more attractive
than animal pets. For example, people generally have doubts
about the safety and health of animals in Taiwan, which leads
to a lot of restrictions on their implementation in therapy [27].
Therefore, robots or robot pets provide the elderly with dynamic,
2-way communication and a positive interaction mode, which
can be regarded as another option for them in later life. Robots
can do more dangerous and tiring work in the home care of
elderly persons, but they may undergo failure and present
financial and ethical issues. Although pets have more
spontaneous reactions and richer emotional responses and can
provide more tactile stimulation, they present safety and health
issues that must be taken into consideration, as well as extra
time-consuming care requirements. The aforementioned factors
affect the user’s choice. According to the theory of planned
behavior proposed by Ajzen [28], the occurrence of a behavior
depends on the intensity of people’s intentions, and the intensity
of intentions is determined by 3 factors: attitude, subjective
norms, and perceived behavioral control. Therefore, it is
important to explore what factors affect the acceptance of robots
and pets among middle-aged and older adults in Taiwan and to
understand whether these factors correspond to the theory of
planned behavior.
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Thodberg et al [29] performed a study that compared pets with
robotic dogs. At the beginning of the study, the robotic pet
PARO and real pets (dogs) had the same impact on residents.
However, with increases in interaction time, residents decreased
their conversation and eye contact with PARO, but their focus
on and interaction with the dogs remained stable [29]. The study
also found that the real animals had more spontaneous and richer
emotional responses than the robotic pets and that subjects could
get more active tactile stimulation. Compared with toy animals,
both robotic pets and real animals can provide 2-way dynamic
communication, so it is feasible to use a robot/robot pet as a
companion object and an auxiliary technological device for
stimulating the sensory and cognitive functions of elderly
individuals. However, most of the existing studies exploring
the effectiveness of robot pet interventions in the elderly
population (eg, psychological and behavioral effects and impact
on quality of life) have been conducted on institutionalized
elderly individuals with dementia for which long-term care was
provided [30-33]; few of the studies have included elderly
persons in the community as the study population. In particular,
there has been a lack of study on the attitudes, degree of
acceptance, and needs of middle-aged and older adults as they
relate to robots. In the past, there have also been no studies
comparing pets with robots in terms of their use as companion
objects. This study is aimed toward closing these gaps in the
existing literature to discuss the companion needs of
middle-aged and older adults in Taiwan in order to understand
their choices of robots or live pets as companion objects in later
life and to further discuss the preferences of middle-aged and
older adults for companionship robots, as well as other related
factors.

Methods

Participants
Adults over age 45 years in Taiwan were invited to participate
in this study using a convenience sampling method based on
the sample selection standard. The number of participants
needed for the study was determined as the number of variables
(n=26) multiplied by 10. Thus, a total of 273 older adults living
in the community comprised the sample. The questionnaire was
distributed in gathering places for the elderly in Taiwan such
as community universities, senior citizen learning centers,
community care strongholds, day-care strongholds, and hospital
clinics all over Taiwan. The inclusion criteria for participants
were as follows: (1) able to communicate in Mandarin and
Taiwanese; (2) willing to be interviewed by researchers, to fill
out the questionnaire on their own, or to fill out an electronic
questionnaire with a tablet computer; and (3) agreed to
participate in the study and to sign a consent form. The exclusion
conditions were as follows: (1) resided somewhere other than
Taiwan, and (2) were suffering from moderate to severe
cognitive impairment or unable to answer questions without
coercion.

Measures
A structural questionnaire was used as the research tool. The
content of the questionnaire included 4 parts: sociodemographic

data, physical and mental health status and activities, technology
use and eHealth literacy, and robot and pet experience.

The sociodemographic data included age, gender, education
level, marital status, number of children, place of residence,
whether living alone or not, working status, economic status,
self-rated health status, and number of chronic diseases.

The physical and mental health status and activities included
social participation, leisure activities, social support, depression
status, and personality traits. Among them, social participation
and leisure activities were measured using the Ministry of Health
and Welfare Taiwan Longitudinal Study on Aging questionnaire
[34]. Social support was measured using the Inventory of
Socially Supportive Behavior (ISSB [35,36]). This inventory
consists of 10 questions relating to 4 types of social support:
emotional support (3 questions), information support (2
questions), substantive support (2 questions), and social
integration (3 questions). In the scoring system for the ISSB, a
score of 1 represents unsatisfied, 2 represents neutral, and 3
represents satisfied; the higher the score, the higher the
perceived social support. An overall internal consistency
coefficient of .91 represents emotional support for each support
type α reliability coefficient; a coefficient of .81 represents
information support; a coefficient of .73 represents substantive
support; and a coefficient of .81 represents social integration
[37]. The depression status was measured using the simplified,
10-item version of the Center for Epidemiologic Studies
Depression Scale (CES-D [38]), which was translated into
Chinese. The CES-D comprises 10 positive and 10 negative
questions that are scored on Likert scales ranging from 0 to 3,
with the total score ranging from 0 to 30 and a total score of
greater than 10 representing depression. The overall internal
consistency Cronbach α value ranges from .78 to .87 [39]. The
personality assessment was carried out using the International
Personality Item Pool (IPIP) big 5 personality scale developed
by Goldberg in 1992 [40], which was first translated into a
simplified Chinese version [41] and then changed to a traditional
Chinese version with customary modifiers used by the
Taiwanese population [42]. A single factor was screened out
from the original 50 questions, and the questions with higher
factor loadings in each domain were developed into a new,
15-item version of the IPIP (IPIP-15). This simplified version
of the IPIP big 5 personality scale is divided into 5
dimensions—extroversion, friendliness, rigorousness, emotional
stability, and intelligence/imagination—that are scored from 0
to 5, where 1=imprecise, 2=slightly imprecise, 3=ordinary,
4=slightly precise, and 5=very precise. The Cronbach α
reliability coefficient judging the internal consistency of each
scale ranged between .67 and .83, and the factor loading ranged
between .61 and .83, indicating convergent validity. The
correlation between the IPIP-15 and the personality scales
corresponding to the original IPIP-50 ranged between .81 and
.88, which indicated that the convergent validity was acceptable
[42].

Participants’ experience in the use of technology, networking,
and eHealth literacy were also assessed. The question about
experience with the use of technology and networking was
answered by subjects based on their past experience (ie, whether
they had experience using the internet and downloading and
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using mobile apps). The question about eHealth literacy was
assessed using the eHealth Literacy Scale (eHEALS), which is
an 8-item measure that assesses the participant’s internet use
and search skills, ability to evaluate online content, and
confidence in their internet-searching abilities. This scale is
scored with 4 points, with the options being entirely disagree,
disagree, agree, and strongly agree, which are scored 1, 2, 3,
and 4, respectively. The internal consistency Cronbach α
reliability coefficient for each item is .88, and the factor load
ranges between .60 and .84 [43,44].

Experience with and acceptance of robots and pets included the
acceptability of choosing a robot or pet as a companion object
in later life, the type of companionship robot desired/favored,
and past experience with keeping pets. Among these indices,
the question about the acceptability of robots/pets was answered
based on the response, “Acceptability of choosing a robot or
pet as a companion object in later life.” It was scored from 0 to
10, with 0 representing completely unacceptable and 10
representing quite acceptable, and the higher the score, the
higher the degree of acceptability. In addition, when the type

of companion robots desired/favored was also evaluated,
subjects were requested to choose the types and functions of
the robots according to their preferences or needs. The choices
included the companionship robot’s services (eg, assisting with
family tasks, health monitoring, safety monitoring), skills (eg,
juggling, dancing, singing), interaction (eg, chatting, storytelling,
news reporting, joke telling, providing child-like dialogue),
expression, and appearance (eg, resembling an animal, human
infant or adult, or nonbiological form), as well as other
functions.

Procedure
The study was conducted between May and June 2018. A
cross-sectional survey research method was used to survey the
degree of acceptance and factors related to the choices made
by middle-aged and older adults in Taiwan of a robot or pet as
their companion object in later life. This study was approved
by the institutional review board (IRB) of National Cheng Kung
University Hospital in Taiwan (No. A-ER-105-509). The study
collection methods and procedures are shown in Figure 1.

Figure 1. Research and data collection flowchart.
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With the consent of the IRB of National Cheng Kung University
Hospital in Taiwan, middle-aged and older adults in Taiwan
were invited to participate in the study, and gathering places
for the middle-aged and older adults, such as community
universities, senior citizen learning centers, community care
strongholds, and day-care strongholds, were chosen as places
to distribute questionnaires. Middle-aged and older adults who
met the following inclusion criteria were selected: (1) aged ≥45
years, (2) able to communicate in Mandarin and Taiwanese, (3)
had a Saint Louis University Mental Status test score higher
than 20, (4) willing to be interviewed by the researchers or to
fill out the questionnaire on their own, and (5) agreed to
participate in the study and sign a consent form. The researchers
explained to the subjects the study’s purpose, process, and
duration. After signing the consent form, the subjects used a
tablet computer to watch a companionship robot film, after
which they completed a questionnaire.

A companionship robot film was used in the study to provide
a brief introduction to each type of companionship robot and
was explained by the researchers at the time it was played. The
film included robots with various physical characteristics
(Multimedia Appendix 1), such as resembling an adult, an infant,
an animal, or a nonbiological object, and presented the different
functions of each robot, such as assisting with family tasks,
health monitoring, safety monitoring, and other services, and
the content of the robots’ interactions with users, such as
chatting, reporting news, reporting weather, singing, dancing,
and making various expressions, among other functions.

Statistics
The descriptive statistics included an analysis of the
sociodemographic variables, physical health factors, past
experience with keeping pets, and experience in the use of
technology as they related to variables such as the acceptability
of choosing a robot or pet as a companion object in later life
using a t test and a 1-way analysis of variance. Differences
among the sociodemographic variables, physical health factors,
past experience with keeping pets, and experience with the use
of technology, as well as other variables related to the elderly,
were verified using the chi-square test among 4 groups of
robot/pet preferences. The analysis of the correlation between
the continuous variables was related to the Pearson correlation
and included age, number of years living alone, IPIP-15 score,
CES-D score, ISSB score, eHEALS score, and the level of

acceptance of a robot or pet as a companion object in later life.
A multiple regression analysis was used to analyze the
between-variable correlations, such as gender, age, education
level, living alone or not, retirement status, number of
comorbidities, ISSB score, eHEALS score, IPIP-15 score, and
acceptance of either robots or pets. Finally, a multinomial
logistic regression analysis was used to analyze the predictive
power of different groups of robot or pet acceptability in the
middle-aged and older adults based on the following variables:
(1) both robots and pets were highly acceptable (HH), (2)
preferred choice was a robot (HL), (3) preferred choice was a
pet (LH), and (4) neither robots nor pets were acceptable (LL).

Results

Descriptive Analysis of the Subjects’ Basic Data
For the purpose of discussing the degree to which the
middle-aged and older adults preferred a robot or pet as their
companion object in later life in Taiwan, the questionnaires
were distributed at 6 community care strongholds, 5 community
centers, and 3 large-scale activities related to respecting the
elderly and Mother’s Day events in the north, middle, and
southern parts of Taiwan. A total of 273 subjects who met the
inclusion criteria were selected out of 300 middle-aged and
older adults living in the community who were aged ≥45 years,
and a total of 240 valid questionnaires were obtained after those
with missing data or incorrect answers (n=33) were removed.
The minimum and maximum ages of the participants were 45
years and 94 years, respectively. The average age was 60.68
years, and there were 172 (71.7%) female participants and 68
(28.3%) male participants. The majority of participants were
highly educated (183/240, 76.2%), had a partner (170/240,
70.8%), lived in the city (214/240, 89.2%), did not live alone
(215/240, 89.6%), lived with children (221/240, 92.1%), had
no experience with using robots (197/240, 82.1%), had
experience using the internet (196/240, 81.7%), could download
and use an app (184/240, 76.7%), had experience with keeping
pets (152/240, 63.6%), and had no experience with
animal-assisted therapy (226/240, 94.2%). The subjects reported
an average of 0.65 chronic conditions and an average
self-reported health score of 3.53 (out of 5). On average,
subjects’ level of acceptance of robots and pets was 5.69 points
and 4.72 points, respectively. A detailed chart of the data
distribution is shown in Table 1.
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Table 1. Basic sociodemographic data of participants.

Preference of robot or pet as a companionCharacteristic

Verification

value (F/χ2)

Neither is accept-
able (n=61, 25.4%)

Prefer pet
(n=56, 23.3%)

Prefer robot
(n=42, 17.5%)

Both are highly

acceptablea

(n=81, 33.8%)

Full sample
(N=240)

13.6560.68 (10.496)Age (years), mean (SD)

18 (29.5)22 (39.3)8 (19.0)37 (45.7)85 (35.4)45-54

19 (31.1)20 (35.7)13 (31.0)21 (25.9)73 (30.4)55-64

15 (24.6)10 (17.9)14 (33.3)14 (17.7)53 (22.1)65-74

9 (14.8)4 (7.1)7 (16.7)9 (11.1)29 (12.1)≥75

1.34Gender, n (%)

15 (24.6)19 (33.9)12 (28.6)22 (27.2)68 (28.3)Male

46 (75.4)37 (66.1)30 (71.4)59 (72.8)172 (71.7)Female

9.41Education level, n (%)

16 (26.2)11 (19.6)15 (35.7)15 (18.5)57 (23.8)Below primary school

23 (37.7)19 (33.9)8 (19.0)23 (28.4)73 (30.4)Secondary school/senior high school
(higher vocational school)

22 (36.1)26 (46.4)19 (45.2)43 (53.1)110 (45.8)University and above

4.48Marital status, n (%)

21 (34.4)15 (26.8)16 (38.1)18 (22.2)70 (29.2)Unmarried/widowed/no partner

40 (65.6)41 (73.2)26 (61.9)63 (77.8)170 (70.8)Married or has a partner

0.866bResidence, n (%)

56 (91.8)49 (87.5)38 (90.5)71 (33.2)214 (89.2)City

5 (8.2)7 (12.5)4 (9.5)10 (12.4)26 (10.8)Village

10.19Type of dwelling, n (%)

24 (39.3)23 (41.1)20 (47.6)42 (51.9)109 (45.4)House

16 (26.2)6 (10.7)4 (9.5)13 (16.0)39 (16.3)Apartment building without elevator

21 (34.4)27 (48.2)18 (42.9)26 (32.1)92 (38.3)Apartment building with elevator

4.244bLives alone, n (%)

10 (16.4)3 (5.4)5 (11.9)7 (8.6)25 (10.4)Yes

51 (83.6)53 (94.6)37 (88.1)74 (91.4)215 (89.6)No

2.16 (1.117)Number of children, mean (SD)

0.62 (1.146)b0.87 (2.699)0.73 (3.419)1.55 (4.910)0.69 (3.204)0.90 (3.491)Number of years living alone (years),
mean (SD)

1.146bLives with children, n (%)

57 (93.4)52 (92.9)37 (88.1)75 (92.6)221 (92.1)Yes

4 (6.6)4 (7.1)5 (11.9)6 (7.4)19 (7.9)No

10.05Type of occupation, n (%)

26 (42.6)14 (25.0)16 (38.1)20 (24.7)76 (31.7)Unskilled

23 (37.7)20 (35.7)12 (28.6)32 (39.5)87 (36.3)Semiskilled or skilled

12 (19.7)22 (39.3)14 (33.3)29 (35.8)77 (32.1)Professional/senior managers

9.40*Retirement status, n (%)

35 (57.4)24 (42.9)27 (64.3)32 (39.5)118 (49.2)Retired

26 (42.6)32 (57.1)15 (35.7)49 (60.5)122 (50.8)Employed

4.434**0.66 (0.981)0.70 (0.807)1.02 (1.047)0.43 (0.670)0.65 (0.878)Number of chronic diseases, mean (SD)
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Preference of robot or pet as a companionCharacteristic

Verification

value (F/χ2)

Neither is accept-
able (n=61, 25.4%)

Prefer pet
(n=56, 23.3%)

Prefer robot
(n=42, 17.5%)

Both are highly

acceptablea

(n=81, 33.8%)

Full sample
(N=240)

0.6443.59 (0.642)3.43 (0.828)3.50 (0.672)3.58 (0.756)3.53 (0.731)Self-rated health (1 to 5 points), mean
(SD)

0.5013.85 (0.654)3.75 (0.745)3.81 (0.594)3.88 (0.509)3.83 (0.062)Self-rated financial status (1 to 5 points),
mean (SD)

3.16Has experience using robots, n (%)

12 (19.7)6 (10.7)7 (16.7)18 (22.2)43 (17.9)Yes

49 (80.3)50 (89.3)35 (83.3)63 (77.8)197 (82.1)No

7.80Has experience using the internet, n
(%)

49 (80.3)52 (92.9)30 (71.4)65 (80.2)196 (81.7)Yes

12 (19.7)4 (7.1)12 (28.6)16 (19.8)44 (18.3)No

2.51Experience using apps, n (%)

11 (19.6)12 (21.4)13 (23.2)20 (35.7)56 (23.3)No experience with using apps/not
able to download

50 (82.0)44 (78.6)29 (69.0)61 (75.3)184 (76.7)Can download and use apps

20.55***Has experience keeping pets, n (%)

31 (50.8)40 (71.4)18 (42.9)63 (77.8)152 (63.3)Yes

30 (49.2)16 (28.6)24 (57.1)18 (22.2)88 (36.7)No

1.806bAnimal-assisted therapy experience,
n (%)

59 (96.7)51 (91.1)40 (95.2)76 (93.8)226 (94.2)Has no animal care experience

2 (3.3)5 (8.9)2 (4.8)5 (6.2)14 (5.8)Has animal care experience

IPIP-15c >score, mean (SD)

0.33511.25 (2.987)11.50 (2.683)11.55 (2.487)11.69 (2.391)11.51 (2.626)Extroversion

0.39011.59 (1.978)12.02 (2.244)11.76 (2.034)11.77 (2.260)11.78 (2.141)Friendliness

1.23511.80 (2.455)12.29 (2.078)12.19 (2.287)11.57 (2.617)11.90 (2.405)Rigorousness

0.88411.41 (2.831)11.34 (2.345)11.71 (3.263)10.91 (2.651)11.28 (2.746)Emotional stability

0.8159.44 (2.617)10.09 (2.678)9.43 (2.881)9.81 (2.393)9.72 (2.604)Intelligence/imagination

0.0725.74 (5.092)5.79 (5.098)6.10 (5.938)6.07 (5.422)5.93 (5.330)CES-Dd score, mean (SD)

1.2342.18 (1.812)2.05 (2.211)2.81 (2.211)2.14 (2.223)2.25 (2.124)Social participation, mean (SD)

0.3257.69 (2.349)7.75 (2.250)7.93 (2.005)8.01 (2.009)7.85 (2.147)Leisure activities, mean (SD)

0.10425.00 (4.431)25.05 (4.020)24.88 (4.743)24.67 (4.693)24.88 (4.462)Social support, mean (SD)

2.40019.69 (8.123)23.43 (6.494)21.36 (8.316)22.04 (7.825)21.65 (7.773)eHealth Literacy Scale score, mean (SD)

Acceptabilitya (0 to 10 points), mean
(SD)

5.69 (3.142)Robot

4.72 (3.564)Pet

aAcceptability was deemed to be high or low if it was higher or lower, respectively, than the average points of acceptability.
bBecause the number of people who had few expectations was less than 5, the test was conducted using Fisher exact test, and the results showed no
significant differences.
cIPIP-15: 15-item International Personality Item Pool big 5 personality scale.
dCES-D: Center for Epidemiologic Studies Depression Scale.
*P<.05; **P<.01; and ***P<.001.
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Factors Associated With Intention to Use a Robot or
Pet as Their Companion Object in Later Life
The variables related to acceptance of robots and pets were
divided into 4 groups: both robots and pets were highly
acceptable (HH), preferred a robot (HL), preferred a pet (LH),
and neither robots nor pets were acceptable (LL). The level of
acceptability was deemed to be high if it was higher than average
and was deemed to be low if it was lower than the average. As
Table 1 shows, 33.8% (81/240) of the subjects reported both
robots and pets to be acceptable (HH), 17.5% (42/240) preferred
a robot (HL), 23.3% (56/240) preferred a pet (LH), and 25.4%
(61/240) reported neither robots nor pets to be acceptable (LL).

The results of the study showed that retirement status (χ2
3=9.40,

P=.024), experience with keeping pets (χ2
3=20.55, P=.000),

and the number of comorbidities (F3,236=4.43, P=.005) were
all significantly associated with the 4 acceptance groups.
However, none of the psychological measures, including
personality traits, CES-D score, and social participation, were
associated with the preference for robots or pets as their
companion.

Results of the multinomial logistic regression analysis used to
analyze the variables in terms of their predictive power on the

4 groups of robot/pet acceptability among the middle-aged and
older adults is presented in Table 2. The results showed that
those with more comorbidities were 1.688 times more likely to
fall into the HL group than into the LL group (P=.048); those
who could download and use an app were 0.170 times more
likely to fall into the HL group than the LL group as compared
with those who had not used or downloaded apps (P=.022).
Those who could download and use apps were 0.159 times more
likely to fall into the HL group than into the LL group as
compared with those who had not used or downloaded apps
(P=.012). Those with experience with keeping pets were 3.527
times more likely to fall into the HH group than into the LL
group as compared with those who had no experience with
keeping pets (P=.002). Those who had experience with keeping
pets were 2.498 times more likely to fall into the LH group than
into the LL group as compared with those with no experience
in keeping pets (P=.034). Those with a higher score on eHEALS
were 1.084 times more likely to fall into the HH group than into
the LL group (P=.039). Those with higher scores on eHEALS
were 1.139 times more likely to fall into the HL group than into
the LL group (P=.005). Finally, those with higher scores on
eHEALS were 1.100 times more likely to fall into the LH group
than into the LL group (P=.020).

Table 2. Multinomial logistic regression analysis of the degree of acceptance of robots and pets by middle-aged and older adults (N=240).a

Preference of robot or pet as a companionCharacteristic

Prefer pets (n=56,
23.3% [OR])

Prefer robots (n=42,
17.5% [OR])

Both robots and pets
are highly acceptable
(n=81, 33.8% [OR])

Age, years (reference: ≥75 years old)

1.8490.9821.39245-54

1.6491.9530.89655-64

1.1292.2341.06665-74

1.3481.688*0.877Number of comorbidities

0.2750.6640.484Lives alone

1.6461.1730.863Male gender

Education level (reference: above university)

1.5930.6450.939Below primary school

1.0800.3700.759Secondary school/senior high school (higher vocational school)

0.7711.0150.555Retired

0.3580.7340.933Has experience using robots

3.3500.3680.471Has experience using the internet

0.159*0.170*0.271Can download and use apps

2.498*0.7843.527**Has experience with keeping pets

0.9770.9530.969Social support score

1.100*1.139**1.084*eHealth Literacy Scale score

aContrast group: neither robots nor pets are acceptable (n=61; 25.4%).
*P<.05; **P<.01; and ***P<.001.
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Subjects’ Preferences for Companionship Robot
Functions
This section discusses the participants’ preferences for the
functions of the companionship robot as their companion object
in later life. The subjects filled out questionnaires regarding
their preferences or needs for functions of the companionship
robot. The functions of the companionship robot included (1)
family services, (2) health status monitoring, (3) safety
monitoring, (4) skill and recreation-type functions (eg, juggling,
dancing, singing, storytelling, news reporting, joke telling, the
ability to make various expressions), and (5) interactive
functions (eg, chatting, providing child-like dialogue).

The results of the study showed that the functions of the
companionship robot that the subjects most desired were the
skill and recreation-type functions (211/240, 87.9%), followed

by family services (185/240, 77.1%), interactive functions
(160/240, 66.7%), health status monitoring (147/240, 61.3%),
and safety monitoring (144/240, 60.0%), as shown in Table 3.
By analyzing the correlation between the sociodemographic
characteristics and the function selection for the companionship
robot, it was found that in addition to skill and recreation-type
functions (60/68, 88.2%) and family services (50/68, 73.5%),
male subjects desired health status monitoring functions (46/68,
67.6%) of the companionship robot more than its interactive
functions (44/68, 64.7%). Female subjects desired the safety
monitoring functions (103/172, 59.9%) of the companionship
robot more than its health status monitoring functions (101/172,
58.7%). Among these, although the differences were not
statistically significant, the middle-aged and older female
subjects still preferred family service–type robots and interactive
function–type robots more than the male subjects.

Table 3. Analysis of the preference of middle-aged and older adults for the companionship robot functions (N=240).

Robot functionsCharacteristic

Safety monitoringHealth status monitor-
ing

Interactive func-
tions

Family servicesSkill and recreation-
type functions

144 (60.0)147 (61.3)160 (66.7)185 (77.1)211 (87.9)Full sample, n (%)

Gender

41 (60.3)46 (67.6)44 (64.7)50 (73.5)60 (88.2)Male (n=68), n (%)

103 (59.9)101 (58.7)116 (67.4)135 (78.5)151 (87.8)Female (n=172), n (%)

0.0031.6360.1640.6780.009χ2

Age

60 (70.6)61 (71.8)59 (69.4)74 (87.1)73 (85.9)45-54 years (n=85), n (%)

43 (58.9)46 (63.0)46 (63.0)60 (82.2)66 (90.4)55-64 years (n=73), n (%)

41 (50.0)40 (48.8)55 (67.1)51 (62.2)72 (87.8)≥65 years (n=82)

7.424*9.427**0.73316.156***0.760χ2

Residential status

11 (44.0)15 (60.0)16 (64.0)15 (60.0)23 (92.0)Living alone (n=25), n (%)

133 (61.9)132 (61.4)144 (67.0)170 (79.1)188 (87.4)Not living alone (n=215), n (%)

2.9770.0180.0894.610*0.438χ2

Marital status

107 (62.9)111 (65.3)113 (66.5)134 (78.8)153 (90.0)Have a partner (n=170), n (%)

37 (52.9)36 (51.4)47 (67.1)51 (72.9)58 (82.9)Have no partner (n=70), n (%)

2.1014.016*0.0100.9992.381χ2

*P<.05; **P<.01; and ***P<.001.

According to the results of the analysis on residential status and
preferences for functions of the companionship robot, 64%
(16/25) of the people living alone had a greater preference and
demand for interactive functions, which took second place
among those living alone in terms of the desired functions of
the companionship robot. Among these subjects, whether or
not they lived alone was significantly related to the preference
for family service (ie, housework) functions (P=.032). The
results for choosing skill and recreation-type functions for the
companionship robot by those living alone were not statistically

significant, but there was still a tendency toward choosing this
type of robot.

The results of the analysis on the marital status and the
preference for the companionship robot functions showed that
for subjects who had no partner, the level of preference and
demand for safety monitoring functions was higher than for
health status monitoring functions, and having a partner was
significantly related to the choice of health status monitoring
functions (P=.045).
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The subjects were divided into 3 age groups: 45 to 54 years, 55
to 64 years, and ≥65 years. By analyzing the choices made by
the elderly in each age group for the functions of the
companionship robot, it was found that the subjects ranging in
age from 45 to 54 years mainly preferred the family service–type
robot followed by the skill and recreation-type robot. However,
subjects who were aged 55 to 64 years and over 65 years all
chose the skill and recreation-type robot, including the functions
of juggling, dancing, singing, storytelling, news reporting, joke
telling, and the ability to make various expressions, followed
by the family service–type robot. The different ages were
significantly related to the choice of family service (P<.001),
health status monitoring (P=.009), and safety monitoring
(P=.026) functions of the companionship robot.

Subjects’ Preferences for the Appearance of the
Companionship Robot
This section discusses the preferences of the middle-aged and
older adults for the appearance of the companionship robot as
their companion object in later life. The subjects filled out a
questionnaire according to their preferences or requirements
for the appearance of the companionship robot, which included
animal, infant, adult, and nonbiological or other form.

It was found that the appearance of the companionship robot
that the subjects most desired/preferred was one resembling an
animal (94/240, 39.2%), followed by one resembling an adult
(72/240, 30.0%), an infant (43/240, 17.9%), and a nonbiological
or other form (21/240, 8.9%). The results are shown in Table
4. The analysis of the correlation between the sociodemographic
characteristics and the choice of the appearance of the
companionship robot showed that male subjects preferred a
companionship robot that resembled an adult (29/68, 42.6%),
followed by an animal-like appearance (23/68, 33.8%), where
gender was found to be significantly related to the preference
for the companionship robot to look like a human adult
(P=.007). The correlations between residential status and marital
status with choice of robot appearance did not reach statistical
significance, but living alone and with a partner had the same
ranking as the full sample in terms of this preference. Regardless
of age, the appearance of animals was the most popular choice
of robot appearance. The second most preferred robot
appearance was that of a human adult among subjects who were
aged 45 to 54 years old and those aged 55 to 64 years; subjects
who were ≥65 years preferred the infant- and adult-like
appearances equally.

Table 4. Analysis of the preference of the middle-aged and older adults for the appearance of the companionship robot (N=240).

Preferred appearance of companionship robotCharacteristic

OtherInfantAdultAnimal

21 (8.9)43 (17.9)72 (30.0)94 (39.2)Full sample, n (%)

Gender

4 (5.9)7 (10.3)29 (42.6)23 (33.8)Male (n=68), n (%)

17 (9.9)36 (20.9)43 (25.0)71 (41.3)Female (n=172), n (%)

0.9773.7497.227**1.137χ2

Age

8 (9.4)28 (32.9)13 (15.3)36 (42.4)45-54 years (n=85), n (%)

7 (9.6)26 (35.6)12 (16.4)29 (39.7)55-64 years (n=73), n (%)

6 (7.3)18 (22.0)18 (22.0)29 (35.4)≥65 years (n=82), n (%)

0.3221.4143.9760.869χ2

Residential status

16 (9.4)27 (15.9)51 (30.0)73 (42.9)Living alone (n=25)

5 (7.1)16 (22.9)21 (30.0)21 (30.0)Not living alone (n=215)

0.3201.6400.0003.485χ2

Marital status

1 (4.0)4 (16.0)8 (32.0)12 (48.0)Have a partner (n=170)

20 (9.3)39 (18.1)64 (29.8)82 (38.1)Have no partner (n=70)

0.7890.0700.0530.914χ2

**P<.01
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Discussion

Principal Findings
The main purpose of this study was to discuss the level of
acceptance of middle-aged and older adults toward a robot or
pet as their companion object in later life; to understand the
correlation between sociodemographic variables, physical health,
mental health, behavioral factors, and preferences for either a
robot or pet as a companion object in later life; and to further
analyze the needs and preferences of the subjects for the
functions and appearance of a companionship robot. The results
of the community survey showed that the level of acceptance
of subjects in the community toward a pet as their companion
object in later life was significantly correlated with their age,
with a higher age being associated with a lower average score
for acceptance of a pet. Acceptance of pets was significantly
correlated with education level, type of occupation, retirement
status, number of comorbidities, past experience with keeping
pets, an extroverted personality, an intellectual/imaginary
personality, and eHealth literacy. In terms of the acceptance
toward robots, there were no significant differences in the level
of acceptance based on age group. The level of acceptance
toward robots was only significantly related to the type of
dwelling the subject lived in. No correlation between the
acceptance toward robots and other sociodemographic variables,
or physical health, mental health, or behavioral factors was
observed in this study.

According to the acceptability score, the level of acceptance of
the middle-aged and older adults for choosing between a robot
or pet as their companion object in later life was divided into 4
groups: both are highly accepted (HH), preferred a robot (HL),
preferred a pet (LH), and neither was acceptable (LL). When
the average acceptability score was used as the grouping
standard, there were significant differences in terms of
retirement status, number of comorbidities, and past experience
with keeping pets among each group of subjects. The results of
the multinomial logistic regression analysis on the key variables
showed that the number of comorbidities, experience with
keeping pets, experience with using apps, and eHealth literacy
had significant predictive power for the level of acceptability
among all of the groups; however, gender, intergenerational
differences, education level, whether or not subjects lived alone,
social support, and past experience with keeping pets had no
significant impact on the level of acceptability among the
various groups.

According to the theory of planned behavior, attitude, subjective
norms, and perceived behavioral control are the 3 factors that
determine behavior [28]. In the research, although the reasons
for the significant variables were not further explored, we can
infer that personality, education level, type of occupation, and
past experience with keeping pets, which can affect the
experience of life, might be related to personal attitude. The
type of dwelling in which a person resides may affect their
preference for robots or pets. It may be related to subjective
norms; after all, sometimes living conditions such as neighbors
or house size might restrict one from keeping pets. On the other
hand, age (related to one’s functional ability to keep pets),

retirement status (ie, how much leisure time someone has),
number of comorbidities, experience with using apps, and
eHealth literacy might be related to perceived behavioral control.
Overall, the results showed that preferences for robots and pets
among middle-aged and older adults conformed to the theory
of planned behavior.

By analyzing the needs and preferences of middle-aged and
older adults for the companionship robot, it was found that these
individuals desired/favored robot skills such as juggling,
dancing, singing, storytelling, news reporting, joke telling, or
the ability to make various expressions, followed by family
service, interactive, health status monitoring, and safety
monitoring functions. In terms of the appearance of the
companionship robot, the middle-aged and older adults preferred
the robot to look like an animal, followed by it having an
adult-like appearance, infant-like appearance, and nonbiological
or other appearance, in that order. By further analyzing the
impact of sociodemographic characteristics on the preferences
for the companionship robot, it was found that whether the
subjects lived alone or not significantly affected the choice of
the family service function of the robot, and whether there was
a partner or not also significantly affected whether the subjects
chose the health status monitoring function of the robot. Male
subjects showed a greater preference for an adult-like appearance
in the robot than did female subjects, and the difference was
statistically significant. Female subjects preferred an animal-like
appearance to the robot over an adult-like appearance.

Comparison With Prior Work
Most studies on the appearance of robots have pointed out that
elderly individuals prefer less human-looking robots such as
pet-like robots, which have been widely used in the past to care
for the elderly and are highly accepted by them [12,13,45].
Studies in Japan showed that the robotic seal pet PARO, because
its seal-like appearance was unfamiliar to people, did not lead
to an unreal sense of interaction with a fake animal and was
easily accepted by the elderly [46]. A study discussing robots
in the daily lives of the elderly in Taiwan pointed out that older
adults were more likely to accept robot pets of traditional pet
animals, such as cats or dogs, because the elderly associated
the robots with animals they were familiar with, and those who
had no experience with keeping pets wanted pet-like robots as
pets [47]. A study discussing the needs of the elderly for the
companionship robot when they entered the “empty-nest” period
indicated that the appearance of a future companionship robot
needed to be based on human life experiences. For example,
the Hug is a robot that allows the elderly to maintain social and
affective interactions by communicating closely with their
families. It was designed to look like a human offering a hug
and has specific types of communication functions [48]. The
SenseChair is a robot that was designed to look like a “chair”
that the elderly are familiar with in their daily life [49]. In terms
of the robot’s functions, the main purpose of using a home-based
robot was to obtain the “home service” function, following by
providing assistance to people with mobility disabilities, home
security management, remote monitoring, emotional
pacification, and so on. The study also pointed out that
companionship robots with more social functions are more
likely to elicit expressions and responses from the elderly and
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to promote the participation of the elderly in social interactions
and enhance the quality of their interactions [19,50].

Limitations and Future Work
There were some limitations to this study. First, the research
tool was self-reported, and the subjects’ understanding of the
questions in the questionnaire and their personal perception of
their own situation all affected their answers. The subjects’
answers might have been affected by extrinsic factors beyond
their control such as mood and social expectations, so the results
of the inventory might have been different from their actual
situation, resulting in measurement errors in the results of the
study. Second, the sampling sites for the study were gathering
places for the elderly, such as community care strongholds and
community centers, and at activities intended to respect the
elderly and as part of Mother’s Day events. The subjects were
middle-aged and older adults who were more active and had
the intention and ability to go out, so the results of the study are
limited in terms of extrapolation. Third, the sample size and
representativeness of the subjects were not as good as probability
sampling, which affected any inferences that could be made
based on the results, although the study areas covered the
northern, central, and southern parts of Taiwan to increase the
robustness of the results of the study. Fourth, this research is
the first attempt at understanding companionship preferences
toward pets and robots among the elderly in the community in
Taiwan. Therefore, cultural factors were not considered.
Similarly, because there have been few studies of this topic
abroad [29], it is difficult to know whether there are similarities
or differences between cultures, which is an expectant direction
for future work.

In spite of these limitations, this study is a rare survey of the
perceptions of elderly individuals living in the community
toward companionship robots. The subjects in this study were
aged 45 to 94 years and included active middle-aged and older
adults living in the community in the northern, central, and
southern parts of Taiwan. It is the only study in Taiwan to
compare pets and robots from the point of view of choosing
them as a companion object. From the results of the study, we
can preliminarily understand the current situation and
preferences of the needs for companionship in middle-aged and
older adults living in the community. In addition to contributing
to the literature, middle-aged and older adults at home can find
a suitable companion object in later life based on their
sociodemographic characteristics. First-line community
practitioners can also design care projects for middle-aged and
older adults living with different needs and backgrounds and
provide a future implementation plan for the welfare system,

as well as provide empirical evidence for policy promotion and
the development of science- and technology-related industrial
products.

Conclusion
The key findings of this study are as follows. First, variables
such as age, education level, type of dwelling, occupation,
retirement status, number of comorbidities, experience with
keeping pets, experience with using apps, and eHealth literacy
significantly affected the degree of acceptance of a robot or pet
as a companion object in later life. Community practitioners
working with middle-aged and older adults could plan curricula
according to the different backgrounds and characteristics of
the population of interest to develop care projects for
middle-aged and older adults based on their different needs and
backgrounds and help them to select appropriate companion
objects in later life. Second, the study found that eHealth literacy
significantly affected the degree of acceptance of robots and
pets in the middle-aged and older adults as well as the type of
functions desired in a companion robot. Those with higher
eHealth literacy scores were more likely to respond that both
robots and pets were acceptable as companion objects. This
indicates that those with better eHealth literacy are more likely
to choose a robot or pet as their companion object in later life
and that eHealth literacy is significantly associated with age.
First-line staff or policy makers in relevant fields can conduct
eHealth literacy promotion courses for middle-aged and older
adults in order to facilitate the implementation of relevant plans.
Third, in terms of the development of companionship robot
products, middle-aged and older women generally preferred
animal-like robots as companion objects in later life, while men
preferred an adult human-like robot. In terms of functions,
middle-aged and older adults in the community are more likely
to need a companionship robot that has functions including
dancing, singing, storytelling, or news reporting. Whether or
not they live alone or with a partner also affects their preferred
robot functions, so technology-related industries should consider
designing products to suit the needs of different target groups.
It would be useful to increase the number of study samples or
select specific groups to carry out intensive studies.
Heterogeneous populations in residential institutions or
extension of the sampling sites could make the results more
generalizable. In addition, qualitative study methods such as
in-depth interviews would help lead to an understanding of the
needs of middle-aged and older adults in terms of a companion
in later life. Study methods attaching equal importance to quality
and quantity in the future could potentially better reflect the
current needs of middle-aged and older adults.
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Abstract

Background: Over the recent decades, Vietnam has attained remarkable achievements in all areas of health care. However,
shortcomings including health disparities persist particularly with a rapidly aging population. This has resulted in a shift in the
disease burden from communicable to noncommunicable diseases such as dementia, cancer, and diabetes. These medical conditions
require long-term care, which causes an accelerating crisis for the health sector and society. The current health care system in
Vietnam is unlikely to cope with these challenges.

Objective: The aim of this paper was to explore the opportunities, challenges, and necessary conditions for Vietnam in
transforming toward a patient-centered care model to produce better health for people and reduce health care costs.

Methods: We examine the applicability of a personalized and integrated Bespoke Health Care System (BHS) for Vietnam using
a strength, weakness, opportunity, and threat analysis and examining the successes or failures of digital health care innovations
in Vietnam. We then make suggestions for successful adoption of the BHS model in Vietnam.

Results: The BHS model of patient-centered care empowers patients to become active participants in their own health care.
Vietnam’s current policy, social, technological, and economic environment favors the transition of its health care system toward
the BHS model. Nevertheless, the country is in an early stage of health care digitalization. The legal and regulatory system to
protect patient privacy and information security is still lacking. The readiness to implement electronic medical records, a core
element of the BHS, varies across health providers and clinical practices. The scarcity of empirical evidence and evaluation
regarding the effectiveness and sustainability of digital health initiatives is an obstacle to the Vietnamese government in
policymaking, development, and implementation of health care digitalization.

Conclusions: Implementing a personalized and integrated health care system may help Vietnam to address health care needs,
reduce pressure on the health care system and society, improve health care delivery, and promote health equity. However, in
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order to adopt the patient-centered care system and digitalized health care, a whole-system approach in transformation and
operation with a co-design in the whole span of a digital health initiative developing process are necessary.

(J Med Internet Res 2021;23(6):e24601)   doi:10.2196/24601

KEYWORDS

building blocks; digital health; eHealth; patient-centered care; telemedicine; Vietnam

Introduction

Overview
Following broad economic reforms known as Doi Moi in 1986,
Vietnam has attained remarkable health care improvement,
reflected in core health indicators [1]. From 1988 to 2018, life
expectancy at birth increased from 69.9 years to 75.3 years,
under-5 mortality rate decreased from 56‰ to 20.7‰, and infant
mortality reduced from 39.6‰ to 16.5‰ [2]. Health care
expenditure gradually increased and was forecasted to triple
from US $15.6 billion in 2018 to US $42.9 billion in 2028 [3].
Despite these improvements, the health care system still faces
significant challenges including wide disparities in health and
growing health care costs. The disparities in core health
indicators are particularly observed between urban and rural
residents, across different regions, and among population groups
[4]. For example, the maternal mortality ratio and infant
mortality rate in some mountainous areas are 3 to 4 times higher
than those in lowland and urban areas and almost double the
national average rates [4].

Vietnam is undergoing a dramatic demographic transition
resulting in an aging population. The number of people aged
65 years and over is estimated to increase from 10% of the
population in 2015 to 28% in 2050 [5]. The combination of an
aging population, increased industrialization, and changes in
population lifestyle have created a double disease burden, with
a shift from communicable to noncommunicable diseases
(NCDs). Specifically, the mortality rate caused by NCDs rose
from 45.5% in 2010 to 77% in 2016 and is projected to climb
[3,4,6]. The double disease burden means that Vietnam is facing
more costly health conditions such as dementia, cancer, and

multimorbidity. In addition to this, the country still faces
significant burden of infectious conditions and a number of new
epidemics such as COVID-19. These health challenges must
be addressed using a systemic approach by the whole
government of Vietnam to improve health for its population.

To improve health care problems and the health status of the
population, there is a critical need for a well-functioning health
care system that can deliver services equitably and efficiently
[7]. The World Health Organization (WHO) developed an
evidence-based building blocks framework as a tool to help its
member states analyze their health care systems. This framework
allows nations to consider the multifaceted nature of their health
systems and interdisciplinary and multilevel responsibility in
health care [7]. The WHO framework assesses health systems
using 6 core components or building blocks. Each building
block and its indicators were initiated by a group of agency
representatives and technical experts, shared broadly with
country experts, and followed by evaluations through a series
of case studies and reviews of country experiences [7]. These
components focus on the key chains of the monitoring and
evaluation framework developed by the International Health
Partnership, namely inputs, processes, and outputs [8]. The
relation between the 6 building blocks and this monitoring and
evaluation framework is summarized in Figure 1. In the
following section, the 6 building blocks and corresponding
indicators are used to describe Vietnam’s health care system,
comprising financing and health workforce components (inputs
and processes), medical products, technologies, and service
delivery components (immediate outputs), and cross-cutting
components: leadership/governance and health information
systems [7].

Figure 1. Health system strengthening: relationship between the World Health Organization building blocks (6 core components, top) and International
Health Partnership monitoring and evaluation framework (inputs, processes and outputs, bottom).
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Health Care System in Vietnam

Health Financing
Health financing is a key building block in a national health
system, largely influencing the inputs, thus affecting the
availability, affordability, and accessibility of health services.
A good health financing system should move toward universal
health coverage, where all people have access to needed health
services without financial hardship. This could be achieved
through increasing total health expenditure (THE) and
decreasing the proportion of households facing financial
catastrophe as a result of out-of-pocket payments (OPP) [7].

With multiple health financing reforms, Vietnam’s THE per
capita increased from US $14 in 1995 to US $113 in 2014
[9,10], thus within the internationally defined range and enough
for universal coverage of key health interventions [7]. The
increase in public health expenditure (mainly comprising state
budget [11] and social health insurance [12]) has increased
health care coverage for some groups including the poor, ethnic
minorities, under–6-year-old children, over–80-year-old people,
and socially vulnerable groups through the government’s
subsidized schemes [13]. However, patient OPP remained high,
accounting for 40.8% of THE in 2015, which was higher than
that of other countries in the Asia Pacific region and the WHO
recommended level [10,11]. The high OPP led to catastrophic
expenditure and pushed many Vietnamese families into poverty,
resulting in health care inequity [14,15]. The current model of
the health care system and financing needs further reforms to
address a surge in health care expenditure caused by the aging
population and shifting disease pattern in Vietnam.

Health Workforce
The health workforce is another key building block to provide
inputs and processes to the monitoring and evaluation chain of
health systems. The ability of a country to meet its health goals
largely depends on people in charge of organizing and delivering
health services. Evidence of the direct and positive link between
numbers of health workers and population health outcomes has
been demonstrated in several studies [16,17].

The health workforce in Vietnam has gradually improved in
both quantity and quality. The number of doctors and
pharmacists increased from 7.2 and 1.76 per 10,000 people in
2010 to 8.0 and 2.2 per 10,000 people in 2015, respectively [4].
In 2015, 65% to 95% of the health facilities and about 90% of
the health workers in hospitals at central and provincial levels
were licensed [4]. Despite this significant improvement,
Vietnam’s health workforce was still insufficient to meet staffing
norms and clinical needs [4] and inappropriately distributed
across regions and levels/areas of care. The aging population
and shifting disease burden to those requiring long-term care
for chronic NCDs are likely to lead to severe shortages in health
resources, which occur in highly specialized fields such as
cancer, palliative care, and mental health and in hard-to-reach
areas such as North West, Central highlands, and Mekong Delta
regions [4,18-20]. The mountainous and remote areas lack not
only specialists trained in advanced diagnostic and treatment
approaches but also standard medical and diagnostic equipment,
which diminishes the quality of health care services in these

areas compared to urban regions [4]. This wide disparity in
health care between the rich and the poor, urban and rural, is
demonstrated in the disparity of core health indicators such as
life expectancy at birth and infant and under-5 mortality rates
[4].

Overcrowding in health facilities, especially in urban and
specialized hospitals, is a main cause of health worker
exhaustion. Nearly one-fifth of Vietnamese clinical nurses
experienced burnout and occupational stress [21]. Clinician
burnout directly reduces the quality of life of clinicians and
adversely affects the quality of care to patients. It also indirectly
contributes to the reduction of health staffing [22]. Hence, a
vicious negative cycle for Vietnam’s health sector is created.

Health Service Delivery
Health service delivery is reflected in the availability and
readiness of services across the health care continuum. Vietnam
has achieved significant service improvement in health care:
for example, the ratio of hospital beds per 10,000 people
increased from 21.5 in 2011 to 24.0 in 2015 [4]. The hospital
quality management system was established in 2013 and
available in 55.4% of hospitals throughout the country in 2015
[23].

Service provision is immediate outputs of the inputs into the
health system such as financing, workforce, procurement, and
supplies [7]. It will be difficult to achieve the outputs if the
inputs are insufficient. Even if the inputs are adequate, whether
the outputs are obtained depends very much on the efficiency
of the health system’s functioning. According to Bentley et al
[24], there are 4 key inefficiencies: duplication of services,
inefficient processes, overly expensive inputs, and medical
errors. All of these forms of inefficiency occur in Vietnam’s
health sector.

Vietnamese patients’ laboratory tests and results are not usually
archived at medical facilities or shared between different health
care providers. This poses a challenge as patients experience
multiple visits to doctors and specialists for the same health
conditions thus leading to duplication of services [3]. Public
hospitals, especially in large cities, are usually overcrowded
with 2 to 3 patients sharing a bed. Limited quality of health care
services at the commune level leads to reduced patient trust in
primary care. Also, if patients use OPP, the health care system
allows them to easily bypass lower level facilities (eg, commune
health stations) and seek health care services in leading tertiary
hospitals in big cities without referrals (ie, inefficient processes),
even just to treat common diseases that primary care is well
equipped to manage (ie, overly expensive inputs) [4,25].
Consequently, higher level hospitals are drained of resources,
while there is waste at lower levels due to underuse [26].
Overcrowding in high-level health facilities is associated with
medication errors. A large prospective study in two urban
hospitals in Vietnam revealed that medication errors occurred
in more than one-third of all medication doses [27].

There are also discrepancies in health service readiness and
quality across areas of health care. Vietnam has an extensive
primary health care system that reaches almost every
administrative jurisdiction and acts as the main entry point to
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public health care. However, grassroots level facilities have
inadequate infrastructure required for basic health care delivery.
For example, only 76% of commune health stations in Dien
Bien province (a Northern mountainous province) have a source
of clean water, and a significant number of district hospitals
lack essential equipment such as child ventilators and
electrocardiograms [28]. Also, there have been increasing
concerns about the equity and quality of basic health service
provisions in primary health care. These limitations were
reflected in key health indicators, with the infant mortality rate
among the ethnic minority population being over 4 times higher
than that of Kinh and Hoa ethnic groups, who mostly live in
urban areas [28].

Access to Essential Medicines
According to WHO, a well-functioning health system should
be able to provide the population it serves with equitable and
affordable access to essential medicines, medical products, and
technologies and use this resource efficiently [7]. However,
published literature consistently reported that medicine prices
in Vietnam were high and unaffordable for many Vietnamese
people [29-31]. A fragmented medical information system
within and between health care and other sectors such as General
Department of Vietnam Customs and Ministry of Finance, as
well as a shortage of personnel and resources for enforcing
medicine pricing policies was one of the reasons for their high
price in Vietnam [32]. Because of high medicine prices,
irrational selection and use of medicines, unsustainable
pharmaceutical production and distribution systems, and a lack
of financial support systems for medicine procurement, access
to the right medicines at the times people need them remains a
major challenge for the majority of the Vietnamese people
[33-37].

Health Information
The health information system (HIS) is a crosscutting building
block because it creates a foundation for all decision-making
processes in a health system. Vietnam has achieved significant
progress in this area. A number of health statistics are generated
annually: for example, the Annual Health Statistic Yearbook,
Joint Annual Health Review, and Statistical Yearbook.
Information technology is applied widely in the health
administration and management of all 63 provinces and cities
across the country. Vietnam is also strongly promoting the
development of a health management database for its over 90
million citizens [4].

Vietnam’s HIS, however, still faces a number of issues and
challenges, including data generation, validation, and uses. For
example, data from health care facilities, especially from private
and industrial sectors, are neither timely nor complete.
Information from local death registration is incompatible with
WHO recommendations. There are discrepancies in the quality
of medical records across regions and levels of care, which
creates challenges for continuing health monitoring, disease
prevention and treatment, and management of medical errors
and adverse drug reactions. Even after the data are collected,
the unclear data dissemination mechanism in Vietnam will likely
restrict data use [4]. Given the importance of this crosscutting
building block of the health system, reform is needed to operate

HIS more effectively, especially in the new era of information
technology.

Leadership and Governance
Health leadership and governance is another crosscutting
building block in a health care system. It mediates other building
blocks by connecting all issues surrounding the accountability
of various stakeholders in the system to ensure adequate
resources (finance, workforce, medical supplies, and
information) are available to deliver essential health services.
In terms of health care governance, Vietnam has attained
remarkable progress, demonstrated in the development of a
strong policy framework in health care. The enactment of
important laws and policies, such as health insurance and
pharmacy laws [38,39], and the Health Sector Strategy for
2011-2020 with a Vision to 2030 [40] provided a solid
foundation and led to the formation of regulations, guidelines,
initiatives, and plans in these areas. The organizational structure
of Vietnam’s health system has been adjusting to meet health
care needs at various levels, such as establishing information
technology administration at central levels and formally
affirming the function and tasks of community health services
at local levels [4]. Nevertheless, health policies in Vietnam are
sometimes overlap, inconsistent and lack evidence. Lack of
detailed plans and information cause difficulty for the effective
implementation of policies. Additionally, insufficient sanctions
and a weak inspection network for policy enforcement are also
shortcomings of Vietnam’s health care governance [4].

In summary, Vietnam has attained significant achievement and
improvement in all 6 areas of the health system framework.
However, shortcomings persist. To address all these systemic
challenges and achieve optimal and equitable health outcomes
for the population, the Vietnamese government must consider
adapting the current model of health care operation to meet
rapidly changing population trends, patterns of disease, and
health care needs and use existing resources more efficiently
while improving health infrastructure. The application of digital
health technologies to underpin the health care system
transformation is critical to success [41]. “The use and scale-up
of digital health solutions can revolutionize how people
worldwide achieve higher standards of health and access
services to promote and protect their health and well-being”
[42]. As in many other countries, Vietnam’s health care system
will need to be migrated to the patient-centered care model,
which focuses on patients and their particular health care needs,
and patients will need to be empowered to become active
participants in their care to optimize health and economic
outcomes [43]. This study was conducted to explore the
opportunities, challenges, and necessary conditions for Vietnam
in transforming toward a patient-centered care model to produce
better health for people and reduce health care costs.

Methods

Approach
In this paper, we explored a Bespoke Health Care System (BHS)
developed by Schofield et al [44] as an ideal example of a
comprehensive patient-centric care model. The current
Vietnamese digital health and health care landscape was
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examined using a strength, weakness, opportunity, and threat
(SWOT) analysis to argue for the potential of developing a BHS
in Vietnam. We then discuss necessary and sufficient conditions
and challenges for Vietnam in transforming toward this
patient-centered care model to produce better health for people
and reduce health care costs.

Bespoke Health Care System
In 2019, Schofield et al [44] first introduced the concept of the
BHS in the context of Australian health care, which has been
adapted to other contexts [45,46]. The development of the BHS
was based on the pedagogical model of flipping the classroom
in modern education [47] and its application in health care [48].
In Australia, this approach has been applied by many health
professionals [47]. Patients were equipped with necessary
knowledge before consultations. Therefore, the consultation
time was effectively used to solve health problems and make
joint decisions [47]. The core component of the BHS is
“increasing patient involvement in health care decisions and
self-management assisted by the use of technology” [49]. In
this model, patients will be educated about their illness and
management options, flipping their role from passengers to
drivers to manage their own health care, with clinicians playing
more of a support role being the “guide by the side.” Although
the BHS was proposed as an ideal comprehensive patient-centric
care system with several advantages and benefits, there is no
one-size-fits-all approach. Novel health care solutions will work
best when they are adapted to suit a country’s specific conditions
and have broad-based acceptance among the community, health
care providers, and government agencies.

SWOT Analysis
The SWOT analysis has been used widely in policy research to
provide policy makers with a sound basis for strategy
development and formulation and identify new avenues for
national health care reform [50]. The technique examines 4
parameters: strengths, weaknesses, opportunities, and threats.
In this paper, strengths and weaknesses refer to internal factors
of the proposed BHS that place it at an advantage or
disadvantage over the current Vietnamese health care system,
respectively. Opportunities and threats refer to external factors
to the BHS that support or prevent it from being adopted in
Vietnam.

Results

Strengths
The BHS brings a number of potential benefits to a health care
system. First, the BHS proposes integrating electronic medical
records (EMRs) into a patient-centered management platform.
Currently, EMRs act as passive information depositories mainly
for the purposes of health data storage or analysis. In the
proposed BHS, every person would have their EMR containing
all relevant personal and medical information that is shared
across health care providers. As such, relevant health workers
and agencies would have access to patients’ real-time health
information, saving time in managing people’s health, saving
costs of unnecessary or duplicated examinations and laboratory
tests, and reducing medication errors. Studies have revealed

that one-fifth of medical errors were due to insufficient patient
medication information [48,51]. Clinical access to patients’
real-time health information would enable tailored precision
and holistic health solutions for individuals.

Second, the BHS proposes that the EMR is an active tool in
promoting optimal health management. The proposed platform
would remotely track symptoms, prompt patients to perform
routine screening tests, allow patients to book medical
appointments and remind them to attend, and provide scheduled
reminders for adherence to medical recommendations. Electronic
prompts and reminder alerts have been shown to assist
individuals in adhering to clinical intervention effectively,
particularly in managing long-term chronic conditions [49].

Third, the BHS serves as an education platform, upskilling
patients and health workers. In the BHS, patients would
optimally be equipped with a comprehensive understanding of
their conditions, treatment options, and self-management
strategies. This is an effective way to empower people to have
greater ownership in managing their health. Additionally,
clinicians would be provided with up-to-date, evidence-based
optimal health care pathways suitable for their specific patients’
conditions. This offers an ongoing mechanism to support
clinicians’continuing professional development using their own
case studies. Moreover, the platform might be used to upskill
patient families and carers, which would strengthen community
care and lessen the health care burden due to staff shortages
[51]. Potentially, the BHS would facilitate reducing the health
inequities in terms of accessing optimal health care, particularly
for the economically disadvantaged or those living in remote
areas.

In summary, adopting the BHS model may assist Vietnam in
addressing the health crisis and achieving the country’s health
care goals in the new decade. This model can increase patient
accessibility to health care facilities and state-of-the-art health
management, including the most vulnerable and hard-to-reach
people, thus enhancing health equity across the country. It can
also increase operational efficiencies for both health care
providers and users, resulting in lessening overcrowded hospitals
and enabling coordinated health care, which is currently missing
[3,52]. Moreover, digital solutions can assist teaching, tertiary,
or specialized hospitals to deliver training or conduct eHealth
consultations with satellite, primary, or secondary hospitals.
Therefore, the quality of health care would be strengthened
across the country.

Weaknesses
Although the BHS model has many strengths, we need to
articulate inherent weaknesses in the model. First, the high cost
and complexity of implementing digital health information
systems, such as EMRs, may be a barrier to broad dissemination.
Second, the digitalization of data and services represents a
potential cybersecurity threat to privacy and trust of people in
a new health care system [3]. Finally, the establishment of
nationwide unique health IDs (unique codes used to identify
individuals within the health care system) often takes time,
especially for socially disadvantaged members of the
community.
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Opportunities
Vietnam has a high-level policy framework (ie, political and
legal environment) supporting the transition toward the BHS.
The 2017 Resolution 20-NQ/TW of the Communist Party of
Vietnam has provided a strategic orientation for reforming the
health care system. This includes systemic implementation of
information technology in management of primary health care,
prevention, disease management, and the establishment of
electronic health records (EHRs) for all citizens that link to their
health insurance card.

Based on this strategic orientation, the Vietnamese Ministry of
Health (MOH) in 2017 set out national goals for the protection,
care, and improvement of people’s health in the period to 2030.
One of the 5 key priorities for action to achieve the national
health care goals was developing human resources, medical
sciences, and technology [4,53]. Since then, a national agenda
for digitalization of the health care system has been driven by
MOH with a number of initiatives that aim to adopt digital
solutions in health care network across the country. Vietnam is
rapidly embracing digital health. Digitalized health care is
perceived as a useful solution that could help to address the
rapidly growing gap between service demand and capacity [44].

To implement health care digitalization, MOH issued Circular
54/2017/TT-BYT regarding assessment criteria for information
technology applications in health care facilities [50] and a plan
to develop smart health care during the period 2018-2025, with
a vision toward 2030 [54]. In this plan, targeted smart health
outcomes were specified, such as development of a national
health care data center, electronic health and medical records,
and electronic government and smart medicine management
systems. Particularly in the field of examination and treatment,
telemedicine is regulated by Circular 49/2017/TT-BYT, which
provides guidelines for a range of telemedicine consultations
in Vietnam (eg, allowing doctors to provide telemedicine
services to patients under certain infrastructure requirements
[55]).

To accelerate the application of information technology in the
health sector, in 2018, MOH issued Circular 46/2018/TT-BYT
regulating EMRs. According to Häyrinen et al [56], EMR was
defined as “a repository of patient data in digital form, stored
and exchanged securely, and accessible by multiple authorized
users. It contains retrospective, concurrent, and prospective
information, and its primary purpose is to support continuing,
efficient, and quality integrated health care.” In the circular,
EMRs include inpatient records, outpatient records, and other
medical records prescribed by MOH, such as traditional
medicine medical records and medical records of abortion. This
is the first time Vietnam has specific guidance for EMR
establishment, use, and management at health care facilities
[57]. As the health care system in Vietnam is centralized under
MOH and provincial health authorities, the integration of EMRs
within the existing system, at least in the 47 central-level
hospitals and possibly also at 419 provincial-level hospitals
[58], will be easier than in countries with a more fragmented
health care system.

The plan for implementing EHRs was approved by MOH in
2019 in Decision 5349/QĐ-BYT [59]. According to this

decision, EHRs are medical documents that record the health
care process of a person from birth to death in the form
prescribed by MOH. This plan guides and directs all 61 cities
and provinces of Vietnam to simultaneously deploy and make
EHRs available for use by 80% and 95% of population in 2020
and 2025, respectively. If this aim is achieved, Vietnam will be
perfectly positioned to adapt and adopt the BHS model. EHRs
may be able to assist every citizen to understand and manage
their health information continuously for life, enabling them to
prevent disease proactively, and actively manage their health
conditions if used as the basis for a BHS. EHRs will also support
physicians in providing health care for people in real time and
according to best practice health care recommendations.
Importantly, EHRs will provide complete, accurate, and timely
data on population health, enabling policy makers to advance
evidence-based health policy and health authorities to examine
the relative efficacy of treatments to manage health care
expenditure more efficiently.

Supportive social and technological environments also place
Vietnam in a good position to adopt advanced digital health
solutions of the BHS. Today, Vietnam is benefiting from a
golden population proportion with 70% of the population being
of working age (aged 18 to 65 years) [6]. This generation is
rapidly embracing new communication technologies. In 2020,
Vietnam was the seventh highest number of Facebook users in
the world [60]. On average, Vietnamese people spend about 7
hours per day on the internet [61]. The high uptake is associated
with a high acceptability of digital technologies by Vietnamese
people. Studies have shown that people’s attitudes toward
mobile health solutions is highly positive. Two-thirds of
Vietnamese youth and adolescents found mobile health apps
useful [62,63].

Online communication is backed by a rapid and strong
development of the country’s information and communication
technology infrastructure: penetration rate of internet access is
67%, which is among the highest in the Asia Pacific region [64],
and 95% of households are now able to use 4G network [3].
Vietnam’s technology infrastructure is also embracing
cloud-based services, which will facilitate innovative and
cost-effective health care delivery solutions. In recent years, a
number of projects have initiated and implemented digital health
services in large urban hospitals, including teleradiology,
teleconsultation, telediagnosis, and videoconferencing. Examples
of these initiatives include raising disease awareness and
encouraging people to adopt heathier behaviors [65-69],
improving accessibility to health care services among
disadvantaged and vulnerable target groups [70-72], and
upskilling health care workers [73-80].

A supportive economic environment has resulted in an increased
need for high-quality health care services and precision
medicine. Strong economic growth with an average annual gross
domestic product growth rate of 6.4% [81] is creating a booming
middle class in the society. It is estimated that this population
will increase sharply from 10% in 2015 to more than 50% in
2035 [82]. The growth in disposable income among digitally
literate, educated, and wealthy individuals creates economic
conditions for higher personal expenditure on easily accessible,
high-quality health care. Public health facilities often do not
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meet their needs due to long waiting times, inadequate
consultation time, overcrowding, and high-occupancy bed rates
[3]. This has resulted in the rapid expansion of a private health
system, which was projected to grow from US $6.6 billion in
2016 to US $8.7 billion in 2020 [83]. Smart solutions that use
big data, cloud computing, and mobile technology are strongly
encouraged to alleviate overcrowded public hospitals and
increase quality health care overall [4].

Together, all these supportive policy, social, technological, and
economic environments provide a good foundation for the health
care system in Vietnam to shift toward innovative models of
care that are being proposed in developed countries, such as the
BHS, which focus on patient-centered care.

Threats
In Vietnam, patient medical records remain paper-based at all
levels of the health care system and currently are required for
legal purposes [84]. Moreover, although electronic
administration management has been adopted in some large
hospitals, the quality of medical records and databases varies
across hospitals and clinics. In most health care facilities, the
medical record system is not centralized [52]. As such, one
patient can have multiple medical records. This is a barrier for
timely medical information exchange and sharing between
hospitals [69]. In addition, the development of EMRs and EHRs,
a precondition for BHS adoption, is still in the early stages
[4,44]. Although MOH has taken initial steps toward the
development of EMR and EHR systems, the readiness to
implement the EMR nationally in real clinical practice still
requires considerable preparatory effort.

First, Vietnam needs to assign a unique patient identifier to
every citizen, which is a core requirement for successfully
introducing EHRs [52]. In 2019, MOH issued Decision
4376/QĐ-BYT, regulating the establishment, use, and
management of IDs [85]. According to the decision, an ID will
be created, comprising two series of numbers separated by a
dot. The first series is the social insurance code of the individual
while the second series is a product of an algorithm of
administrative information including the social insurance code,
full name, date of birth, gender, and place of birth. The social
insurance, however, is a compulsory income protection
insurance for employed people only to fully or partially offset
their income that is reduced or lost due to sickness, maternity,
labor accident, occupational disease, retirement, or death [86].
Although Vietnam has made significant progress in expanding
social insurance coverage in recent years, enrollment rates are
still low, especially in small- and medium-size enterprises due
to multiple barriers such as cost of contribution, lack of trust in
the government system, and administrative factors [87]. Despite
large increases in government subsidies, low enrollment rates
in compulsory social and health insurance still persist [88]. In
May 2020, only 27% of Vietnam’s workforce had social
insurance [89,90], which is far short of the government’s target
of 50% social insurance coverage [87] and 80% health insurance
coverage by 2020 [91,92]. The IDs, when established, therefore,
will only cover a small proportion of the population.

Second, although many health workers and patients are aware
of the advantages of using EMRs and EHRs, there are concerns

about the risks of privacy violation. The Law on Network
Information Security No. 86/2015/QH13, enacted in 2015,
includes a requirement of “providing an adequate level of
protection for personal data, following the technical standards
for protection of personal data.” However, there are no clear
definitions of “an adequate level of protection” and “technical
standards” [93]. As such, there is a lack of regulatory rigor and
sanctions in managing data processors. Strengthening the legal
and regulatory system to protect patient privacy and information
security is fundamental for the success of EMR development
and application.

Finally, since Vietnam is still in the very early stage of health
care digitalization, there is no empirical evidence about the
effectiveness and sustainability of digital health initiatives. Over
the past few years, there have been a growing number of
organizations and health startups delivering digital health
solutions to improve the quality of medical services. For
example, eHospital software, developed by the Corporation for
Financing and Promoting Technology, was first launched in
2000 [94]. This is a comprehensive hospital management system
providing supports to manage all activities relating to patients
in health care facilities. In 2018, eHospital with the application
of the latest 4.0 technologies such as artificial intelligence and
big data was introduced. Until now, this system has been used
in more than 400 hospitals and clinics in Vietnam. [95].

Another example is the Hospital Information System of the
Vietnam Posts and Telecommunications Group, which was
introduced in 2015. This solution with its three levels of
management—state, hospital and patient—aims at supporting
provincial health authorities and hospital managers to make
well-informed decisions for health care improvement and
assisting patients to facilitate and adhere to their health care
appointments online. This allegedly leads to increasing
transparency and reducing overcrowding in health care facilities
[96]. Nevertheless, these initiatives have not been rigorously
evaluated. Lack of evaluation results will prevent the
government from evidence-based policymaking and hinder the
broader implementation of existing projects or development of
new initiatives.

Discussion

Necessary Conditions for Successful Adoption of the
BHS Model in Vietnam
Vietnam has identifiable opportunities to adopt the BHS model
and implement digitalization in health care. To grasp these
opportunities, the following strategies are recommended.

First, establishing a national ID for each individual based on
their social insurance code is one core requirement for
successfully introducing EHRs. In a recent Organisation for
Economic Co-operation and Development policy report,
recommendations have been proposed for the Vietnamese
government to increase the enrollment rates of social insurance.
They include reducing obstacles to participation (eg, simplifying
administration processes for paying insurance), introducing
incentive scheme for employees to participate (eg, providing
government subsidies for participation of low-income people
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in the voluntary system), and adopting a systematic approach
to social protection (eg, considering the interaction between
various social protection mechanisms) [87].

Second, successful adoption of the BHS requires a whole-system
approach involving the support of different sectors in the society.
Obviously, MOH would have to play a key role in this adoption
process but would need to collaborate with related ministries—in
particular, the Ministry of Science and Technology and the
Ministry of Information and Communications—in developing
and implementing a digital health strategy. The resources needed
to improve the health care system are sizeable. MOH would
need to garner funding from different sources, both domestic
and foreign agencies: government, social entrepreneurs, or
private businesses [69,70].

Third, integrating personal data in EHR and EMR systems will
increase the risk of privacy violation and cybersecurity breaches.
The Vietnamese government needs to improve the security of
information technology platforms in general and health care in
particular to protect patient privacy and information security
[70].

Fourth, to improve the adoption of evidence-based practices, it
will be necessary to provide resources to demonstrate the
effectiveness and impact of digital health initiatives and establish
a network of collaborators including health care administrators,
clinicians, community representatives, digital health researchers,
information technology developers, and public health education
experts [69]. This will be a great opportunity for further
enhancing strong collaborations between multisectors and
multistakeholders at various levels, which are essential for
successfully reforming the health care system in Vietnam. BHS
implementation would require the involvement of local
educators to provide education for communities, raising
awareness of the benefits the system could bring to individuals

and society, coaching to enhance self-management behaviors,
and increasing engagement with the system [97]. Strong
evidence about the effectiveness of digital health initiatives in
Vietnam will encourage the government to develop appropriate
health policies and increase opportunities for ongoing projects
to scale-up by attracting funding and support [70]. Thus, there
is a substantial need for further research in this area in the future.

Finally, to increase the acceptability and feasibility of digital
health initiatives, a co-design approach is crucial. Co-design is
defined as the “collective creativity as it is applied across the
whole span of a design process” [98]. In the design process,
diverse experts such as researchers, designers or developers and
potential customers and users work closely together to
understand the needs and preferences of end users [99,100]. A
co-design approach is likely to increase scalability and
dissemination of the initiative [99].

Conclusions

The overarching goal of the BHS is, with the support of digital
technologies, to deliver best practice health care and reduce
pressure on the current health care system by empowering
people to direct their own health care, regardless of their
geographical location and economic status [44]. The BHS offers
a promising and intelligent health care that which may be
efficient and suitable for Vietnam in the new era of the Fourth
Industrial Revolution [101]. Vietnam has tremendous
opportunities and a favorable policy, social, technological, and
economic environment to adopt this model of comprehensive
patient-centric health care. In order to uptake, adapt, and
implement the BHS successfully, Vietnam needs to apply a
whole-system approach in transformation and operation
processes.
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Abstract

By applying advanced health information technology to the health care field, health informatization helps optimize health resource
allocation, improve health care services, and realize universal health coverage. COVID-19 has tested the status quo of China’s
health informatization, revealing challenges to the health care system. This viewpoint evaluates the development, status quo, and
practice of China’s health informatization, especially during COVID-19, and makes recommendations to address the health
informatization challenges. We collected, assessed, and evaluated data on the development of China’s health informatization
from five perspectives—health information infrastructure, information technology (IT) applications, financial and intellectual
investment, health resource allocation, and standard system—and discussed the status quo of the internet plus health care service
pattern during COVID-19. The main data sources included China’s policy documents and national plans on health informatization,
commercial and public welfare sources and websites, public reports, institutional reports, and academic papers. In particular, we
extracted data from the 2019 National Health Informatization Survey released by the National Health Commission in China. We
found that China developed its health information infrastructure and IT applications, made significant financial and intellectual
informatization investments, and improved health resource allocations. Tested during COVID-19, China’s current health
informatization system, especially the internet plus health care system, has played a crucial role in monitoring and controlling
the pandemic and allocating medical resources. However, an uneven distribution of health resources and insufficient financial
and intellectual investment continue to challenge China’s health informatization. China’s rapid development of health
informatization played a crucial role during COVID-19, providing a reference point for global pandemic prevention and control.
To further promote health informatization, China’s health informatization needs to strengthen top-level design, increase investment
and training, upgrade the health infrastructure and IT applications, and improve internet plus health care services.
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Introduction

Background
Building on China’s highly developed information-based
society, including big data, cloud computing, mobile internet,
and artificial intelligence, health information technology (HIT)
provides a key impetus for the Chinese government to maximize
health resource allocation, address the uneven geographical
distribution of medical resources, ensure China’s universal
health coverage, and enable health care providers to optimize
health care services with lower medical costs and better quality
[1-6]. China’s health informatization has developed through
several stages, and the policy system at every stage has sought
consistency and coordination. In 2010, the National Health and
Family Planning Commission (NHFPC) issued the “3521

framework” for health informatization, which was then upgraded
to the “4631-2 framework” in 2013 [7-10]. Figure 1 presents a
structural figure of the “4631-2 framework” based on NHFPC
policy documents. As shown in Figure 1, the “4631-2
framework” referred to 4 levels of national health information
platforms (national, provincial, municipal, and county level), 6
primary applications (public health, medical service, medical
insurance, drug administration, family planning, and integrated
management), 3 major health information databases (the
demographic information database [DID], the electronic health
record database [EHRD], and the electronic medical record
database [EMRD]), 1 unified network covering all kinds of
health care institutions (including traditional Chinese medical
institutions), and 2 systems (population health information
standard system and information security system) [8,11].

Figure 1. The “4631-2 framework” of health informatization.

Building on the “4631-2 framework” of health informatization,
the 2016 Plan of Healthy China 2030 committed to expanding
the health information service system. The NHFPC released
the National Population Health Informatization Development
Plan in 2017, emphasizing the essential role of health
informatization in national IT (information technology)
construction, health reform and the Healthy China initiative
[12]. In 2018, the National Health Commission (NHC) was
established, further emphasizing the role of health
informatization by targeting comprehensive and lifelong
intelligent health services by utilizing advanced technologies.

Objective
Surprisingly, the development of China’s health informatization
system has not been detailed nor its status quo effectiveness
assessed. The early COVID-19 period, where, for example, the
extensive use of internet plus health care, including internet
hospitals and telemedicine, helped to ensure the normal
operation of the medical system, provides a unique opportunity
to evaluate China’s health informatization [13-15]. Our study
aimed to map the development of China’s health
informatization; evaluate China’s status quo health
informatization experiences and lessons learned during
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COVID-19; identify the challenges to health informatization;
and provide recommendations for the improvement of health
informatization.

Data Sources and Approach

The NHC conducted a 2018 survey on national health
informatization, which was published in the 2019 National
Health Informatization Survey Report [16]. The NHC also held
several expert meetings to assess the survey data, which was
also published in the survey report [16]. The data in the NHC
Survey Report can be divided into two parts: regional health
informatization and hospital informatization. The Regional
Health Informatization Survey covered 1650 health commissions
(HCs), including all 32 provincial HCs, 69.6% (296/425) of
municipal HCs, and 47.1% (1322/2803) of county-level HCs.
The Hospital Informatization Survey covered 5470 hospitals,
including 70.1% (1480/2112) of tertiary hospitals, 62.1%
(3730/6004) of tertiary hospitals, and 6.2% (260/4180) of other
hospitals (at lower levels). As shown in Multimedia Appendix
1, the survey identified key aspects of health informatization,
including infrastructure, IT application, capital investment, and
human resources, providing data for evaluating the status quo
of China’s health informatization. Multimedia Appendix 1 also
displays other information we collected, interpreted, and
evaluated from primary sources, academic papers, government
reports, and institutional reports regarding the current status
and challenges of health informatization.

Figure 1 sets out a diagrammatic representation of the conceptual
basis of China’s health informatization, while Multimedia
Appendix 1 summarizes the main primary and secondary sources
used to outline the development, evaluate the status quo, and
identify the challenges to China’s health informatization.

Development and Status Quo of China’s
Health Informatization

Health Information Infrastructure
China’s health information platforms form the basis of the
country’s regional health informatization. In 2012, the Ministry
of Health in China proposed a 3-level (national, provincial, and
regional) health information platform [9]. As displayed in Figure
1, the health information platform was extended in 2013 to
consist of 4 administrative level platforms: the national,
provincial, municipal, and county-level information platforms
[10]. On each platform, the medical data from different regions
were integrated and shared [7]. The platforms were designed
to be unified, authoritative, and interconnected so as to exploit
and statistically analyze health information of the whole
population, thus providing support for management and decision
making on a national health level [12,17,18]. The platforms
also provided the basis for an information business system
covering the whole industry chain of health and medical big
data, linking medical care, medical insurance, and medicine.
By 2018, 93.8% (30/32) of provincial health information
platforms, 66.2% (196/296) of municipal health information
platforms, and 48.2% (637/1322) of county-level health
information platforms had been established [16]. During

COVID-19, by sharing data with internet hospitals and health
care institutions at all levels, regional health information
platforms connected online and offline services to provide
patients with full process services before, during, and after
diagnosis [19,20]. During the COVID-19 period, the NHC
promoted new infrastructure construction in health
informatization, emphasizing the need to improve health
information platforms and health information databases [19].

National health information databases include three major
databases: the DID, the EHRD, and the EMRD. The DID
contains fundamental population information, family planning
service management information, and the nonresident population
management information. The EMRD stores all information
from electronic medical records while the EHRD holds
residents’personal health information from the electronic health
record (EHR), which is defined as “digitally stored health care
information about an individual’s lifetime with the purpose of
supporting continuity of care, education, and research and
ensuring confidentiality at all times” [7,21]. In recent years, the
NHC has promoted the EHR to be opened to individuals. In
pilots undertaken in selected areas, residents are able to enter
the EHR system with a password and access their own EHRs
[22,23]. The 2010 “3521 framework” contained only two
databases—the EHRD and the EMRD [24]—with DID added
under the 2013 “4631-2 framework” [25].

The three major databases are relatively independent but
interrelated. Supported by the national health information
platform, information in the three databases is shared and
dynamically updated to ensure consistency, accuracy, and
integrity of the information [12,26]. According to the 2019
National Health Informatization Survey, the average
construction rate of EHRDs was 79.5% (1312 out of 1650 HCs
had built EHRDs), the highest among the three databases, with
93.8% (30/32) of provincial, 84.8% (251/296) of municipal,
and 78.0% (1031/1322) of county-level EHRDs. The average
construction rate of the DIDs was 77.5% (1278 out of 1650
HCs), with 100% (32/32) of provincial, 80.4% (238/296) of
municipal, and 76.2% (1008/1322) of county-level DIDs.
Lowest among these three databases, the average construction
rate of EMRD was 49.5% (816 out of 1650 HCs), which was
93.8% (30/32) of provincial, 59.5% (176/296) of municipal,
and 46.1% (610/1322) of county-level EMRDs [16].

IT Applications
To illustrate the historical development of technology
applications, we constructed Figure 2, which sets out the four
development stages in China’s health informatization: the early
stage from the 1980s to 2003, the exploratory stage from 2003
to 2009, the rapid development stage from 2009 to 2016, and
the innovation stage since 2016 [27,28]. In the early stage
(1980s-2003), the emphasis was placed on the application of
computer technology in information systems, such as the
financial management system and charging system, in large
medical institutions. Manual operations were replaced by
computer functions in the management of traditional businesses,
including financial management, fee management, and drug
management. At the exploratory stage (2003-2009), drawing
on the experience of SARS (severe acute respiratory syndrome)
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in 2003, China strengthened its informatization in health
emergency command, disease prevention and control, and public
health resources and health information management [29].
Importantly, a direct internet reporting system for infectious
diseases and public health emergencies was established, and
regional health informatization emerged. In the context of health
care reform, the rapid development stage (2009-2016) completed
the construction of the national health information platform and
database, dealing with the information islands in health services
as well as realizing the platform connectivity and information
sharing of the medical and health systems. Since 2016, more
advanced information technologies, such as internet plus, big
data, cloud computing and artificial intelligence have been
widely applied to health industries. In the innovation stage, a
people-centered medical service principle was adopted [30],
with advanced IT applications improving the health information
system and providing more diverse health information services
[12].

Currently, advanced technologies commonly used in China’s
health informatization include cloud computing, big data,
Internet of Things, mobile internet, and artificial intelligence.
The 2019 National Health Informatization Survey showed that
advanced technologies, especially mobile internet and big data,
were more commonly applied on provincial than municipal and
county platforms. In 2018, on provincial health information
platforms, the application rate of cloud computing was 68.8%
(22 out of 32 provinces), big data was 53.1% (17 out of 32
provinces), Internet of Things was 21.9% (7 out of 32
provinces), mobile internet was 71.9% (23 out of 32 provinces),
and artificial intelligence was 12.5% (4 out of 32 provinces).
On municipal and county-level platforms, advanced technologies
were less utilized, where 40.2% (119/296) of municipal and
46.1% (609/1322) of county-level platforms had not utilized
any advanced technologies [16]. Higher-level hospitals had

higher IT application rates, with mobile internet being the most
commonly used technology (tertiary hospitals: 747/1480, 50.5%;
secondary hospitals: 767/3730, 20.6%; and other hospitals:
63/260, 24.2%) and artificial intelligence being the least used
technology (tertiary hospitals: 137/1480, 9.3%; secondary
hospitals: 62/3730, 1.7%; and other hospitals: 3/260, 1.2%).

COVID-19 tested the informatization of China’s health system.
In COVID-19 prevention and control, advanced information
technologies were effectively utilized in monitoring and
forecasting the pandemic’s trends as well as constraining the
spread of the virus. Based on big data, the intelligent risk
assessment system and automatic early warning system were
utilized to fight the virus. Big data was used to track the mobility
of the population and locate crowds after the outbreak. With
the help of artificial intelligence, the number of infections was
estimated, and high-risk areas identified, which helped the
government to implement timely control methods and determine
the allocation of resources [31]. Using a series of data statistics
and model analysis, big data population movement information
on Baidu Maps was one of the most popular technologies to
estimate the number and locations of patients with COVID-19
and carriers. The big data methods also predicted disease trends
based on real-time reporting of new cases.

In order to improve data utilization, some hospitals promoted
the connection between hospital information systems and
regional health information platforms. Hospital information
departments extracted data from major information systems
such as Hospital Information System, Laboratory Information
System, Picture Archiving and Communication Systems, and
EMRs to build a clinical data center [32,33]. An induction model
based on artificial intelligence was constructed to help predict
the risk and trend of infectious diseases and enhance prevention
efforts [1].

Figure 2. The development history of health informatization in China.

Financial and Intellectual Investment
As seen in Multimedia Appendix 1, the importance of health
informatization can be assessed by China’s increased levels of
investment. During the 2011-2015 12th Five-Year Plan, the
central government invested more than ¥10 billion (US $1.5
billion) into health informatization [7]. In 2017, the first phase
of the National Health Security Informatization Project was
approved by the National Development and Reform
Commission, with ¥340 million (US $52.5 million) invested in
national platform construction and 32 national hospital
informatization projects approved by the NHFPC, and ¥310
million (US $47.9 million) invested by the NHFPC in the
construction of information platforms and clinical data centers

[34]. In 2018, the Ministry of Finance invested ¥670 million
(US $103.5 million) to equip 832 poor county hospitals and
1664 primary-level medical institutions with telemedicine
equipment. In 2019, the central government allocated ¥180
million (US $27.8 million) to increase technology applications,
including the internet, big data, and artificial intelligence in 9
provinces, with the aim of improving the diagnosis and treatment
capacity of family doctors [35].

Although governmental investment in health informatization
expanded rapidly, it failed to cover China’s current financial
informatization needs, reflecting a lack of stable and sustainable
capital input. For example, China’s health expenditure accounted
for 7.56% of the financial expenditure, while health
informatization expenditures accounted for only 0.7% of the
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total health expenditure [36]. Second, there were obvious
regional differences in governmental investment, with Beijing,
Guangzhou, Shanghai, and the eastern coastal provinces
achieving rapid development of health informatization versus
the less developed provinces [37]. The capital input in
informatization was positively associated with the local
economic development level, where informatization tended to
increase regional health inequality [16]. The 2019 National
Health Informatization Survey showed that hospital
informatization investment was limited. The proportion of
informatization investment in a hospital’s annual revenue was
between 0.1% and 1% in 67.3% (3681/5470) of hospitals and
1% to 5% in 23.7% (1296/5470) of hospitals, with only 3.7%
(202/5470) of hospitals investing over 5% of their annual
revenue in informatization. With the construction of health
informatization requiring multisectoral collaboration, the lack
of social supervision led to a lack of initiative and a waste of
resources. In 2017, according to the China Hospital Information
Management Association survey, hospital self-raised funds
accounted for 68.8% of the total investment in hospital
informatization, with government financial funds accounting
for 28.4% and other funds accounting for 2.8% of the total
investment [38,39]. Although the Chinese government has
implemented policies to encourage enterprise initiative, an
incentive mechanism to encourage social capital to participate
in health informatization construction has not been set up in
China. Measures to promote government-enterprise cooperation
in health informatization are still being explored [12,40].

Both the quantity and quality of technical informatization
personnel failed to meet demand [12]. The number of health
informatization personnel was small. In 2019, the average staff
number in provincial information departments was only 20,
while 91.6% (271/296) of municipal information departments
and 93.6% (1238/1322) of county-level information departments
had less than 9 informatization staff. In hospitals, the
information department of tertiary hospitals had on average 10
staff, while 74.1% (2764/3730) of secondary hospitals and
89.5% (233/260) of other hospitals had less than 4
informatization staff. In particular, there was a lack of highly
educated and specialized informatization personnel and an
uneven distribution of high-quality personnel in administration
and hospitals at different levels [41]. High-level administrations
and hospitals tended to have staff with higher education [16],
with the proportion of staff with a bachelor’s degree or above
in provincial information departments (88.9%) and in municipal
information departments (83.8%) significantly higher than that
in county-level information departments (51.6%). In tertiary
hospitals, 67.5% of information department staff had bachelor’s
degrees, while in secondary and other hospitals, most staff had
degrees below the junior college level. The proportion of staff
with a master’s degree or above in tertiary hospitals (14.3%)
was significantly higher than that in secondary hospitals (2.3%)
and in other hospitals (0.7%). Staff specialized in computer
science accounted for 85.1% of informatization staff in tertiary
hospitals compared to 49.1% in secondary and 26.5% in other
hospitals. In addition, IT staff with senior professional titles
were scarce in all types of hospitals, with only 2.0% in tertiary,
1.9% in secondary, and 0.6% in other hospitals [16].

Health Resource Allocation
Medical resources distribution and health service capacity were
unevenly distributed regionally and by type of medical
institution [3,4]. The data from Multimedia Appendix 1 reveals
that the construction strategies of health informatization varied
according to the health care resource allocation status in different
regions [1].

For developed regions (mainly the eastern coast) with abundant
medical resources, the local health administration undertook
the major responsibilities for integrating high-quality medical
resources and promoting health informatization. These regions
had stronger abilities to independently develop informatization
and provide stable and sufficient funds for informatization.
Bottom-up building of health information platforms and data
centers were established by the local health administration to
connect the information system of health institutions at all levels
in the administrative region, achieving the sharing and exchange
of medical information. For example, municipal and
county-level health commissions in each province independently
carried out informatization construction, driving the
development of provincial health informatization and promoting
the development of regional health information infrastructures,
information technologies, and professionals. Municipal and
county-level health resource information was integrated, and
the connectivity of health information within the province was
realized [24].

In developing regions, mainly in western and central China,
where medical resources were scarce, large hospitals generally
connected with several local primary health care institutions to
realize medical information exchange and sharing [24]. For
instance, the West China Hospital of Sichuan University
cooperated with surrounding secondary hospitals and community
health service centers to achieve regional medical collaboration.
Shengjing Hospital of China Medical University, in cooperation
with public hospitals at all levels in Liaoning and Shenyang,
constructed the Shengjing Medical Alliance, a nonprofit medical
cooperative alliance. In these less developed and health resource
scarce regions, unified management was implemented within
the medical alliances to integrate medical resources at different
levels. To optimize medical resources, resource-poor regions
utilized telemedicine, or the use of telecommunications
technologies to provide medical information and services,
[1,4,42] for remote consultation and two-way referral, where
primary medical units can get support from large hospitals and
gain access to high-quality medical resources and services.

The COVID-19 pandemic typically led to a surge in demand
for medical care, which overwhelmed local capabilities [43,44].
During the pandemic, telemedicine played an increasingly
important role in medical resource allocation [1,4,42]. As the
worst-hit area of COVID-19 in China, Hubei Province’s medical
institutions were overloaded with a severe shortage of medical
resources and services [43]. Due to the implementation of
control measures such as lockdowns, traffic control, and
community closure management, residents’ access to health
care resources was severely restricted. Telemedicine was widely
used to overcome geographical barriers and expand the supply
of medical resources [45-47]. With the aid of informatization
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technologies, many doctors from other parts of China provided
remote diagnosis and treatment services. For instance, the
medical team from Guangdong Province built an internet
hospital to provide online clinical support for patients in
Jingzhou, Hubei Province. More than 1300 doctors from 15
medical institutions in Guangdong participated, with the total
number of online visitors exceeding 100,000 within 18 days of
its launch, making up for local medical service deficits in Hubei
Province [48].

The Standard System
As seen in Figure 1 and Multimedia Appendix 1, emphasis has
been placed on the standardization of health information, or the
standard system [12]. In 2006, the Special Committee on Health
Information Standards was approved by the Ministry of Health,
where work on health information norms were standardized.
Started in 2012, the National Medical Health Information
System’s Interconnection and Interoperability Standardization
Certification [16] aimed to strengthen the management and
promote the implementation of health information standards,
so as to achieve health information interoperability [11]. The
Regional Health Informatization Survey and Hospital
Informatization Survey found that by 2017, 54 regional
platforms (1 provincial platform, 45 municipal platforms, and
8 county-level platforms), and 90 hospitals (84 tertiary hospitals
and 6 secondary hospitals) had been certified. Between 2018
and 2019, the number certified significantly increased with an
additional 48 regional platforms and 101 hospitals certified [49].

The security system of regional health information platforms
contained 4 levels: physical security, network security, system
security, and application security. Physical security required
hardware security and the geographical location security of the
computer room and key infrastructure. Network security
included link redundancy, firewall setup, and intrusion detection.
System security included data backup, virus prevention,
operating system security, and vulnerability checks. Application
security included identity authentication and authority
management [8,50]. By 2018, all provincial platforms, 90.9%
(269/296) of municipal platforms, and 78.9% (1043/1322) of
county-level platforms had formulated an information security
system. Meanwhile, 99.2% (1468/1480) of tertiary hospitals,
95.9% (3577/3730) of secondary hospitals, and 81.5% (212/260)
of other hospitals had formulated an information security system.
By August 2020, with 227 effective information standards
approved, the standard system for regional health
informatization and hospital informatization had been basically
established throughout the health system [26].

During COVID-19, continuing shortcomings in the standard
system were addressed by the 2020 Notice on Strengthening
the National Health Information Standardization System, which
defined four key tasks for the construction of the national health
information standardization system: (1) to promote the
standardization of the national health information infrastructure,
including the national health information platform, national

hospital information platform, government services integration
platform, and to standardize the information from grassroots
health institutions, public health systems, and traditional Chinese
medicine hospitals; (2) to strengthen the standardization of the
DID, the EHRD, the EMRD, and the health care resource
database; (3) to promote the standardization of advanced IT
applications, comprising five technologies: internet plus health
care, health and medical big data, health care artificial
intelligence, health care 5G technology, and blockchain
technology for health care; and (4) to improve the
standardization of network security, namely industry network
security standard system, data security standard, and industry
application security standard. In order to improve the disease
prevention and control system and enhance the ability to respond
to public health emergencies, the NHC formulated the National
Public Health Informatization Construction Standard and
Specification on December 11, 2020, to further regulate national
public health informatization, specifying 21 first-level indicators,
125 second-level indicators, and 421 third-level indicators of
health service management and IT application content in all
types of health institutions [26].

Even with these reforms, shortcomings in China’s health
information standard system remain. There was a lack of
standard evaluation, and the consistency and interoperability
of the standard system needed strengthening [1]. The
formulation of China’s standard system lagged behind the
development of new technologies. The safety standards, data
standards, functional standards, quality assessment standards
for information technology products, and management standards
for data quality were incomplete. In terms of information
security standards, the ownership and usage rights of patients’
health information, as well as the division of rights and
responsibilities among all parties, needed further clarification
in laws and regulations. There was a lack of security standard
evaluation. The Regional Health Informatization Survey reported
that in 2018, 75.0% (24/32) of provincial platforms, 30.4%
(90/296) of municipal platforms, and 17.7% (234/1322) of
county-level platforms had implemented the evaluation of
classified information security protection. Only 46.4%
(687/1480) of tertiary hospitals, 18.6% (694/3730) of secondary
hospitals, and 10% (26/260) of other hospitals had participated
in the evaluation. Although China continues to develop health
information standards, due to the large number of departments
involved, many standards and norms were not unified. There
were also problems related to unclear management responsibility
for the standards and ineffective supervision mechanism [11].

Status Quo of the Internet Plus Health Care Service
Pattern During COVID-19
As shown in Figure 3, the new service pattern of internet plus
health care sought to meet increasing medical demands and
virus prevention and control needs during the COVID-19
pandemic.
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Figure 3. The applications and achievements of internet plus health care in COVID-19. AI: artificial intelligence, CT: computed tomography, CPE:
customer premise equipment, ICU: intensive care unit.

Internet plus health care has the characteristics of remoteness,
efficiency, intelligence, and convenience, providing online
consultation, remote diagnosis, psychological counseling,
chronic disease follow-up, and drug distribution to meet people’s
medical demands [40,48]. During COVID-19, internet plus
health care aimed to break through time and space constraints
to both identify and service infected people, block transmission
routes, and reduce the risk of population infection. The
popularization of internet plus health care has not only improved
the efficiency of health care institutions at all levels [51] but
also stimulated innovation and accelerated the upgrading of
China’s health care service pattern. We set out below the
contours of internet plus health care during the COVID-19
pandemic.

Internet Hospitals: To Meet the Demands for Basic
Medical Services and Alleviate the Shortage of Medical
Resources During COVID-19
Figure 3 identifies the role of internet hospitals and online fever
clinics after the COVID-19 outbreak, which were widely
established to provide follow-up visits for common and chronic
diseases, as well as for psychological counseling services. In
an internet hospital, a full set of medical services such as
registration, consultation, diagnosis, and prescription were
completed by means of video, voice, and graphic communication
[52]. Hospitals arranged the delivery of drugs while patients
made online payments [53]. By effectively serving a large
number of patients with COVID-19, internet hospitals reduced
diagnosis and treatment pressure in brick-and-mortar hospitals,
greatly alleviating the shortage of medical resources in severely
affected COVID-19 areas.

Telemedicine: To Break Regional Restrictions and
Improve Treatment During COVID-19
As specified in Figure 3, remote consultation through the
telemedicine platform integrated high-quality medical resources
and provided support from large institutions and well-known
experts to improve treatment. Due to the uneven distribution of
medical resources in different regions, China attached great
importance to constructing a telemedicine system, which played
a particularly significant role during the pandemic. As discussed
above, a typical case was the establishment of 9 telemedicine
centers in Guangdong Province to support the hard-hit
COVID-19 city of Jingzhou. While on-site diagnosis was carried
out, remote medical advice and treatment were provided via the
telemedicine platform at the same time.

Internet Plus Artificial Intelligence Diagnosis and
Treatment: To Improve Medical Service Efficiency
During COVID-19
As shown in Figure 3, online artificial intelligence
preconsultation functions were widely used to assess COVID-19
risks and provide emotional care. People made a self-assessment
of their personal health condition with the help of technologies
powered by artificial intelligence, where patients provided their
personal information, past medical history, and current medical
conditions through dialogue before seeing a doctor. This
information was recorded by artificial intelligence and integrated
into the health information system, then directly added into the
patient’s medical record to facilitate subsequent diagnosis.
Artificial intelligence was also applied to CT (computed
tomography) scans for COVID-19, improving the accuracy and
efficiency of front-line medical work [31].
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Internet Telecommuting: To Maintain the Order and
Efficiency of Medical Work During COVID-19
As noted in Figure 3, distance learning and teleconferencing
had become mainstream working modes during the pandemic.
Many hospitals used virtual private network (VPN) technology
to establish secure data links, and combined with virtual desktop
infrastructure technology, a remote office environment was
built. By opening the VPN account and private cloud desktop,
the remote office system enabled medical staff to log into
intranet workstations to work remotely [54].

To enhance the service ability of medical staff, distance
education was also used widely during the pandemic. Learning
content was issued on online learning platforms. To check the
effectiveness of these learning platforms, medical staff were
required to take regular online tests, and test results were
recorded in real time. Moreover, IT companies such as Tencent
and Alibaba launched free online meeting systems to support
antipandemic work, enabling the pandemic prevention working
groups to arrange work, and discuss diagnosis methods and
pandemic prevention countermeasures, through video
conferencing. It not only reduced crowd gathering but also
improved hospital management efficiency.

Internet Plus Convenience Services: To Reduce Offline
Gathering and Avoid Cross Infections During COVID-19
During the pandemic, many hospitals provided internet plus
convenience services for the public, as specified in Figure 3.
Through the publication function of WeChat public accounts,
hospitals launched real-time news and science articles about
COVID-19 as part of information campaigns, which prevented
rumors and helped the public acquire accurate pandemic
knowledge [14,43]. In addition, many hospital information
departments opened time-sharing outpatient appointment
services, where the hospital’s WeChat public account allowed
patients to enter the appointment and registration system
according to patients’ personal needs. The appointment service
helped separate patients’ arrival time and reduced the number

of people in the doctor’s waiting room at one time, containing
the spread of the virus [53]. To facilitate communication
between intensive care unit (ICU) patients and their families,
while avoiding staff gathering, some hospitals installed 5G
customer premise equipment and video calling equipment in
ICUs, substituting 5G mobile video for physical visits during
COVID-19.

China’s internet plus service pattern also played an important
role for overseas Chinese people, providing authoritative and
scientific knowledge of COVID-19 prevention. The platform
was launched on April 7, 2020, bringing together 26 well-known
Chinese medical institutions and third-party service institutions
to provide free internet consulting services for overseas Chinese
individuals. On April 30, a special column aimed at overseas
students was launched to provide free health consultation and
psychological counseling services. By September 2020, the
platform had been visited more than 150 million times, with
more than 6 million people providing direct consulting services
[48].

Challenges and Recommendations

Challenges Ahead
According to the findings presented above, significant
challenges to China’s health informatization remain. Table 1
classifies and summarizes the challenges to health
informatization. First, the number of informatization
professionals is small, and the distribution of human resources
is unbalanced. Second, the investment from government and
medical institutions is insufficient to support the development
of health informatization. An incentive mechanism to encourage
social capital to participate in health informatization construction
has not been set up in China [3,28]. Third, the IT application
on health information platforms and in hospitals at all levels
remains low. Fourth, the information standards and security
systems are incomplete.
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Table 1. Challenges to national health informatization.

DescriptionsFactors

Personnel

The number of senior technical personnel and grassroots practical personnel is insufficientQuantity

Human resource allocation as measured by quality, educational background, professional title, and age
is unbalanced

Structure

Funds

Financial support is generally insufficient and shows regional differencesFinancial

Low proportion of hospitals’ annual revenue allotted to informatization investmentInstitutional

A lack of social capital’s participation and government-enterprise cooperationSocial

ITa applications

Low application rate on municipal and county-level information platformsRegional health information platform

Low application rate in secondary hospitals and primary hospitalsHospital information system

Systems

A lack of system interoperability and interconnection, standard management, and supervisionInformation standard system

A lack of complete and specific systems for standard evaluation and health information security protectionInformation security system

aIT: information technology.

Recommendations
Below we present recommendations to further promote health
informatization in China.

Strengthen Top-Level Design
As identified in Table 1, there is a need to strengthen top-level
design. Legal restrictions on some key aspects of national health
informatization, such as health care big data management,
internet medical information services, privacy protection,
information facilities security, and network security, need to be
enhanced. The information standard and security systems should
be designed in more unified and specific ways, and information
security supervision needs to be strengthened [55]. An incentive
mechanism should be set up to encourage a diverse range of
organizations and institutions, including health care institutions,
research institutes, universities, associations, and enterprises,
to participate in the construction of health informatization.

Increase Financial Investment
As specified in Table 1, finance, taxation, and investment
arrangements need to be increased to support health
informatization, especially from the central government and
especially in regions with limited financial resources for health
informatization. To address informatization financial constraints,
public-private partnerships should be expanded to strengthen
the cooperation between the government, business enterprises,
and various social institutions [28].

Increase Qualified Personnel
As shown in Table 1, there is an urgent need to increase
qualified personnel specializing in HIT. An integrated and
comprehensive training system should be built to cover junior
college, undergraduate, graduate, and continuing education
students to enlarge the scale of skilled workers. An incentive
mechanism should be established to attract experienced

professionals and maintain existing personnel in health
information departments. To improve the professional level and
comprehensive quality of health information personnel,
measures should include establishing a national health big data
research institute jointly with universities and research institutes,
setting up health information majors in colleges and universities
and carrying out continuing education to combine teaching
content with practical work.

Promote IT Applications
Addressing the deficits in information platforms and systems
identified in Table 1 requires the reallocation of health resources
and promotion of advanced technologies to support the new
service pattern of internet plus health care. Advanced IT
applications, such as cloud computing, big data, mobile internet,
and artificial intelligence, need to be popularized in grassroots
health units. It is necessary to construct more internet hospitals,
building an integrated online and offline medical service model
covering prediagnosis, in-treatment, and postdiagnosis to
improve health care service efficiency.

Conclusions

As shown by its crucial role in COVID-19 prevention and
control, health informatization was “fit for purpose” in China.
Developed over the past decade, health information platforms
and health information databases facilitated data sharing between
health care institutions at all levels, connecting online and offline
services. Advanced information technologies, including cloud
computing, big data, and artificial intelligence, effectively
monitored and forecasted the pandemic’s trend that facilitated
health authorities’ COVID-19 control and prevention ability.
The new service pattern of internet plus health care broke
through time and space constraints, reduced cross infections,
improved medical service quality and efficiency [51], alleviated
the shortage of medical resources, and met the increasing
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medical demands during COVID-19. However, China’s health
informatization is a work in progress; informatization is
incomplete and the uneven regional distribution of health
resources continues to persist. To address the challenges to

health informatization, we recommend the strengthening of
top-level design, increasing investment and training, upgrading
the health infrastructure and IT applications, and improving
internet plus health care services.
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Abstract

Background: The implementation of eHealth in low-resource countries (LRCs) is challenged by limited resources and
infrastructure, lack of focus on eHealth agendas, ethical and legal considerations, lack of common system interoperability standards,
unreliable power, and shortage of trained workers.

Objective: The aim of this study is to describe and study the current situation of eHealth implementation in a small number of
LRCs from the perspectives of their professional eHealth users.

Methods: We developed a structural equation model that reflects the opinions of professional eHealth users who work on LRC
health care front lines. We recruited country coordinators from 4 LRCs to help recruit survey participants: India, Egypt, Nigeria,
and Kenya. Through a web-based survey that focused on barriers to eHealth implementation, we surveyed 114 participants. We
analyzed the information using a structural equation model to determine the relationships among the constructs in the model,
including the dependent variable, eHealth utilization.

Results: Although all the model constructs were important to participants, some constructs, such as user characteristics, perceived
privacy, and perceived security, did not play a significant role in eHealth utilization. However, the constructs related to technology
infrastructure tended to reduce the impact of concerns and uncertainties (path coefficient=−0.32; P=.001), which had a negative
impact on eHealth utilization (path coefficient=−0.24; P=.01). Constructs that were positively related to eHealth utilization were
implementation effectiveness (path coefficient=0.45; P<.001), the countries where participants worked (path coefficient=0.29;
P=.004), and whether they worked for privately or publicly funded institutions (path coefficient=0.18; P<.001). As exploratory

research, the model had a moderately good fit for eHealth utilization (adjusted R2=0.42).

Conclusions: eHealth success factors can be categorized into 5 groups; our study focused on frontline eHealth workers’ opinions
concerning 2 of these groups: technology and its support infrastructure and user acceptance. We found significant disparities
among the responses from different participant groups. Privately funded organizations tended to be further ahead with eHealth
utilization than those that were publicly funded. Moreover, participant comments identified the need for more use of telemedicine
in remote and rural regions in these countries. An understanding of these differences can help regions or countries that are lagging
in the implementation and use of eHealth technologies. Our approach could also be applied to detailed studies of the other 3
categories of success factors: short- and long-term funding, organizational factors, and political or legislative aspects.

(J Med Internet Res 2021;23(6):e23715)   doi:10.2196/23715
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Introduction

Background
eHealth is the cost-effective and secure use of
information communication technology in support of
health and health-related fields, including health-care
services, health surveillance, health literature, and
health education, knowledge and research [1].

Properly implemented eHealth has the potential to scale up the
delivery of health care to people in low-resource countries
(LRCs) [2]. Quality of health care has been found to contribute
the most to the success of these eHealth interventions, whereas
cost contributes the most to intervention failures [3]. The
challenges faced when implementing eHealth vary among
countries. For eHealth solutions to succeed in LRCs, an
organized approach must be used to address these challenges.

A 2016 World Health Organization report [1] indicates
significant progress in eHealth planning:

More than half of WHO Member States now have an
eHealth strategy, and 90% of eHealth strategies
reference the objectives of UHC [Universal Health
Coverage] or its key elements. It is becoming
mainstream for countries to have policies for
managing information. When well-articulated,
eHealth strategies should enable the interoperability
needed to support people-centred health services for
everyone, and the move from disease silos to resilient
health systems which can deliver UHC.

Although the World Health Organization claims that more than
half of their member states have an eHealth strategy, actual
implementation of their strategies is not always followed. This
is clear from published studies and concerns expressed by many
researchers [3-7]. For example, Kiberu et al [4] suggest that
although many sub-Saharan African countries are evaluating
eHealth as a means of improving health care accessibility,
several are engaged in the proof-of-concept stage of
unsustainable pilot projects. There are no national guidelines
in many LRCs for the secure management of individual digital
health information and services, placing personal data at risk.
Implementation issues with standards and interoperability can

create barriers to the use of eHealth and its spread across regions
or nations to support the full realization of potential health
system benefits. The potential for eHealth to reduce health care
costs and enable access to better quality health care is limited,
often due to inadequate funding, inadequate infrastructure
causing power blackouts, poor internet connectivity, and an
unskilled eHealth workforce. However, regardless of having to
work in such difficult circumstances, progress is being made in
implementing eHealth in many LRCs. For example, a few of
the many research papers that have been published by LRC
researchers include critical issues such as eHealth being used
to combat infant mortality in rural and remote regions of India
[8] and Nigeria [9], open-source electronic health record systems
that support interoperable links among them have been installed
in Kenya [10], and telecom policies developed to encourage
optimal digital network implementation to support eHealth in
Egypt [11].

Objective
The objective of this study is to create and validate a model of
the factors that influence the successful implementation of
eHealth in LRCs, based on eHealth challenges identified in a
survey of LRC eHealth end users. A recent categorization [12],
modified by Ahmed et al [13], has synthesized eHealth success
factors into 5 categories: (1) technology and its support
infrastructure, (2) user acceptance, (3) short- and long-term
funding, (4) organizational factors, and (5) political or legislative
aspects. Our study focuses on factors 1 and 2, which are likely
to be of interest and intimately familiar to the end user
participants we surveyed.

Methods

Construct Development for the eHealth
Implementation Issues Model
Figure 1 shows the model used in this study. The following
discussion describes the details of the model’s development and
related hypotheses (shown in small rectangles in the diagram),
including the background of the model constructs. The study
based on this model was implemented through a web-based
questionnaire detailed in Multimedia Appendix 1.
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Figure 1. Structural equation model of eHealth implementation issues in low-resource countries.

Task Characteristics
Tasks are the activities that support the organization. Information
systems facilitate completion of the organization’s tasks.
Compatibility with work processes or work styles and task
difficulty are often used to characterize tasks [14]. Research
has shown [15] that if a system is more aligned with the needs
of the users, there is a greater chance of system success. A
fit-variability model [16] (related to the task-technology fit
model by Goodhue [15]) showed that different stakeholders
may perceive eHealth viability and fit of the same eHealth
services very differently and that there can be discrepancies
between organizational viability and individual fit of specific
eHealth services. Relevant information from the study by
Goodhue and Thompson [15] was used to derive the task
characteristics construct for the questionnaire (Multimedia
Appendix 1). This leads to:

• Hypothesis 1a: Task characteristics will positively affect
eHealth usability.

User Characteristics
“User characteristics are attitudes, perceptions, and
demographics that are specific to the individual users of the
information system” [14]. A survey of 465 medical professionals
in northwest Nigerian hospitals [7] showed that the majority of
the participants had a good level of literacy for implementing
and working with new eHealth systems. They found statistically
significant positive correlations between intention to use eHealth
and attitude toward eHealth, perceived usefulness toward
eHealth, information technology experience and eHealth, and
technical infrastructure for eHealth. The user characteristics
construct for the questionnaire (Multimedia Appendix 1) was

adapted from the study by Zayyad and Toycan [7]. This leads
to:

• Hypothesis 1b: User characteristics will positively affect
eHealth usability.

• Hypothesis 2a: User characteristics will negatively affect
concerns and uncertainties.

Perceived Technology Infrastructure
Information communications and technology is a key component
of any eHealth program. For an eHealth program to succeed,
technology must be available to support a database that is always
directly and easily accessible to practitioners for health record
input, retrieval, analysis, and sharing within the patient’s circle
of care. The infrastructure must include stable and reliable
digital communications network hardware and software to
support health record access and sharing through point-of-care
devices used by health care providers. Highly reliable electrical
power must also be available at all times to drive the components
of the infrastructure [4,6,7,17]. The relevant perceived
technology infrastructure construct for the questionnaire
(Multimedia Appendix 1) was adapted from the study by Zayyad
and Toycan [7] as follows:

• Hypothesis 1c: Perceived technology infrastructure will
positively affect eHealth usability.

• Hypothesis 2b: Perceived technology infrastructure will
negatively affect concerns and uncertainties.

Perceived Privacy
A study of eHealth in Bangladesh found that privacy concerns
by patients [18] did not have a significant impact on provider
concerns about eHealth use. An explanation is that poor eHealth
privacy and security considerations resulted in eHealth systems
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being judged by patients as failures [19]. This is the opposite
of the findings from users of eHealth (clinicians) who may tend
to believe that privacy and security are less important when an
eHealth system provides superior health care. The perceived
privacy construct for the questionnaire (Multimedia Appendix
1) was derived from the study by Wilkowska and Ziefle [20],
as follows:

• Hypothesis 2c: Perceived privacy will positively affect
concerns and uncertainties.

Perceived Security
Security and privacy issues are related in eHealth systems; it is
not possible to manage privacy without a secure system. A
survey of professionals working in Nigerian hospitals addressed
the professionals’ intentions to use eHealth [7]. A question
related to security concerns showed a nonsignificant correlation
of this issue with the intention to use eHealth. The perceived
security construct of the questionnaire (Multimedia Appendix
1) was derived from the study by Wilkowska and Ziefle [20]
as follows:

• Hypothesis 2d: Perceived security will positively affect
concerns and uncertainties.

eHealth Usability
Usability represents an important yet often overlooked factor
impacting the implementation and meaningful use of eHealth
systems. Without usable systems, doctors, medical technicians,
nurses, administrative staff, and other users would have great
difficulty in realizing the potential benefits of eHealth systems.
The usability of technical systems has been studied in the
information systems field, beginning with the landmark work
by Davis [21]. This is a key measure of an eHealth system and
directly reflects how users may react positively to its use. In
general, if the system is built to perform specific user tasks, its
usability will be greater. The eHealth usability construct for the
questionnaire (Multimedia Appendix 1) was adapted from the
study by Davis [21]. The foregoing leads to the following:

• Hypothesis 3a: eHealth usability will positively affect
eHealth utilization.

Concerns and Uncertainties About eHealth
A review of empirical research classifying eHealth
implementations as successes or failures [3] found that quality
of health care was most often mentioned as contributing to the
success of eHealth interventions. This review found that costs

were most frequently mentioned as contributing to failure,
although workflow issues were also mentioned in most of the
articles reviewed. Workflow issues could lead to disagreement
among the affected clinicians, increasing uncertainties, and the
potential for failure of the eHealth system. The concerns and
uncertainties about eHealth construct of the questionnaire
(Multimedia Appendix 1) adapted ideas expressed by
Aranda-Jan et al [22] in a systematic review of what does not
work in African eHealth projects, leading to the following
hypotheses:

• Hypothesis 1d: Concerns and uncertainties about eHealth
systems will negatively affect eHealth usability.

• Hypothesis 3b: Concerns and uncertainties about eHealth
systems will negatively affect eHealth utilization.

Perceived Implementation Effectiveness
Underlying factors affect health care professionals’ decisions
to implement eHealth technology applications in LRCs [7].
These include the perceived usefulness, belief, willingness, and
attitude of health care professionals. Our study implicitly reflects
these factors in terms of survey feedback from users who have
chosen to implement eHealth in their workplaces. The
technological capability of eHealth systems is one of the key
factors that influence the successful implementation of a
technology [17]. Technological success factors include
functional and nonfunctional requirements, interoperability,
and user interface design. The long-term sustainability of a
system depends on the economic, social, and organizational
sustainability in which the technology is embedded. The
perceived eHealth implementation effectiveness construct of
the questionnaire (Multimedia Appendix 1) was developed from
ideas expressed by Rezai-Rad et al [23] and is stated as:

• Hypothesis 3c: Perceived implementation effectiveness will
positively affect eHealth utilization.

eHealth System Utilization
Utilization of an eHealth system is a measure of how popular
the system is with the users and if it will be sustainable and
worth the operating cost in the long run. This was measured in
our study by eHealth system utilization, a one-indicator
formative construct Q10 (Multimedia Appendix 1) that lists
possible eHealth utilization levels by the participant’s
organization.

Table 1 summarizes the reference sources mentioned above that
were used to create the eHealth implementation model.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e23715 | p.1143https://www.jmir.org/2021/6/e23715
(page number not for citation purposes)

Archer et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Summary of sources for eHealth implementation model constructs.

StudyTypeConstructTitle

Goodhue and Thompson [15]ReflectiveValidatedPerceived task characteristics

Zayyad and Toycan [7]ReflectiveNewIndividual characteristics

Zayyad and Toycan [7]ReflectiveNewPerceived technology infrastructure

Wilkowska and Ziefle [20]ReflectiveValidatedPerceived eHealth privacy

Wilkowska and Ziefle [20]ReflectiveValidatedPerceived eHealth security

Davis [21]ReflectiveValidatedeHealth usability

Aranda-Jan et al [22]ReflectiveNewConcerns and uncertainties about eHealth

Rezai-Rad et al [23]ReflectiveNeweHealth implementation effectiveness

N/AaFormative (1-indicator variable)NeweHealth utilization

aN/A: not applicable (as this construct is developed in this study).

Implementation

Overview
This study was approved by the McMaster University Research
Ethics Board. In addition to its own approval process, the board
contacted eHealth authorities in each of the 4 LRCs to ensure
that the research proposal was acceptable. The study proceeded
in 2 phases: I and II. An individual country coordinator with
experience in eHealth implementations was recruited for each
of the 4 countries involved in the study. They received nominal
reimbursement for managing the recruitment of eHealth expert
consultants for phase I and survey participants for phase II in
their respective countries. eHealth consultants in the phase 1
study also received a nominal sum. Participants were not paid
for completing the survey (phase II). In the 2 countries where
35 or more participants were recruited, a random draw prize
was awarded to 1 participant in each country.

Phase I
On the basis of a detailed review of the relevant eHealth
literature, we developed a draft questionnaire. Our study focused
on eHealth users and support staff in the 4 representative LRCs:
Kenya (East Africa), Nigeria (West Africa), India (South Asia),
and Egypt (North Africa). Consultations with the experts on the
phase I questionnaire informed the design of the final
questionnaire and highlighted the importance of the factors
identified from the literature. A key finding was that the model
was too broad, including a number of strategic concerns that
individual participants, as clinicians or other end users, were
less likely to be directly concerned with. These strategic
concerns (3 of the 5 categories [12] referenced earlier in this
paper: short- and long-term funding, organizational factors, and
political or legislative aspects) made the questionnaire too long
for busy eHealth users to be willing to complete. Therefore, we
reduced the scope of the issues covered to the first 2 categories

(technology and its support infrastructure and user acceptance).
The final questionnaire was based on the more limited model
shown in Figure 1. Each reflective construct in the model
included at least three indicator variables, which were presented
on a 7-point Likert scale. The resulting questionnaire is provided
in Multimedia Appendix 1, and the information, consent, and
invitation to participate messages to the survey participants are
provided in Multimedia Appendix 2. The web-based version,
developed using Qualtrics software[24], took about 15 minutes
for the participants to complete.

Phase II
A convenience sampling survey of eHealth users in the 4 LRCs
was arranged by the relevant country coordinators, who recruited
suitable participants. Participants were from public and private
institutions in rural and urban areas and had varying levels of
eHealth experience. Details of the survey process are provided
in Multimedia Appendix 3. From 177 invitations to participate,
114 (64.4% overall response rate) valid responses were
completed from India (39/114, 34.2%), Egypt (52/114, 45.6%),
Kenya (11/114, 9.6%), and Nigeria (12/114, 10.5%). Statistical
data were analyzed using partial least squares with Smart PLS3
software [25].

Results

Participant Demographics
Participant demographics are detailed in Table 2, including
country comparisons. In the table, the Total column represents
the number of participants from each country who completed
the survey successfully. All data are presented as absolute values
and percentages. Percentages in the total column on the
righthand side sum to 100% for the categories presented in each
of the 5 table divisions that were also used, along with country,
as control variables (occupation, employer, eHealth experience,
urban or rural experience, and employment experience).
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Table 2. Participant demographics.

Total (N=114), n (%)Country, n (%)Characteristics

Nigeria
(n=12)

Kenya
(n=11)

Egypt
(n=52)

India (n=39)

Occupation

81 (71.1)1 (8.3)1 (9.1)20 (38.4)8 (20.5)Physicians

8 (7)0 (0)1 (9.1)1 (1.9)1 (2.5)Nurses

25 (21.9)1 (8.3)1 (9.1)3 (5.8)4 (10.2)Allied health personnel

Employer

61 (53.5)1 (8.3)1 (9.1)10 (19.2)10 (25.4)Work in privately funded health care

53 (46.5)1 (8.3)1 (9.1)14 (26.9)3 (7.7)Work in publicly funded health care

eHealth experience

26 (22.8)0 (0)0 (0)7 (13.4)4 (10.2)No previous experience with eHealth

88 (77.2)1 (8.3)2 (18.2)19 (36.5)6 (15.3)2 or more years of experience with eHealth

Urban versus rural experience

28 (24.6)0 (0)1 (9.1)10 (19.2)1 (2.5)eHealth experience only in urban settings

2 (1.8)0 (0)0 (0)0 (0)0 (0)eHealth experience only in rural settings

84 (73.6)1 (8.3)1 (9.1)14 (26.9)12 (31.6)eHealth experience in both rural and urban settings

Employment experience

26 (22.7)1 (8.3)1 (9.1)6 (11.5)0 (0)Predominant eHealth experience in clinics

23 (20.6)1 (8.3)0 (0)8 (15.3)1 (2.5)Predominant eHealth experience in education

16 (13.7)0 (0)0 (0)3 (5.8)3 (7.7)Predominant eHealth experience in technology support

12 (10.5)0 (0)0 (0)5 (9.6)0 (0)Predominant eHealth experience in training

20 (18)0 (0)1 (9.1)7 (13.4)1 (2.5)Predominant eHealth experience in monitoring and evalu-
ation

10 (8.6)0 (0)1 (9.1)2 (3.8)1 (2.5)Predominant eHealth experience in administration

7 (5.9)0 (0)0 (0)3 (5.8)0 (0)Predominant eHealth experience in planning

eHealth Implementation Model Results
Figure 2 shows the results calculated from the structural equation
model, which was run with bootstrapping using 1000
subsamples. The calculated path coefficients for the proposed
hypotheses, shown in Figure 2, are listed in Table 3. Hypotheses
H1a, H2b, H3b, and H3c were supported, whereas the remaining
hypotheses (H1b, H1c, H1d, H2a, H2c, H2d, and H3a) were
not supported (all with P>.05).

Control variables (for the demographic categories in Table 2)
were also run against the model, and those with significant
results are included in Figure 2. These are (1) participant’s
country and (2) employer private or public funded. The results
for these control variables are shown in the lower part of Table
3.

The composite reliabilities and average variance extracted
(AVE) for the reflective constructs are shown in Table 4. The
composite reliability of a construct measures the reliability of

the indicator variables included in the construct. All the
composite reliabilities were above the accepted lower limit of
0.70 [26]. The AVE results measure the fit of the internal
structure of the model. AVE is slightly below the accepted lower
limit of 0.50 for concerns and uncertainties, but all the other
values meet the lower limit within the rounding error; therefore,
with this exception, the model has convergent validity. The
heterotrait ratio of correlations [27], shown in Table 5, assesses
the discriminant validity in the model. The resulting maximum
value of 0.79 is below the 0.85 threshold, so discriminant

validity is established. The adjusted R2 values for usability,
concerns and uncertainties, and eHealth utilization are listed in
Table 6.

Participants’ responses to the eHealth utilization construct were
analyzed according to the extent to which the participants
indicated that eHealth was used in their organization. The
results, stratified by country, are shown as absolute values and
percentages in Table 7.
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Figure 2. Model results for eHealth implementation issues.

Table 3. Calculated path coefficients and significance.

P valuePath coefficientRelationship

Hypothesis

<.0010.33H1a: Task characteristics→aeHealth usability

.87−0.03H1b: User characteristics→eHealth usability

.420.10H1c: Perceived technology infrastructure→eHealth usability

.970.01H1d: Concerns and uncertainties about eHealth→eHealth usability

.47−0.08H2a: User characteristics→concerns and uncertainties

<.001−0.32H2b: Perceived technology infrastructure→concerns and uncertainties

.170.20H2c: Perceived privacy→concerns and uncertainties

.930.02H2d: Perceived security→concerns and uncertainties

.880.02H3a: Usability→eHealth utilization

.01−0.24H3b: Concerns and uncertainties→eHealth utilization

<.0010.45H3c: Perceived implementation effectiveness→eHealth utilization

Significant control variables

.0040.29Country of participant→eHealth utilization

.0090.18Private or public funding→eHealth utilization

aArrows represent the directional relationships of the coefficients.
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Table 4. Composite reliabilities and average variance extracted for reflective constructs.

AVEaComposite reliabilityConstruct

0.420.74Concerns and uncertainties

0.730.89Perceived implementation effectiveness

0.710.88Perceived privacy

0.490.72Perceived security

0.680.86Perceived technology infrastructure

0.590.85Perceived usability

0.480.78Task characteristics

0.720.89User characteristics

aAVE: average variance extracted.

Table 5. Discriminant analysis via heterotrait-monotrait ratio of correlations.

User
charac-
teristics

UsabilityTask charac-
teristics

Perceived
technology
infrastruc-
ture

Perceived
security

Perceived
privacy

Perceived im-
plementation
effective

Concerns
and uncer-
tainty

Constructs

———————a0.36Perceived implementation effectiveness

——————0.160.36Perceived privacy

—————0.790.140.17Perceived security

————0.100.040.540.46Perceived technology infrastructure

———0.570.230.250.770.33Task characteristics

——0.480.250.240.270.320.19Usability

—0.150.480.440.100.140.530.25User characteristics

0.240.330.550.440.180.020.530.35eHealth utilization

aNot applicable.

Table 6. Adjusted R2 from model calculations.

Adjusted R2Latent variable

0.12Usability

0.13Concerns and uncertainties

0.42eHealth utilization

Table 7. Participants’ responses to the question “indicate to what extent eHealth is used in your organization.”

Kenya (n=11), n (%)Nigeria (n=12), n (%)India (n=39), n (%)Egypt (n=52), n (%)Total (N=114), n (%)Extent of eHealth use in my
organization

0 (0)0 (0)0 (0)3 (5.8)3 (2.6)Never

1 (9.1)0 (0)9 (23.1)12 (23.1)22 (19.3)To a very small extent

3 (27.3)5 (41.6)4 (10.2)12 (23.1)24 (21.1)To a small extent

2 (18.2)4 (33.3)15 (38.5)14 (26.9)35 (30.7)To a moderate extent

1 (9.1)2 (16.7)6 (15.4)8 (15.4)17 (14.9)To a fairly great extent

1 (9.1)0 (0)2 (5.1)3 (5.8)6 (5.3)To a great extent

3 (27.3)1 (8.3)3 (7.7)0 (0)7 (6.1)To a very great extent
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Discussion

Principal Findings
The focus of our study was on providers and support staff with
applied experience in eHealth and the extent of use they
perceived of eHealth in their organizations. The structural
equation model we developed resulted in an estimate of the
extent of eHealth utilization in their organizations (adjusted

R2=0.42). This result is in the range of a moderately good result
[28] for an exploratory study.

In the model, only task characteristics contributed significantly
to usability (Figure 2). When the model was run without control

variables in place, it gave an adjusted R2 of 0.310 for eHealth
utilization, with the path coefficient usability→eHealth
utilization significant at 0.18 (P=.01). Other path coefficients
changed very little, but this one became nonsignificant at a value
of 0.015 (P=.88) when the 2 significant control variables
(country and public or private employment) were included in
the final model. This result tells us that there was variability
among the opinions of the participants about eHealth utilization
that depended upon their home country and their employer
(private or public).

eHealth Utilization
eHealth utilization in participant organizations was dealt with
in question 10 of Multimedia Appendix 1. Its raw data results
were analyzed and are presented in Table 7. These results show
a similar distribution of engagement level of eHealth in health
care organizations in each of the 4 countries. The median use
of eHealth by the LRC participant organizations was to a
moderate extent, as indicated by calculations from the raw data
in response to the question in Multimedia Appendix 1the extent
of eHealth use in your organization. This suggests a generally
favorable reaction to the applicability of eHealth to health care
organization work. Although the sample sizes of the Nigerian
and Kenyan responses were too small for statistical comparisons,
there was little difference in their average results from the
Egyptian and Indian responses.

Privacy and Security
Privacy and its related supporting functionality, that is, security,
were not found to be significant to the model construct eHealth
concerns and uncertainties and, thus, to eHealth utilization,
which is in agreement with similar studies [7,18]. Although this
may be the case for eHealth users such as our participants,
patients themselves in other LRC studies were found to be
concerned about privacy violations through secondary or
unauthorized access [19,29]. However, the lack of significance
in our model did not mean that privacy and security were
unimportant to the participants. From the raw data for question
4 in Multimedia Appendix 1, the overall result was a median
value of 7 (you strongly agree) and a mean value of 6.3 (you
agree) for the 3 positive statements in the questionnaire about
the relevance of privacy, and similar results for the 3 positive
statements in the questionnaire about the relevance of security
(Multimedia Appendix 1). These are favorable results that did
not have a significant impact on the model results because they

did not seem to be of concern to most participants in relation
to eHealth utilization.

Relevance to Previous Literature
The recent history of eHealth implementation and
experimentation in many LRCs has resulted in research and
publication of many relevant results, including those that
touched on sustainable implementation of eHealth in these
countries [3,7,17,18,30,31]. In addition, Mauco et al [32]
developed and validated an eHealth readiness assessment
framework for developing countries. It includes a comprehensive
set of readiness factors, including organizational, technological
or infrastructural, government, societal, health care provider,
engagement, core, and public- or patient-related. Another study
by Ahmed et al [13], adapted from the study by Broens et al
[12], synthesized 5 mobile health and telehealth (generalizable
to eHealth) success factors, which we referenced in the
introduction to this paper. Our research focused on 2 of these
success factors (technology and its support infrastructure and
user acceptance) to portray their effects on user perceptions.

The implementation of eHealth systems in LRCs differs from
past activities with the more mature systems in developed
nations. For example, many LRCs have been implementing
pilot eHealth systems, some of which have been successful
whereas others have not. Some of these implementations have
ignored long-term effects, such as nonstandard systems that do
not interoperate with other existing or planned systems [4].
Mistakes of this nature were also made when eHealth systems
were initially being used in developed nations, and it is
important to avoid making the same expensive mistakes in
LRCs.

Other eHealth Implementation Measures
Whether hospitals implement experimental or full eHealth
applications, their operations are a source of data and user
opinions that could be harvested to deduce predictions and
possible causes of success or failure in future installations. The
problem is that almost all related research on LRCs has been
based on single installations or systematic reviews
[3,7,22,23,32], and it is difficult to generalize from these to
validate a theoretical framework. We note that there are
organizations that publish hospital rankings in different regions
and countries, including most, if not all, LRCs (eg, Ranking
Web of Hospitals [33]). These rankings do not specifically
include eHealth considerations. More specific to hospital
implementations of eHealth is the Electronic Medical Record
Adoption Model (EMRAM; HIMSS Analytics) [34]. EMRAM
is an 8-level maturity model, beginning at level 0 (no eHealth
facilities) and improving to level 7 (virtually complete
implementation of eHealth, including electronic medical records,
external digital links, privacy, security, disaster recovery, data
analytics, and data governance). Forward-looking hospital
managers aspire to move upward on this scale. Although few
hospitals outside the United States have reached levels 6 or 7,
many hospitals in the United States have reached levels 6 or 7.
Although the EMRAM approach has been used primarily in
developed nations, its advantage is that it encourages hospitals
to modernize their facilities through eHealth implementation
in a carefully managed manner. It also helps the hospital
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management to look for advice from other hospitals to help
them move more effectively to a higher level of eHealth
implementation. The need for this more organized approach is
similar in LRCs, except that LRC hospitals are often starting at
an introductory, low level of eHealth use, where initial eHealth
system adoption requires extensive changes in hospital
operations and employee training.

Implications for Future Design
Our research takes the first step in the use of local eHealth
experience by combining the opinions of actual eHealth end
users from several LRCs. Regardless of the digital design of
eHealth systems with which participants worked, the results of
this study can be generalized to other proposed installations.
Our findings could ultimately influence the design of eHealth
systems, apps, and interfaces.

We also believe that we have demonstrated in a small way how
to improve the general theory of eHealth implementations in
LRCs by assessing a simultaneous combination of opinions of
end users about 2 of the main eHealth success factors [13]. By
redesigning the model; extending the survey scope; and
expanding the participant audience to users, planners,
developers, decision makers, and politicians, an evaluation of
all 5 success factors [13] in multiple eHealth installations could
be undertaken. This would help LRC planners, aided by a
modified maturity model approach, to develop an appreciation

of the impact of the various factors [35] that may differ among
LRCs or among different installations in the same LRC, through
the expressed opinions of participants. This would also help to
direct strategic investments in eHealth more effectively.

Strengths and Limitations
Our eHealth research in LRCs was the first time this approach
was used to gather users’perceptions of how eHealth utilization
differed among the countries involved in the study.
Acknowledging some limitations in our survey design, it is clear
that studies of this nature with revised survey formats could be
undertaken on an expanded scale, involving participants with
a wider range of eHealth backgrounds. The ultimate gain would
be a wider development and understanding of an approach
similar to maturity modeling to help the hospital management
move ahead with eHealth implementation in an organized and
optimal manner.

We received many interesting and useful comments from
participants that we were unable to analyze and include here
because of space limitations.

Limitations included our use of convenience sampling to identify
participants, which was not fully representative of each country’s
health care workforce. The participant response rate was also
considerably less than statistically desirable, and we could have
achieved a higher response rate if we had been able to pay
participants a nominal fee.
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Abstract

Background: Prior to the COVID-19 pandemic, major shortcomings in the way mental health care systems were organized
were impairing the delivery of effective care. The mental health impacts of the pandemic, the recession, and the resulting social
dislocation will depend on the extent to which care systems will become overwhelmed and on the strategic investments made
across the system to effectively respond.

Objective: This study aimed to explore the impact of strengthening the mental health system through technology-enabled care
coordination on mental health and suicide outcomes.

Methods: A system dynamics model for the regional population catchment of North Coast New South Wales, Australia, was
developed that incorporated defined pathways from social determinants of mental health to psychological distress, mental health
care, and suicidal behavior. The model reproduced historic time series data across a range of outcomes and was used to evaluate
the relative impact of a set of scenarios on attempted suicide (ie, self-harm hospitalizations), suicide deaths, mental health–related
emergency department (ED) presentations, and psychological distress over the period from 2021 to 2030. These scenarios include
(1) business as usual, (2) increase in service capacity growth rate by 20%, (3) standard telehealth, and (4) technology-enabled
care coordination. Each scenario was tested using both pre– and post–COVID-19 social and economic conditions.

Results: Technology-enabled care coordination was forecast to deliver a reduction in self-harm hospitalizations and suicide
deaths by 6.71% (95% interval 5.63%-7.87%), mental health–related ED presentations by 10.33% (95% interval 8.58%-12.19%),
and the prevalence of high psychological distress by 1.76 percentage points (95% interval 1.35-2.32 percentage points). Scenario
testing demonstrated that increasing service capacity growth rate by 20% or standard telehealth had substantially lower impacts.
This pattern of results was replicated under post–COVID-19 conditions with technology-enabled care coordination being the
only tested scenario, which was forecast to reduce the negative impact of the pandemic on mental health and suicide.

Conclusions: The use of technology-enabled care coordination is likely to improve mental health and suicide outcomes. The
substantially lower effectiveness of targeting individual components of the mental health system (ie, increasing service capacity
growth rate by 20% or standard telehealth) reiterates that strengthening the whole system has the greatest impact on patient
outcomes. Investments into more of the same types of programs and services alone will not be enough to improve outcomes;
instead, new models of care and the digital infrastructure to support them and their integration are needed.

(J Med Internet Res 2021;23(6):e25331)   doi:10.2196/25331
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Introduction

Mental illness is a major cause of disability and early mortality
globally [1-3]. The early onset, chronicity, and complexity of
mental illness means that the human, social, and economic costs
are enormous [4]. Yet, mental health systems often struggle to
provide adequate care that effectively intervenes to mitigate the
short- and long-term negative outcomes [5].

For some, access to mental health care has improved [6-9];
however, most health systems lack effective coordination
between service silos, which impacts on the delivery of holistic,
timely, and quality mental health care [10,11]. Service
fragmentation, delayed care, mental health treatment isolated
from other physical and social needs, complicated service
pathways, and inefficient resource allocation are persistent
features of an underperforming service system [5,12]. This is
particularly problematic for people with more complex needs
who tend to report higher rates of disengagement from education
or employment [7-9], suicidality [13,14], and comorbidity [15].
These cases are the norm among those who frequently engage
with health systems and typically require multidisciplinary
team-based care approaches [16]. These approaches embrace
collaborative care models, which recognize that effective care
coordination between service providers, including intensive
assessment, personalized treatment plans, targeted referrals,
clinical information systems use, and outcome monitoring can
improve treatment engagement, satisfaction with care, and
mental health outcomes [17-19].

The integrated use of digital technologies offers significant
potential to enable effective coordination of mental health care
[20-23]. The accessibility, scalability, and standardization mean
that technology is well-placed to play a major role in the
digitization of health care and can be leveraged to deliver quality
mental health care across settings, especially those that are
remote or rural and may be underresourced when compared to
urban centers [24]. Their use in mental health systems has
already demonstrated utility to improve access to care and
communication between service providers and consumers [25].
This may be particularly important for people with more
complex needs, such as housing and employment support,
whereby mental health treatment may be an additional burden
in terms of time, effort, and finance. Technology offers an
opportunity to alleviate some of this burden through greater
flexibility in terms of access to effective care, greater
efficiencies through the sharing of information between
providers, and improving engagement with care [26].

Never has this capability been more vital than amid a pandemic
and recession whose effects are disrupting nearly every aspect
of life: familial, educational, vocational, health, and social
structures. This disruption is threatening population mental
health and well-being and is likely to generate service demand
of unprecedented magnitude for many years [27,28]. Some
governments are responding by instituting measures to reduce
economic and social hardship, investing in mental health
programs and services, and improving access via virtual mental
health services (ie, basic telehealth). These investments represent
a move in the right direction; however, without addressing the

fundamental models of care, the rapid adoption of telehealth
poses the risk that it may digitize the problems that already exist
in existing models of care across the mental health system
[29,30].

Systems modeling and simulation is a low-risk method of
exploring likely impacts of counterfactual scenarios. This study
uses an existing local system dynamics model developed for
regional mental health services planning to identify the impact
of using digital technologies to facilitate care coordination on
mental health outcomes and health system burden (ie,
technology-enabled care coordination). Here, we aimed to
compare technology-enabled care coordination to three other
likely intervention scenarios: (1) business as usual, (2) an
increase in the growth rate of existing service capacity (ie,
increasing throughput of people into existing systems), and (3)
digital technologies used to extend existing services online (eg,
via videoconferencing) without changing the underlying model
of care (ie, standard telehealth). We aimed to model the impacts
of each scenario within both a typical context and a public
mental health crisis resulting from the pandemic and economic
recession.

Methods

Context
The North Coast NSW (New South Wales) Primary Health
Network supports a population of 502,524, as of 2016 [31],
distributed over a geographic area of approximately 35,570
square kilometers and takes in both coastal and inland rural
communities. The region is more socioeconomically
disadvantaged compared to the state and national averages, with
higher rates of unemployment, domestic and family violence,
and homelessness [32,33].

Model Overview
The system dynamics model was developed using a participatory
modeling approach that involved over 50 local stakeholders,
including representatives from health and social policy agencies,
local government, nongovernmental organizations, primary care
providers, emergency services, research institutions, community
groups, and, importantly, people with lived experience. The
process employed a broad systems perspective drawing on the
deep tacit knowledge of the diverse perspectives of these system
actors. Input from stakeholders was provided through a series
of workshops, meetings, surveys, and local system mapping
activities between July and December 2019. This process
involved iteratively working on the model structure and
assumptions; regular face validity checks by a diverse group of
academic, clinical, policy, program planning, emergency
services, and lived-experience stakeholders were undertaken to
ensure accurate model representation, conceptualization, and
outputs. A more detailed description of the model development
process, structure, outputs, and calibration can be found in the
primary paper [34].

In summary, the core model structure included the following
dynamically interacting components:

1. A population component, capturing changes over time in
the size and structure of the population resulting from births,

J Med Internet Res 2021 | vol. 23 | iss. 6 |e25331 | p.1153https://www.jmir.org/2021/6/e25331
(page number not for citation purposes)

Iorfino et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


net migration, and mortality across the following age
groups: 0-14 years, 15-24 years, 25-64 years, and 65+ years
old.

2. A psychological distress component that captures changes
in the rates and severity of psychological distress in the
population (ie, states of low psychological distress, with a
Kessler 10 [K10] score of 10-15; moderate psychological
distress, with a K10 score of 16-21; and high to very high
psychological distress, with a K10 score of 22-50).

3. A series of components capturing pathways within and
between key social determinants of mental health and
suicidal behavior, namely, early life exposures, substance
abuse, domestic violence, homelessness, and
unemployment.

4. A mental health service system component that models the
movement of psychologically distressed people through
one of several possible service pathways, potentially
involving general practitioners; psychiatrists; allied mental
health professionals, including psychologists and mental
health nurses; emergency department (ED) and psychiatric
inpatient care; community- and hospital-based outpatient
care; and online services, and one that captures changes
over time in service demand and capacity.

5. A suicidal behavior component that captures self-harm
hospitalizations and suicide deaths. Figure S1 in Multimedia
Appendix 1 details the key social determinants identified
by the participatory process and their hypothesized impact
on mental health and the other model outcomes.

Model construction and analysis were performed using Stella
Architect, version 1.9.4 (isee systems inc). The model was
validated by (1) testing whether the model could replicate
historic data across a range of key indicators, namely, time series
of psychological distress, psychiatric hospitalizations, mental
health–related ED presentations, self-harm hospitalizations, and
suicide deaths, and (2) ensuring face validity among diverse
system actors in the model structure and performance. The
AdViSHE (Assessment of the Validation Status of
Health-Economic decision models) checklist was also used to
assess the validation status of this model and its outputs [35].

Model Outputs
For this study, model outputs included both mental health
outcomes and service usage for the total population. Mental
health outcomes and health system burden include total
cumulative numbers of self-harm hospitalizations, which are a
proxy for suicide attempts; suicide deaths; prevalence of high
to very high psychological distress; and mental health–related
ED hospitalizations. All outputs were calculated every 0.4375
days (ie, one-sixteenth of a week) starting from January 1, 2011;
these permitted comparisons of model outputs with historic data
from 2011 to 2017 for validation. Forecasts of the impacts of

intervention scenarios described below are simulated from the
time of implementation in 2021 to the end of 2029 [34].

Intervention Scenarios
Four distinct intervention scenarios were tested. The first
scenario is business as usual, whereby there is no change to the
existing services system and the rate of growth in existing
services is maintained. The second scenario is an increase in
service capacity growth by 20%, whereby the yearly growth of
existing service capacity is increased. These services include
those provided by general practitioners; psychiatrists; allied
mental health professionals, including psychologists and mental
health nurses; and community-based mental health services.
The third scenario is standard telehealth, whereby digital
technologies are used to extend existing services online (eg, via
videoconferencing) without changing the underlying model of
care. The fundamental assumption here is that technologies are
being used to remotely provide existing models of care delivered
by individual providers rather than being used to improve the
coordination of care between service providers: a coordinated,
multidisciplinary, team-based approach to care. This means that
there is no change to referrals between services nor to the
per-service recovery rate, since the only element that has
changed is the mode of delivery. The fourth scenario is
technology-enabled care coordination, which involves the use
of online technology to facilitate delivery of multidisciplinary
team-based care, in which medical and allied health
professionals consider all relevant treatment options and
collaboratively develop an individual treatment and care plan
for each patient. Online technology enables enhanced
coordination of care and facilitates communication between
medical and allied health professionals, since each health
professional involved in the care of a patient has access to the
same information about that patient’s treatment history (see
parameter details in Textbox 1 [17,25,34,36,37]).

Each scenario was operationalized by varying key parameter
estimates in the model, as outlined in Table 1. Each of these
intervention scenarios was tested under pre–COVID-19
conditions, which are based on original trends in socioeconomic
circumstances (ie, all policies and programs currently in place
remain unchanged and service capacity continues to increase
at current rates). Each intervention scenario was also tested
under post–COVID-19 conditions, which reflect a new baseline
for socioeconomic circumstances to compare and contrast the
qualitative and quantitative performance of this intervention
when faced with new realities (eg, socioeconomic shocks). The
interventions considered here are not intended to be a complete
evaluation of strategies to mitigate the effects of the COVID-19
pandemic, but rather we aimed to determine the robustness of
each scenario under these changed conditions. Table 2 details
how the pre– and post–COVID-19 initial conditions were
implemented in the model.
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Textbox 1. Parameters determining the direct effects of technology-enabled care coordination [34].

Maximum rate per service:

This refers to the maximum proportion of mental health services provided that involve technology-enabled care coordination. This proportion will
depend on the number of medical and allied mental health professionals adopting technology-enabled care coordination, as well as the number of
patients consenting to the use of these technologies in the management of their care (ie, uptake among service providers and patients). The default
value (0.7) assumes that when fully implemented, technology-enabled care coordination will be provided in 70% of mental health services completed.

Effect on recovery rate:

This refers to the multiplicative effect of technology-enabled care coordination on the per-service recovery rate (ie, the probability that a patient’s
level of psychological distress will decrease after receiving treatment). The default estimate (1.177) implies that technology-enabled care coordination
increases the per-service probability of a reduction in psychological distress by 17.7% [17,25].

Effect on referrals to specialized care:

This refers to the multiplicative effect of technology-enabled care coordination on general practitioners’ rates of referral to specialized psychiatric
care (ie, psychiatrists and allied mental health services). The default value (1.266) implies that technology-enabled care coordination increases the
per-consultation probability that a general practitioner will refer a patient with high or very high psychological distress to specialized psychiatric care
by 26.6% [36]. Note that technology-enabled care coordination is assumed to have no effect on the referral rate for patients with moderate psychological
distress.

Effect on disengagement:

This refers to the multiplicative effect of technology-enabled care coordination on rates of disengagement from mental health services, including
waiting for services and dissatisfaction with services received. The default estimate (0.520) implies that technology-enabled care coordination reduces
rates of disengagement by 48.0% [25,36].

Effect on referrals to alcohol and other drugs services:

This refers to the multiplicative effect of technology-enabled care coordination on the rate of referral of patients with a substance abuse disorder to
alcohol and drug treatment services. The default value (1.1) assumes an increase in the rate of referral of 10% (ie, patients with a substance abuse
disorder receiving technology-enabled care coordination are 10% more likely to be referred to alcohol and drug treatment services than patients with
a substance abuse disorder receiving usual care).

Effect on substance use relapse rate:

This refers to the multiplicative effect of coordinated treatment of co-occurring substance abuse and mental disorders on the substance use relapse
rate (ie, the probability that a patient treated for a substance use disorder will relapse when treatment is completed). The default value (0.869) implies
that coordinated substance abuse and psychiatric treatment reduces the rate of substance use relapse by 13.1% (ie, compared to substance abuse
treatment alone) [37].

Effect on employment initiation:

This refers to the multiplicative effect of technology-enabled care coordination on the rate at which unemployed patients gain employment, through
referral to employment services. The default value (1.1) assumes an increase in the employment initiation rate of 10% (ie, unemployed patients
receiving technology-enabled care coordination are 10% more likely to gain employment than unemployed patients receiving usual care).

Effect on exiting homelessness rate:

This refers to the multiplicative effect of technology-enabled care coordination on the rate at which homeless patients secure housing, through referral
to homelessness services. The default value (1.1) assumes a 10% increase in the rate that patients exit homelessness, equal to the inverse of the duration
of homelessness (ie, homeless patients receiving technology-enabled care coordination are 10% more likely to secure housing than homeless patients
receiving usual care).

Effect on psychiatric service capacity:

This refers to the multiplicative effect of technology-enabled care coordination on the total capacity of specialized psychiatric services (ie, the maximum
number of services that can be provided by psychiatrists and allied mental health providers per year). The default value (1.1) assumes an increase in
service capacity of 10%.

Effect on referrals to online services:

This refers to the multiplicative effect of technology-enabled care coordination on the rate of referral of patients with moderate psychological distress
to online services. The default value (1.1) assumes an increase in the rate of referral of 10% (ie, patients with moderate psychological distress receiving
technology-enabled care coordination are 10% more likely to be referred to online services than patients with moderate psychological distress receiving
usual care).
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Table 1. Parameter values for each intervention scenario.

Parameter values for each scenarioParametera

Scenario 4eScenario 3dScenario 2cScenario 1b

Direct effects on technology interventions

0.700.7000Maximum rate per service

1.181.091.001.00Effect on recovery rate

1.2710.001.001.00Effect on referrals to specialized care

0.520.761.001.00Effect on disengagement

1.101.001.001.00Effect on alcohol and other drugs services referral rate

0.870.931.001.00Effect on substance abuse relapse

1.101.001.001.00Effect on employment

1.101.001.001.00Effect on exiting homelessness rate

1.101.101.001.00Effect on service capacity

1.101.001.001.00Effect on referrals to online services

Direct effects on service capacity

125.85125.85151.02125.85General practice service capacity increase per year

216.31216.31259.57216.31Psychiatrist and allied service capacity increase per year

0075.140CMHCf service capacity increase per year

aSee Textbox 1 for more details about each parameter.
bScenario 1: business as usual.
cScenario 2: increase in service capacity growth rate by 20%.
dScenario 3: standard telehealth.
eScenario 4: technology-enabled care coordination.
fCMHC: community mental health capacity.

Table 2. Comparison of parameters used to model pre– and post–COVID-19 initial conditions.

Parameter values for each conditionParameter

Post–COVID-19Pre–COVID-19

5.001.00Youth job loss rate ratio

15.001.00Unemployment total

0.050Unemployment effect decay rate

8.249.61Sense of community index (ie, social connectedness)

1.000Years to reach sense of community index

2.000Duration (years) of social disconnection

Statistical Analysis
Sensitivity analyses were performed to assess the impact of
uncertainty in parameter estimates of the direct effects of each
intervention scenario on the simulation results. Latin hypercube
sampling was used to draw 100 sets of values for selected model
parameters determining the direct effects of the interventions
on suicidal behavior in young people, from a uniform joint
distribution spanning ±20% of the default values. Differences
in each of the model outputs (eg, cumulative numbers of
self-harm hospitalizations, suicide deaths, and mental
health–related ED presentations) between the baseline and
intervention scenarios were calculated for each set of parameter
values and were summarized using simple descriptive statistics.

All intervals reported in this paper are derived from the
distributions of model outputs calculated in the sensitivity
analyses; they provide a measure of the impact of uncertainty
in the intervention effect estimates but should not be interpreted
as confidence intervals.

Results

Overview
Under the baseline scenario (ie, business as usual
pre–COVID-19), approximately 12,274 self-harm
hospitalizations, 953 suicide deaths, and 81,263 mental
health–related ED presentations were forecast for the period
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from 2021 to 2030. By 2030, the prevalence of high
psychological distress was expected to be on a trajectory of
decline and was set to reduce by 2 percentage points (ie, from
17.60% in 2021 to 15.60% in 2030). Figure 1 shows the relative
impact of each scenario on mental health and suicide outcomes.
The implementation of technology-enabled care coordination
(scenario 4) had the largest impact on outcomes for the total
population. For the total population, self-harm hospitalizations
and suicide deaths were reduced by 6.71% (95% interval
5.63%-7.87%), mental health–related ED presentations were
reduced by 10.33% (95% interval 8.58%-12.19%), and the

prevalence of high psychological distress in 2030 was reduced
by 1.76 percentage points (95% interval 1.35-2.32 percentage
points). This would result in the prevention of 844 self-harm
hospitalizations, 66 suicides, and 8448 mental health–related
hospitalizations over the forecast period and a decline in the
prevalence of high psychological distress to 14% in 2030. The
rate of uptake of technology-enabled care coordination has a
major impact on the effects of this intervention (Figure 2). The
impact on all outcomes is greater as the rate of uptake across
the mental health system increases from 20% to 50% and then
to 80%.

Figure 1. Mental health outcomes for each intervention scenario. ED: emergency department.
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Figure 2. The impact of the rate of uptake on mental health outcomes. ED: emergency department.

Increasing the service capacity growth rate by 20% (scenario
2) only had a minor impact on both populations; for the total
population, it was forecast to reduce self-harm hospitalizations
and suicide deaths by 1.64% (95% interval –0.20% to 3.51%),
mental health–related ED presentations by 2.76% (95% interval
–0.41% to 5.95%), and the prevalence of high psychological
distress in 2030 by 0.57 percentage points (95% interval –0.08
to 1.29 percentage points). This would result in the prevention
of 274 self-harm hospitalizations, 21 suicides, and 3023 mental
health–related hospitalizations. The prevalence of high
psychological distress was projected to decline to 15% in 2030.

When digital technologies were used for standard telehealth
(scenario 3), the impact on outcomes was better than scenario
2 but lower than scenario 4, reducing self-harm hospitalizations
and suicide deaths by 3.50% (95% interval 1.58%-5.03%),
mental health–related ED presentations by 5.48% (95% interval
2.24%-5.43%), and the prevalence of high psychological distress
in 2030 by 0.99 percentage points (95% interval 0.42-1.67
percentage points). Over the forecast period, this would result
in the prevention of 418 self-harm hospitalizations, 32 suicides,
4244 mental health–related hospitalizations, and a decline in
the prevalence of high psychological distress to 14.8% in 2030.

Post–COVID-19 Scenario Modeling
The impact of the public mental health crisis was estimated to
have detrimental effects on all outcomes, with 14,973 self-harm
hospitalizations (22% increase from baseline figures), 1176
suicide deaths (23% increase), and 98,591 mental health–related
ED presentations (21% increase). By 2030, the prevalence of
high psychological distress was forecast to be 18.3%, a
2.7–percentage point increase from the baseline figures forecast
for 2030. During this public mental health crisis,
technology-enabled care coordination (scenario 4) was forecast
to have a similar impact on outcomes, with a 6.43% (95%
interval 5.29%-7.46%) reduction in self-harm hospitalizations,
a 6.40% (95% interval 5.26%-7.42%) reduction in suicide
deaths, a 10.01% (95% interval 8.06%-11.71%) reduction in

mental health–related ED presentations, and a reduction of 2.52
percentage points (95% interval 1.82-3.08 percentage points)
in high psychological distress in 2030. The pattern of results
for each scenario was consistent under these changed conditions;
technology-enabled care coordination represents an important
and effective part of the strategy to mitigate the social and
economic impacts of the COVID-19 pandemic, with outcomes
reduced back down to the initial business as usual estimates
from pre–COVID-19.

Discussion

Principal Findings
These findings suggest that the use of technology-enabled care
coordination is likely to result in better mental health outcomes
and reduce health system burden at a population level. When
compared to increasing the service capacity growth rate across
a variety of settings by 20% and standard telehealth,
technology-enabled care coordination led to greater reductions
in suicide deaths, the total number of self-harm hospitalizations
or mental health–related ED hospitalizations, and the prevalence
of high psychological distress in the population. This emphasizes
that strengthening how the whole mental health system functions
together will have a greater impact on outcomes than simply
improving the capacity across individual components of the
mental health system. Investments into more of the same types
of programs and services alone will not be enough to improve
the outcomes for the whole system; instead, new models of care
and the infrastructure to support them and their integration need
to accompany these investments.

Increasing the service capacity growth rate does have a minor
impact; however, since it primarily acts to increase throughput
into the current mental health system, it does not address existing
challenges of service fragmentation. Many structural barriers
and misaligned incentives remain across the system, which
contribute to the health system burden and inefficient allocation
of resources that often result in poor outcomes for individuals
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[38-40]. Addressing these systemic issues will most likely
involve ensuring that the mental health system has the
appropriate infrastructure in place to not only meet the demand
for services, but provide timely care that appropriately targets
the diverse needs of people presenting for care.

This work supports calls for increased use of digital technologies
in mental health care [41]; however, it also suggests the
importance of the way these technologies are employed. The
modeling shows that when digital technologies are used for
standard telehealth practices by extending existing services
online (eg, via videoconferencing), without changing the
underlying model of care, then the impact is lower. This type
of scenario reflects what we might expect to see when telehealth
is more widely implemented to deliver existing services, yet
little effort is made to utilize these technologies in ways that
promote multidimensional team-based care and maximize the
benefits that technologies provide. As such, while telehealth
stands to improve access, reach, and throughput to the mental
health system and is a critical improvement in health service
delivery, it does not necessarily ensure that people receive the
appropriate type of mental health and social care that improves
their chances of recovery. For this, a transformation in the
models of care provided by services within the mental health
system are required to achieve the full potential benefits of
digital technologies.

Research regarding the effectiveness of digital technologies for
mental health is growing, yet many of these innovations focus
on the use of technologies within closed systems of care, often
in isolation from other parts of the mental health system [30,42].
This neglects the way people typically need to access multiple
parts of the system to receive effective care. This study
illustrates that the benefits of technology-enabled care
coordination for the whole system continues to increase as the
proportion of services using this intervention increases.
Unfortunately, realizing this type of widespread usage will
require overcoming specific implementation barriers that have
plagued most attempts to implement new technologies into
existing health systems [22,43]. Common barriers include
technology design, variation in the level of integration into
existing service pathways and clinical protocols, process
dynamics, contextual factors (eg, local leadership and
organizational support), and other factors (eg, resourcing and
training) [44-46]. Addressing these barriers requires a whole
system approach that challenges the traditional and often rigid
health systems to ensure that these tools are developed and

integrated with services in a way that truly transforms clinical
practice for the whole system.

This work should be considered in light of some limitations.
The use of multiple secondary data sets introduces potential
measurement bias for the estimates used to parameterize the
model. Strategies were used to reduce the impact of such biases,
including the triangulation of multiple data sources, parameter
estimation via constrained optimization, and local verification
to identify plausible estimates. The impacts of simulated
scenarios are not necessarily generalizable to other regions, due
to the specificity of the population, demographic, behavioral,
social, economic, and mental health service dynamics that drive
outcomes in a particular modeled region. Yet, for regions
contextually similar to the modeled region, many of the model
insights are likely to be relevant and provide a compelling case
for exploring the likely impacts of similar technologies
elsewhere. Further, the distinctions between the assumptions
of scenarios 3 and 4 are likely to provide more generalizable
insights about what components of digital transformation are
projected to have large impacts in health systems. Future work
should also focus on validating these model outputs over time
by embedding them in local monitoring and evaluation of the
implemented technology. In addition, comparisons of the
modeled impacts of the technology applied to regions with
similar or different social, economic, and mental health system
contexts will provide additional broader insights. Finally, this
study focuses on population effects of scenarios whereby the
effects of interventions are generalized at the population level
and cannot account for individual differences in the way that
digital technologies may be rolled out or implemented at a local
level. To address these specific issues, individual-level
approaches, such as agent-based modeling, may be more
appropriate to determine the effect of digital technologies on
different agents within a mental health system (eg, people,
clinicians, and services) and the impact this has on mental health
and suicide outcomes.

Conclusions
Systems modeling and simulation of the likely impact of
technology-enabled care coordination in ordinary and
extraordinary times has highlighted its significant potential in
improving population mental health and suicide outcomes. This
work also provides important evidence to support a push for
major investment to scale up the implementation of digital
technologies that support new models of care facilitating care
coordination.
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Abstract

Background: Caregivers of people with dementia find it extremely difficult to choose the best care method because of complex
environments and the variable symptoms of dementia. To alleviate this care burden, interventions have been proposed that use
computer- or web-based applications. For example, an automatic diagnosis of the condition can improve the well-being of both
the person with dementia and the caregiver. Other interventions support the individual with dementia in living independently.

Objective: The aim of this study was to develop an ontology-based care knowledge management system for people with dementia
that will provide caregivers with a care guide suited to the environment and to the individual patient’s symptoms. This should
also enable knowledge sharing among caregivers.

Methods: To build the care knowledge model, we reviewed existing ontologies that contain concepts and knowledge descriptions
relating to the care of those with dementia, and we considered dementia care manuals. The basic concepts of the care ontology
were confirmed by experts in Korea. To infer the different care methods required for the individual dementia patient, the reasoning
rules as defined in Semantic Web Rule Languages and Prolog were utilized. The accuracy of the care knowledge in the ontological
model and the usability of the proposed system were evaluated by using the Pellet reasoner and OntOlogy Pitfall Scanner!, and
a survey and interviews were conducted with caregivers working in care centers in Korea.

Results: The care knowledge model contains six top-level concepts: care knowledge, task, assessment, person, environment,
and medical knowledge. Based on this ontological model of dementia care, caregivers at a dementia care facility in Korea were
able to access the care knowledge easily through a graphical user interface. The evaluation by the care experts showed that the
system contained accurate care knowledge and a level of assessment comparable to normal assessment tools.

Conclusions: In this study, we developed a care knowledge system that can provide caregivers with care guides suited to
individuals with dementia. We anticipate that the system could reduce the workload of caregivers.

(J Med Internet Res 2021;23(6):e25968)   doi:10.2196/25968
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Introduction

People with dementia exhibit memory loss, personality changes,
depression, and instability in daily life, and they become highly
dependent on family members and caregivers [1]. If a person
has severe memory loss, family members must regularly check
whether they are taking their medication, and they need to
remind them of the detailed procedures of daily activities such
as using the toilet or taking a shower. This high level of
dependency demands constant attention and frequently requires
additional support from care professionals. For this reason, most
of the care costs relate to the need for family and social support
rather than to the medical diagnosis [1]. Furthermore, the
symptoms of dementia will differ depending on factors such as
the living environment and personality [2]. The complexities
of the care require a careful assessment of the physical and
psychological abilities of the person with dementia and an
assessment of the competence of those providing the care. One
of the most difficult tasks for dementia caregivers is to choose
the most effective approach for meeting the care needs and
matching the behavioral characteristics of the individual [1,3-5].

To alleviate the care burden on caregivers, several studies have
developed computer-based support systems that improve the
well-being of the person with dementia [6-13]. These studies
propose systems that support the caregivers by monitoring the
health and daily activities of the person with dementia. The
ambient-assisted intervention system (AAIS) offers ambient
intelligence to improve quality of life by identifying the presence
of behavioral and psychological symptoms of dementia (BPSDs)
and by suggesting an appropriate intervention for the various
symptoms [8]. For example, the AAIS will give repeated
reminders to a person who frequently forgets to take their
medicine. The K4Care project offers a computer-supported
structure that represents the health care procedures needed to
assist a person suffering from a particular disease, syndrome,
or social issue [10]. In order to improve the quality of treatment
that a person with dementia receives, decision support tools that
help physicians detect wrong diagnoses, unobserved
comorbidities, incomplete descriptions of the patient’s condition,
and appropriate prevention measures have been proposed
[12,13]. For example, the Dementia Management and Support
System (DMSS-R) supports the clinical routines and decision
processes implemented by health professionals in their daily
practice [12]. However, existing studies mainly focus on the
clinical and statistical significance of the psychosocial and
environmental interventions used to improve the welfare of
persons with dementia [8-13].

Other studies have proposed interventions that can improve the
independence of the person with dementia and so provide relief
to caregivers [14-16]. A tablet-based app called MapHabit
provides a customizable visual map that helps those with various
Alzheimer-related disorders. For example, persons with memory
loss can obtain step-by-step support in completing their daily
activities by themselves while keeping connected with family
members [14]. Another study introduced a digital memory
notebook (DMN) application that is designed to help individuals
with mild cognitive impairment to improve their everyday
functioning [15]. The DMN is equipped with daily notes,

schedule management, and to-do lists, and it helps patients to
plan longer-term goals and to complete their everyday activities.
Another study reviews the mobile apps that are designed to
support the caregivers of older adults and that can be found on
Google Play and iTunes [16]. These mobile apps generally
address specific aspects such as information and resources,
family communication, memory aids, care for the caregiver,
behavioral solutions, medication management safety, or personal
health record tracking [16].

On the whole, previous studies have attempted to enhance the
physical and mental ability of the individual with dementia by
proposing an intelligent system that either diagnoses their
medical condition or increases their level of independence in
daily activities. It is hoped that as the person with dementia
becomes increasingly independent, less attention will be required
from caregivers, and that this will eventually result in a reduced
care burden for both family members and caregivers. However,
since the BPSDs are highly complex and fluctuate sporadically,
caregivers will still need to constantly monitor the health
condition of the person with dementia and detect any changes
in their behavioral symptoms [2,3]. This means that caregivers
may have difficulty in choosing an appropriate care method
regardless of the symptoms diagnosed previously. It has been
suggested that to lessen the care burden on family members and
caregivers, new approaches that are tailored to the patients, to
the contexts where the symptoms occur, and to the caregivers
are required [2,3,7].

In this study, we propose a care knowledge management system
that can provide a care guide that is suited to the variable
behavioral and psychological symptoms of the person with
dementia by using an ontological knowledge model of dementia.
The ontology-based model is a computer-interpretable
knowledge model for formalizing and representing shared
concepts in a specific domain of interest. This is expressed in
a language that enables knowledge sharing among different
applications and for various reasons [17-19]. The model can
help improve data-driven decisions by explicitly defining and
providing semantic concepts in a specific domain. Because of
these advantages, the knowledge model for the proposed system
could represent various care situations, which would include
the symptoms of dementia. The Pellet and Prolog reasoner that
will be built into the system can infer the proper care approach
required for different individuals with dementia [20]. The
graphical user interface (GUI) of the system will provide an
easy way for family members or caregivers in care centers to
share and update care data so that each caregiver can receive
appropriate care guidelines simply by sending queries to the
system without needing to ask the other caregivers or family
members. To evaluate the accuracy of the care knowledge in
the ontological model and the usability of the proposed system,
we conducted a brief survey and interviews with caregivers
working in care centers in Korea.
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Methods

Determining the Domain and Scope of the Ontological
Model of Dementia Care
To determine the domain and scope for the ontological
knowledge model of dementia care, we tried to answer the
following questions: (1) What is the target and scope to be
covered by the ontology? (2) What will the ontology be used
for? (3) How should the data be classified within the whole area
of data available to users of the knowledge model? (4) How can
the model represent knowledge to the target? (5) Who will be
the users of the ontology? Based on the responses to these
questions, we set the target for our knowledge model as a
caregiver who actively cares for a person with mild dementia,
who may be a family member, and we set the scope of the
knowledge to include environmental information, schedule
information, daily activity information, and disease information
such as would be necessary to determine a care method for the
individual with dementia.

Consideration of the Reuse of Existing Ontologies
We reviewed existing ontologies that contain various concepts
and knowledge descriptions relevant to the care of persons with
dementia. From the relevant ontologies, disease information
relating to dementia was based on the AAIS [8] and K4Care
approaches [10], and concepts involving environmental
information were drawn from the KnowRob ontology [11].

Collecting Terms and Developing the Ontological
Model of Dementia Care
We used two different methods to collect the terms and to define
the classes for the ontological model: (1) a text-based document
about caring for those with dementia and (2) interviews with
care experts in the field of dementia. First, we collected the
handbooks on dementia care that are already used in dementia
care facilities in Korea [21-23]. From these care handbooks, we
retrieved several sentences that describe the daily activities of
people with dementia and related care methods. These care
manuals also contain questions devised to evaluate the physical
and psychological condition of the person with dementia and
to assess their daily activities. From the sentences and questions
collected, we extracted concepts relating to dementia care and
then defined a top-level class with a hierarchy of concepts
following a top-down approach [18]. A top-down development
process starts with a definition of the most general concepts in
the domain and is followed by subsequent specializations of
the concepts. For example, we started with creating classes for
the general concepts of “person,” “assessment,” “task,” “medical
knowledge,” “environment,” and “care knowledge.” Then we
specialized those classes further by creating their subclasses.
The subclasses extracted were then arranged by mapping or by
adding them to the class hierarchy. Overall, it took 3 months to
build our initial version of the ontological model.

We then updated the terms and classes of the ontological model
by interviewing 2 experts at a dementia center in Korea. Both
experts had more than 10 years of experience in the dementia
center, one as a director and the other as a manager. It took a
total of 6 months to update the initial model, including 3

interviews with these experts. For example, we added
relationships between the causes of the BPSDs in the “Medical
Knowledge” class and the care methods in the “Care
Knowledge” class and updated the decision rules based on the
information provided during the interviews.

The Web Ontology Language (OWL) 2 language proposed by
the World Wide Web Consortium was chosen to describe the
ontology model [24]. The naming convention for class labels
uses nouns and verbs with the first letter of a word being
capitalized and multi-word labels (eg, Take_Meals and
Take_Drug) having an underscore inserted between the words.
Likewise, multi-word instance labels have an underscore
inserted between the words and the instance (eg, Take_Meals_01
and Hypertension_Drug_01). The property names are set in the
same way. The ontology was developed using the Protégé-OWL
ontology editor [25]. Its consistency was checked using the
Pellet reasoner [20] and the OntOlogy Pitfall Scanner (OOPS!)
[26].

The two co-first authors were actively engaged in the entire
process of building the ontological model. Both of them had
previous experience in building an ontological model, and one
of them has a PhD degree in ontology.

Decision Rules 
We constructed reasoning rules using the OWL following
Protégé, and the semantic rules were created using Semantic
Web Rule Language (SWRL) and Prolog [24]. Reasoning rules
in SWRL are easily defined within the Protégé-OWL ontology
editor, but negative rules cannot be defined. We therefore
decided to use SWRL for inferring the general care methods
and Prolog for inferring individual care methods that reflect the
behavior or psychological condition of a person with dementia.
We followed actual care guidelines that we obtained either from
interviews with care experts or from care manuals used in the
dementia care center in Korea. Based on the information
acquired, we designed the decision rules for caring for a person
with dementia in different situations and when exhibiting
different symptoms of dementia. For example, when retrieving
the location of an object, the system utilizes reasoning rules that
are defined in SWRL. However, for individual care methods,
the system first infers general care methods using SWRL, and
then the appropriate care methods for the individual are
determined based on the reasoning rules in Prolog. Examples
of SWRL rules are presented in Figures 1 and 2. The rules in
Figure 1 are used to deduce the location of the hypertension
drug for the patient. Person(?x) indicates that the variable x is
a person. The binary relation hasDrug (?x, ?a) indicates that
person x takes the drug a. If the person takes drug a and the
location of the drug is known, the SWRL rule will provide the
location of the drug for the person.

The rules in Figure 2 illustrate the process by which care guides
direct the toilet use methods and procedures of the person with
dementia. By following the rules, the system provides the
inference result and informs the individual about the use of
tissue, water, toilet rails, and schedule confirmation. The
reasoning results from SWRL are refined by the Prolog reasoner,
which utilizes the assessment information of the individual. For
example, if the person with memory impairment frequently
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forgets to flush the toilet bowl, the Prolog reasoner will generate
an additional care method that reminds the person with dementia

to flush the water at the end of using the toilet.

Figure 1. Example of Semantic Web Rule Language rule about location notification.

Figure 2. Example of Semantic Web Rule Language rule about Task-Toilet care.

Evaluation of the Knowledge Management System
We first checked the care ontology with the OOPS! tool [26]
to check its compliance with ontology authoring principles in
addition to its structural quality. The knowledge model was also
evaluated by care experts. Initially, we recruited 30 participants
who each had more than a year of experience in caring for a
person with dementia. However, only 4 of these participants
had professional knowledge of dementia patient care, and we
excluded the other 26 participants who had not been trained
with professional nursing skills. The 4 participants selected had
worked in the same dementia welfare center in Korea for an
average of 10 years each, which included periods spent with
other organizations. The average age of the participants was 60
years, with a range of 57 to 63 years. The respondents were all
female (4/4, 100%). For evaluation, we provided the experts
with a video introducing the knowledge management system
we had built, followed by an opportunity to use the actual
system. After watching the video, the experts were instructed
to input patient information, and they then had an opportunity
to check or to update the instances generated, such as the
location of objects and the assessment data for the patient. A
survey and an interview were conducted for 20 minutes after
the actual experience with the knowledge management system.
The whole evaluation took 30 minutes to an hour. Prior to the
test, all participants gave their consent for the use of the
experimental results, and the experiment was conducted with
privacy protection (IRB number: K-2019-033). During the

survey and interview, we asked the experts the following
questions: (1) Is the ontology for the care of people with
dementia consistent with the knowledge that the care expert
holds? (2) Is the ontology for the care of people with dementia
sufficient to determine their care guidelines? (3) Are the terms
expressed in the ontology the same as the terms as used in actual
care knowledge? (4) Is the knowledge management application
convenient to use? (5) Does it seem useful for use in a real
environment? The responses covered the accuracy,
completeness, consistency, and usability of care knowledge on
a 5-point scale (1=very invalid, 2=invalid, 3=moderate, 4=valid,
and 5=very valid) [27-30]. The content validity index of the
answers was calculated by taking the average.

Results

Care Ontology for People With Dementia
The ontological model for caring for people with dementia was
based on six different top-level concepts achieved by classifying
and defining information that is important in determining the
care method needed for a person with dementia: person, task,
environment, assessment, medical knowledge, and care
knowledge. Figure 3 shows the overall structure of the top-level
concepts and the relationships between them. The domain and
range of each concept was defined, and the concepts were given
properties. The proposed knowledge model has 502 classes and
230 properties.
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Figure 3. Upper classes of the proposed care ontology for persons with dementia.

Person Class
The Person class represents the basic profile information on the
person with dementia and their caregivers and family members.
The basic profile information includes age, address, gender, and
social relationship. The Person class was based on a previously
developed ontology for supporting chronically ill patients and
on the care handbook used in domestic dementia facilities in
Korea [10].

Task Class
In order to provide a care method for the person with dementia,
the activities of their daily life are defined as a Task class, and
the Task class has a total of 20 different subtasks. These subtasks
cover activities such as eating meals, sleeping, using the toilet,
washing, taking medicine, and exercising. To describe the
temporal and statistical aspects of each task, the Task class has
the properties of task frequency, task execution cycle, task
preference, task result, and task step.

Environment Class
The Environment class contains three different subclasses:
Object_Thing, Spatial_Thing, and Temporal_Thing. Subclass
Object_Thing consists of various objects in the living
environment of the person with dementia. Subclass
Spatial_Thing describes the location of an object, while temporal
concepts such as time, birthday, and age are represented in the
subclass Temporal_Thing. The structure of this class is based
on the existing knowledge model KnowRob, which contains
knowledge of various objects in the human environment [11].

Assessment Class
The Assessment class covers the behavioral competence of the
person with dementia, including their physical ability to perform
daily activities at home or in the care facilities and the
psychological symptoms of their dementia. Most of the concepts
in this class were adopted from the care manual used in welfare
centers in Korea and from similar care handbooks [21-23]. The
class is organized into the physical and psychological knowledge
of the individual, and each instance of the class is associated
with a care method described in the Care Knowledge class.

Medical Knowledge Class
The Medical Knowledge class is a class that expresses the
diseases and symptoms of dementia patients. The basic concepts
and structure of this class were adopted from the K4Care
ontology and the AAIS ontology [8,10].

Care Knowledge Class
The Care Knowledge class describes the various circumstances
involved when helping the person with dementia, and most of
the concepts defined in this class are linked with the Assessment,
Environment, and Medical Knowledge classes.

The detailed structure of the Care Knowledge class is shown in
Figure 4. The Care Knowledge class has three different
subclasses: Informational Support, Physical Support, and
Psychological Support. The Care Knowledge class has the
properties of Care-Topic, Care-Needs, and Care-Result, which
are used to describe the details of the care method and the
history of the care results provided by the caregivers.
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Figure 4. The structure of the “Care Knowledge” class in care ontology.

Care Knowledge Management System 
We developed a care knowledge management system based on
the knowledge model of caring for persons with dementia so
that caregivers can access appropriate care guides and manage
the care information through a GUI on personal computers. The
overall architecture of the proposed system is shown in Figure
5. The knowledge management system can utilize cloud-based
data such as weather and calendar information from Google.
The context data manager handles the incoming queries from
the user application and passes on the care knowledge inferred
by the reasoner module. The reasoner is equipped with two
different reasoning rules as described in the Methods section.
The SWRL is defined for care ontology and is used for inferring
general care methods. The Prolog reasoner infers individualized

care methods for a particular patient based on the knowledge
described in the assessment class that contains the physical and
psychological conditions of the individual with dementia.

The care knowledge management system can be accessed via
a GUI where the caregivers can manage or review instances of
the ontology (Figure 6). For example, instances of Person class
and Environment class can be accessed through the Profile and
Location sections, respectively. To add new instances or to
update the existing instances of assessment, the user needs to
answer the list of questions corresponding to the selected topic
(Care Method, Task, Body State, Psychological State, and
Sociality). All the questions were created based on the actual
assessment document used at the care center in Korea. Figures
6B and 6C show an example of questions on Care Method and
instances of objects contained in the ontology.

Figure 5. Overall architecture of the care knowledge management system. OWL: Web Ontology Language; PwD: persons with dementia; SWRL:
Semantic Web Rule Language.
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Figure 6. The graphical user interface design for care knowledge management: (A) an example of writing personal information on registration page,
(B) selecting one of five different categories of assessment for persons with dementia, (C) updating assessment instances for care method, and (D)
checking and updating the location of objects.

Case Study: Instances of Persons With Dementia
Table 1 presents a summary of the actual information for people
with dementia written in a care manual obtained from a care
center in Korea (we modified personal information such as
name, address, and phone number). Ms Park has been diagnosed
with mild dementia and is currently taking medication for
chronic high blood pressure. She shows memory impairment
symptoms such as not remembering the location of her drugs

and the sequence of daily activities (eg, using the toilet). She
can eat meals by herself but cannot control her appetite. The
care manual also contains care guidelines for dealing with the
individual’s symptoms, such as helping her to remember an
object’s location and to flush the toilet bowl. Mr Kim has been
diagnosed with mild dementia and is currently taking medication
for diabetes. He has particular problems with memory
impairment and regulation of his emotions.
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Table 1. Assessment information on people with dementia obtained from the care center in Korea. Personal information such as name, gender, and
address are modified.

Example 2Example 1Item

Inja KimSooji ParkName

MaleFemaleGender

8070Age (years)

Sungin-dong, SeoulJongno-gu, SeoulAddress

010-9876-0000010-1234-0000Contact

Mild dementiaMild dementiaDementia condition

When he takes medicine, caregiver must remind him where the drug is
and whether or not he has taken the medicine.

He takes his diabetes drug three times a day after meals.

When he moves to the bedroom, bathroom, or kitchen, he needs the care-
giver’s physical support.

He cannot remember the number of meals taken.

When she takes her high blood pressure
medication, caregiver must remind her of
the location of the medication. 

She eats well but cannot control her ap-
petite.

Caregiver should remind her to flush the
toilet.

Areas that need care

He is emotionally unstable.

He can suddenly become angry and sometimes throws objects violently.

She has emotional anxiety. 

She has hallucinations and delusions.

Mental illness and symp-
toms

He has diabetes and knee pain.She has high blood pressure.Physical illness

He goes to church every weekend.She goes to church every Sunday. 

She likes to clean her room.

Activity

He uses dentures.

A picture of his family helps to cheer him up.

She uses diapers at night. 

She uses dentures.

Others

We used the knowledge management system to add the
information for Ms Park, and Figure 7 illustrates the instances
of her data together with the structure of the upper concepts in
the ontology. The individual’s name, gender, age, address, and
contact information are represented as instances of the Person
class. Her mild dementia information, mental illness, and
physical illness are represented in the Medical Knowledge class.
Her task-related abilities, activities, and other precautions are

expressed in the Assessment class. The care knowledge for
informing on the location of the patient’s hypertension drug is
expressed as an instance, Assessment_01 with
Care-Knowledge_01. The care knowledge of the patient’s
defecation activity is represented in Assessment_02 with
Care-Knowledge_02. Care-Knowledge_02 thus expresses
notification about using an object as a care method related to
the defecation activity of the person with dementia.
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Figure 7. The structure of instances of a person with dementia together with upper-level concepts of care knowledge.

Evaluation of Care Knowledge Management System
We evaluated the care ontology with the OOPS! tool. We scored
well on consistency, completeness, and conciseness, except for
several minor issues such as a problem in determining the
domain range and the property range for subclasses. In addition,
we had our proposed system evaluated by 4 experts who had
all been working in dementia care facilities for more than 10
years (the detailed procedure is described in the Methods
section). The results of the evaluations received from experts
are shown in Figure 8. To assess the accuracy of the ontology
knowledge, we asked experts how accurately the proposed
knowledge model described the actual knowledge used in a real
care situation. In addition, in order to assess the completeness
of the knowledge, we asked the experts whether the proposed

system contained enough knowledge on caring for persons with
dementia. In other words, the completeness score represents
whether or not the knowledge model covers the necessary
knowledge for caring for persons with dementia. Finally,
regarding the consistency of the knowledge, the experts were
asked whether or not the terms in the system developed were
consistent with the terms used in the actual welfare centers. As
a result, the caregivers evaluated that the current system contains
accurate care knowledge (accuracy score: mean 4.55, SD 0.46)
and covers most of the required care knowledge (completeness
score: mean 3.80, SD 1.12). Regarding the consistency of the
assessment information, the results show that the current
ontology contains a comparable level of assessment information
to the assessment tools (consistency score: mean 4.25, SD 0.83).
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Figure 8. Evaluation of the care knowledge assessed by care experts in Korea.

Discussion

Principal Findings
In this study, we built an ontological knowledge model for
dementia care and developed a care knowledge management
system that can provide care guidelines tailored to various
behavioral and psychological symptoms of dementia. The care
knowledge management system includes specific activity types
of the people with dementia with different dementia symptoms
and care methods that are based on their dementia assessment.
With the system, caregivers can easily get basic information on
the different dementia patients that they care for and can be
assisted with a care guide for the different tasks of the
individuals.

It is well known that the symptoms of dementia are an important
source of the burden and stress carried by caregivers. There is
also evidence that exposure to chronic stress in the caregivers
of those with dementia is associated with decreased physical
health, mental illness, and poor quality of life in the caregiver
[31-33]. Due to the high stresses of the care, caregivers often
neglect or even abuse the person with dementia [4]. Numerous
interventions have been proposed to change caregivers’behavior
by increasing their social support and thereby improving their
psychological state. There are home-based interventions,
technology-driven interventions (ie, interventions that use
computers or web-based applications), and interventions that
are delivered via telephone. In a study by Godwin et al, 271
articles were reviewed for the efficacy of technology-driven
interventions for the caregivers of persons with dementia [13].
They found that some of the studies showed reduced depression
and anxiety among caregivers in the intervention group.
However, the authors cautioned that no intervention method
could completely reduce the burden on the caregiver because
of the lack of technologies that monitored the patient's condition
while supporting the caregiver.

Recent studies have attempted to provide better care service to
persons with dementia by diagnosing their medical condition
or by increasing their independence in daily activities. The
DMSS-R supports the interventions performed by individual
health professionals in daily practice with dementia patients
[12]. DMSS-R is based on the Clinical Practice Guidelines for
dementia diagnosis and provides diagnostic results, focusing
on the physician's perspective on the patient. However, in
addition to a clinical diagnosis of the dementia, caregivers need
more information regarding the tasks of persons with dementia
and their ability to perform these tasks. Other technologies,
including a visual map and a memory notebook, help persons
with dementia by presenting images relevant to their daily lives
and schedules in context [14]. The visual map is a system that
informs the individual of action guidelines through images and
sound. It shows the necessary actions step by step through
images that can help the person with memory impairment.
However, there is a limit to the ability of persons with memory
and behavioral impairments to live by themselves using only
these systems without a caregiver's help. For example, an
individual with dementia and physical disability could not be
completely independent without the physical support of a
caregiver, and this may inevitably require a care guide when
making decisions.

We therefore focused on a situation where the caregivers could
be relieved of remembering all the symptoms of the dementia
patients they care for and of deciding on appropriate care
methods for each one. To build a care knowledge system, we
used the AAIS ontology and the K4Care ontology to obtain
information on the disease types for dementia [8,10]. The AAIS
ontology contains concepts of BPSDs that deal with the
symptoms of impairment in perceptions, emotions, and behavior,
while the K4Care ontology deals with the disease and the
symptoms observed in the health care records of mild dementia
patients. We included information about patients’ physical
diseases and social situations in addition to knowledge from
the AAIS and K4Care ontologies, which included intervention
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information. We acquired object and spatiotemporal information
from the KnowRob ontology to express knowledge regarding
objects, times, and places relating to the person with dementia
[11]. Additionally, the care ontology included individual care
methods obtained from care-related books and the actual care
guidelines used in dementia care facilities. Therefore, the
proposed care ontology could represent not only the patient’s
disease symptoms, individual condition, and environmental
information but also care methods suited to the different care
situations.

To give caregivers easy access to the care knowledge and allow
them to update information on the person with dementia, we
developed a GUI for the knowledge management system (Figure
6). The GUI was designed for communication not only of
personal information but also of symptoms, diseases, and social
relationships that need to be considered when determining a
care method. The system is able to manage and provide
care-related knowledge for an unlimited number of persons with
dementia and a large volume of additional care information.
Although the main users of the proposed system would be
professional caregivers in dementia care facilities, we believe
that such a system could be easily extended so that
nonprofessionals, such as family members, could access care
information without special knowledge and that this would be
beneficial by reducing both the burden and cost of caring for
persons with dementia.

Limitations
Based on our interviews with professional caregivers, we
realized that caregivers also pay considerable attention to
emotional factors when deciding how to care for a person with
dementia, and this explained the relatively low scores achieved
by the current ontology for completeness (Figure 8). The
proposed care ontology only considers the environmental
factors, task performance, physical illness, mental illness, and
social activities of the dementia patient. Due to the highly
complex situations that can affect a person's emotional state, it
is not easy to provide suitable care guidelines for the different
emotional states of individuals with dementia. Future studies
should investigate the range of psychological symptoms
exhibited by persons with dementia with the relevant care that
should be performed in care facilities so as to include the

emotional dimension in future care knowledge. Various
ontological models of human emotions could also be examined
[34,35]. In addition, the developed care knowledge model
targeted patients with mild dementia, and the experts who
evaluated it cared for patients with mild dementia. Since the
knowledge model deals only with knowledge related to mild
dementia patients, it would be less helpful for the caregivers of
patients with severe dementia.

The decision rules defined in the proposed knowledge
management system are based on care methods described in
interviews with care experts and in care manuals used in a care
facility in Korea. The “Care Knowledge” and “Assessment”
classes include terms and concepts that are described in these
care manuals. For this reason, the care guidelines outlined in
the proposed system would only be applicable to caregivers
working in care facilities in Korea. Further studies are needed
to extend the ontological model and the decision rules so that
the proposed system would apply in places outside of Korea.

Finally, in this study, the accuracy and consistency of the care
knowledge and the usability of the proposed knowledge system
were evaluated by only 4 different care experts, although these
experts each had an average of 10 years of dementia care
experience. In addition, it remains to be tested whether the
current system could reduce the care burden and help with care
decision making in real care conditions. Currently, we are
preparing a web-based application that can be accessed through
mobile systems such as a tablet PC or smartphone for more
convenient access to the care knowledge management system,
and we plan to apply this updated system in real care situations.

Conclusions
In this study, we proposed a care knowledge management
system that can provide the caregiver with detailed care
information for the person with dementia. The system includes
an ontological model of dementia care, a context data manager,
and a rule-based reasoner in SWRL and Prolog. In addition, the
system is equipped with a GUI, and it can be used anywhere in
the home or welfare center regardless of the number or location
of the dementia patients. Since the proposed system can provide
care guidelines suitable for dementia patients, it is anticipated
that the proposed system could reduce the workload of
caregivers, but it remains to be tested in a future study.
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Abstract

Background: Canada has been slow to implement virtual care relative to other countries. However, in recent years, the availability
of on-demand, “walk-in” virtual clinics has increased, with the COVID-19 pandemic contributing to the increased demand and
provision of virtual care nationwide. Although virtual care facilitates access to physicians while maintaining physical distancing,
there are concerns regarding the continuity and quality of care as well as equitable access. There is a paucity of research documenting
the availability of virtual care in Canada, thus hampering the efforts to evaluate the impacts of its relatively rapid emergence on
the broader health care system and on individual health.

Objective: We conducted a national environmental scan to determine the availability and scope of virtual walk-in clinics,
cataloging the services they offer and whether they are operating through public or private payment.

Methods: We developed a power term and implemented a structured Google search to identify relevant clinics. From each
clinic meeting our inclusion criteria, we abstracted data on the payment model, region of operation, services offered, and continuity
of care. We compared clinics operating under different payment models using Fisher exact tests.

Results: We identified 18 virtual walk-in clinics. Of the 18 clinics, 10 (56%) provided some services under provincial public
insurance, although 44% (8/18) operated on a fully private payment model while an additional 39% (7/18) charged patients out
of pocket for some services. The most common supplemental services offered included dermatology (15/18, 83%), mental health
services (14/18, 78%), and sexual health (11/18, 61%). Continuity, information sharing, or communication with the consumers’
existing primary care providers were mentioned by 22% (4/18) of the clinics.

Conclusions: Virtual walk-in clinics have proliferated; however, concerns about equitable access, continuity of care, and
diversion of physician workforce within these models highlight the importance of supporting virtual care options within the
context of longitudinal primary care. More research is needed to support quality virtual care and understand its effects on patient
and provider experiences and the overall health system utilization and costs.

(J Med Internet Res 2021;23(6):e27259)   doi:10.2196/27259
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Introduction

Canada has lagged behind other countries in its uptake of virtual
care as an integrated component of the health care system [1-3].
In 2018, less than 5% of physicians offered virtual services [2]
despite most Canadians expressing their desire for video and
phone visits as care options with the required technology being
available.

The slow uptake prior to 2020 may be explained by multiple
regulatory and physician compensation barriers, with few
provinces providing a billing mechanism to physicians for
virtual consultations [4]. The onset of the COVID-19 pandemic
in Canada dramatically increased virtual care owing to the need
for physical distancing to prevent disease transmission. This
shift was supported by new or temporary billing codes and
updated provincial mandates for providing virtual care where
possible; in areas where provincial insurance plans, physician
funding models, and limits on billable virtual visits had
previously hindered physician uptake of virtual care, telephone
or video consultations have now been adopted [5].

In addition to community-based physicians adapting their
brick-and-mortar practices to include virtual care provision, the
new fee codes for virtual visits provide an opportunity for the
development of on-demand, “walk-in” virtual clinics that
provide low-acuity, low-complexity care disconnected from
existing physician-patient relationships. Some of these services
are funded through provincial health insurance plans while
others charge patients or are funded by supplemental private
insurance plans directly.

Concerns have been raised that these services encourage
episodic care, potentially contributing to fragmentation and
poor continuity [1], and that they operate in a way that is not
consistent with care that produces the best outcomes [6-10].
Additional research suggests that virtual walk-in services may
have a detrimental effect on the quality of care [11,12], health
care costs [13-15], and data privacy [11,12,15]. Furthermore,
compared with virtual walk-in models, virtual care provided in
the context of existing physician-patient relationships has proved
more effective [7-9].

Despite these concerns, there is no existing research that catalogs
the availability of these clinics or the services they offer. We
conducted a national environmental scan to determine the
availability and scope of virtual walk-in clinics offering
synchronous appointments and prescriptions without the
requirement or expectation of a longitudinal physician-patient
relationship. We cataloged the services advertised by these
clinics and determined whether they operated through public
or private payment.

Methods

Approach
We used a structured Google search to identify virtual walk-in
clinics across Canada, as we assumed this as one of the primary
means that prospective patients would use to identify, locate,
research, or connect with these services. We conducted a

preliminary search on March 15, 2020, and a secondary search
on June 2, 2020, to update and verify our initial results.

Keyword Search and Power Term
We compiled a list of words related to virtual health care and
general medical care, from which we developed groups of search
terms. Each term consisted of 3 words, with the first being
Canada, the second relating to virtual care, and the final relating
to the physician or clinic.

We analyzed 18 search terms for their strength in identifying
virtual clinics. This process involved entering each term into
Google, tallying the number of relevant sites listed, and
analyzing 10 result pages per search term. Following this, we
organized terms based on their strength; of the 18 search terms
analyzed, the 6 strongest terms were selected. These were then
combined using Boolean operators to form the following final
search term: Canada AND (virtual healthcare OR virtual health)
AND (family medicine OR clinic OR general practitioner OR
personalized care). We developed an initial list of clinics while
developing our search strategy and then compared our final
results with this initial list to ensure that the selected power term
was displaying all the relevant sites.

Inclusion/Exclusion Criteria
To be included, the identified clinics had to meet the following
criteria: (1) be based in Canada; (2) have a practicing medical
doctor capable of remotely prescribing medication (ensuring
all the services included for data extraction functioned as
complete alternatives to traditional walk-in clinics and family
physician appointments); (3) provide virtual visits through
synchronous communication of some form (ie, phone, video,
SMS text messaging); and (4) have English language websites.
We excluded clinics that provided virtual services only to
patients already enrolled with an associated brick-and-mortar
clinic and those not providing primary care (eg, cancer clinics).
Although such clinics provide care through virtual media, we
felt their dependence on a preexisting physician-patient
relationship and focus on specialist care largely differentiated
them from their virtual walk-in counterparts.

Data Extraction
From each identified virtual walk-in clinic that met our inclusion
criteria, we abstracted the following details from each site’s
main pages and frequently asked questions sections and recorded
them in a spreadsheet:

• virtual clinic name
• internet address
• geographic region(s) where services are available (select

province[s] or all over Canada)
• enrollment type (membership, single visit, or both)
• source of payment (public provincial health insurance,

private payment, or mixed)
• forms of synchronous communication offered (telephone,

video, or SMS text messaging)
• use of artificial intelligence software to check symptoms

and recommend treatments
• cost of membership and single visit

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27259 | p.1178https://www.jmir.org/2021/6/e27259
(page number not for citation purposes)

Matthewman et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


• examples of services offered (categorizing them iteratively,
adding new categories when they were discovered, and then
retroactively coding previous websites)

Additionally, we extracted free text that described data sharing
or relationships with the patients’ existing primary care
physicians to investigate the extent to which these clinics are
prioritizing continuity of care within the broader system and
reflecting a prominent concern among health professionals
regarding virtual walk-in clinics disrupting continuity [16].
Although we captured this information wherever available, we
recognized that not all virtual clinics explicitly advertised their
engagement with patients’existing physicians, and that in some
cases, clinics may be limited in their ability to share patient
information. Similarly, service listings are not expected to
comprehensively represent everything offered; rather, they are
a high-level indication of the type and scope of services
available.

Analysis
We grouped similar services into service categories to streamline
the data analysis. These categories included the following:

• specialist services (eg, oncology, endocrinology, pediatrics,
obstetrics and gynecology, and sports medicine)

• individual behavior changes (eg, diet, weight loss, sleep
therapy, smoking cessation, and problem gambling support)

• chronic disease management (eg, chronic obstetric
pulmonary disease, diabetes, and heart failure)

• others (eg, hemorrhoid consultation, veterinarian
consultation, emergency services, lactation consultation,
and disability insurance claims/workers’ compensation
requests)

We grouped virtual clinics according to the mechanism of
compensation for primary care services (publicly funded,
privately funded, or mixed funding) as of June 2, 2020. Virtual
clinics that bill the public health insurance plan in some
provinces and patients directly in others were classified in the
“mixed funding” category. We compared the availability,
enrollment, communication type, and services offered across
funding categories using Fisher exact tests (rather than

chi-square tests owing to small cell counts). We have reported
statistical significance using P values; however, as this analysis
was descriptive, no decision rule with respect to statistical
significance was applied. Analyses were conducted using Stata
(StataCorp LLC) and Excel (Microsoft Corporation).

Ethics Statement
As all material gathered for data analysis was publicly available
on the internet, no ethics approval was required.

Results

Search Results
We identified 19 virtual walk-in clinics during our initial March
15 search, 3 of which (Ontario Telemedicine Network [17],
Novari Health [18], and Copeman Health [19]) were
subsequently excluded owing to their requirement that clients
already be associated with, or initiate care at, their
brick-and-mortar clinics. We identified 2 additional services
during our second search conducted on June 2, bringing the
total to 18 walk-in clinic services that met our inclusion criteria.

Between the first and second searches, 2 virtual walk-in clinics
added public reimbursement options. One of the services,
Lumeca [20], switched from a national pay-for-use service to
a completely publicly funded service available only to
Saskatchewan residents. Similarly, Tia Health [21] added a
public funding option for Alberta residents with a valid care
card.

Source of Payment
More than half of the services we identified offered some form
of public payment, with 5 being fully publicly funded and 5
operating on a public model in some provinces and a private
one in others (Table 1). The other 8 clinics required patients to
pay out of pocket for accessing services. Among pay-for-use
services, the median cost per appointment was $41 ($32-$82).
The median costs of memberships for individuals and families
were $25 ($8-$29) and $41 ($12-$54) per month, respectively.
The membership rates of 4 out of the 8 services were not made
public on their websites.
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Table 1. Services and fee structures categorized by compensation mechanisms.

P valueCompensation mechanism, n (%)Characteristic

Total (N=18, 100%)Mix (n=5, 28%)Public (n=5, 28%)Private (n=8, 44%)

.002Service availability

12 (67)5 (100)0 (0)7 (88)National

 4 (22)0 (0)3 (60)1 (13)Provincial

 2 (11)0 (0)2 (40)0 (0)Multiprovincial

.21Enrollment type

10 (56)1 (20)4 (80)5 (63)Membership

 2 (11)2 (40)0 (0)0 (0)Single use

 6 (33)2 (40)1 (20)3 (38)Both

Communication form

.9917 (94)5 (100)5 (100)7 (88)Video call

.9910 (56)3 (60)3 (60)4 (50)Telephone

.719 (50)2 (40)2 (40)5 (63)SMS text messaging

.514 (22)0 (0)2 (40)2 (25)Continuity with community general practitioners

Virtual Walk-in Clinic Availability
Of the 18 walk-in clinics, 12 (67%) operated nationally, 4 (22%)
within a single province, and 2 (11%) in multiple provinces.
Privately funded services were more likely to be offered at the
national level (7/8, 88%) than at the provincial (1/8, 13%) and
multiprovincial (0/8, 0%) levels (P=.002). Of the 5 publicly
funded services available, 3 were limited to single provinces,
Saskatchewan and British Columbia, and 2 were offered to
residents of multiple provinces. Although 5 nationally offered
services had private and public payment options, they limited
the public payment option to residents of British Columbia,
Alberta, and Ontario having a valid health care card. Canadians
using these services outside of these selected provinces would
need to pay out of pocket.

Enrollment Type
Of the 18 services identified, 10 (56%) required membership,
2 (11%) were single-use services, and the remaining 6 (33%)
offered both options. We observed that 63% (5/8) of the private
payment clinics required membership, compared to 80% (4/5)
of the public and 20% (1/5) of the mixed payment clinics
(P=.21).

Communication Form
Possible communication forms consisted of video calls,
telephone calls, and SMS text messaging. Video calls were the
most common options across all clinics, offered by 88% (7/8)
of the private payment clinics and 100% (5/5) of the mixed and
publicly funded clinics. Among the 18 clinics, only 1 offered
medical services and prescriptions without using video calls.
This service, GOeVisit [18], instead relied on a medical form
filled out by the patient and subsequently reviewed by a
practitioner. Telephone and SMS text messaging options were
still offered by most services but were less common than video
calls.

Continuity of Care
Only 4 of the 18 services (22%) mentioned any form of
continuity, information sharing, or communication with the
consumers’ existing primary care providers. Wello [22] and
Akira [23], 2 privately funded services, mention an ability to
work in tandem with their consumers’ current practitioners and
seeking access to the patients’current medical records; however,
neither service explained how this was accomplished. Vivacare
[24], a British Columbia–based clinic, offered continuity with
physicians via their available in-person clinics (but not with
physicians operating outside of their affiliated clinics). Lumeca
[20], a publicly funded service for Saskatchewan residents,
indicated that it would work with the family practitioners after
obtaining written consent from the patients.

Telus’Babylon [25] and Tia Health [21] mentioned their ability
to assign the same physician for each virtual appointment to
help develop a patient-practitioner relationship; however, neither
indicated the ability to support the existing relationships between
patients and community-based primary care physicians, either
by accessing the patients’ existing records or by sharing the
records of a virtual visit with the patients’ regular primary care
physicians. Of the 18 services, 3 explicitly stated that their
services were not intended to replace a family doctor. Although
other services may offer a form of information sharing without
explicitly mentioning this on their websites, the results do
suggest that continuity of care is not a primary concern for most
virtual clinics.

Examples of Services Offered
Of the 18 virtual walk-in clinics included for data extraction,
all except one—Outpost Health [26]—provided a list of their
services (Table 2). The 3 most commonly mentioned services
included skin care/dermatology, mental health services, and
sexual health, mentioned by 83% (15/18), 78% (14/18), and
61% (11/18) of the clinics, respectively. Clinics using private
payment were less likely to explicitly mention mental health
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services when compared with publicly funded and mixed
payment clinics (P=.06).

Allergy treatment, support for individual behavior change, and
specialist physician services were listed on the websites of more
than half of the virtual care clinics. The remaining services
offered were listed on the websites of one-third or fewer clinics.
Clinics operating on a mixed funding model (private in some
provinces and public in others) advertised the greatest breadth

of health care services. It is also notable that none of the private
payment clinics formally listed chronic disease management in
their list of services, while 20% (1/5) of the public clinics and
60% of the mixed clinics (3/5) offered this service. One walk-in
clinic—Teladoc [27]—listed emergency medical care among
the services offered; this is in contrast with all other clinics,
which explicitly stated that clients should visit a doctor or
hospital immediately in the case of an emergency.

Table 2. Examples of offered services categorized by compensation mechanisms.

P valueCompensation mechanism, n (%)Services

Total (N=18, 100%)Mix (n=5, 28%)Public (n=5, 28%)Private (n=8, 44%)

.2215 (83)5 (100)5 (100)5 (63)Skin care/dermatology

.0614 (78)5 (100)5 (100)4 (50)Mental health services

.8211 (61)3 (60)4 (80)4 (50)Sexual and reproductive health

.9910 (56)3 (60)3 (60)4 (50)Allergies

.0910 (56)5 (100)2 (40)3 (38)Individual behavior change

.0910 (56)5 (100)2 (40)3 (38)Specialist services

.056 (33)4 (80)1 (20)1 (13)Erectile dysfunction

.044 (22)3 (60)1 (20)0 (0)Chronic disease management

.514 (22)1 (20)0 (0)3 (38)Travel vaccinations

.993 (17)1 (20)1 (20)1 (13)Medical cannabis

.413 (17)2 (20)0 (0)1 (13)Naturopathy

.036 (33)4 (80)0 (0)2 (25)Othera

a“Other” includes all services offered by <3 clinics, including the following: hemorrhoid consultation (2), veterinarian (2), emergency services (1),
lactation consultation (1), and disability insurance claims/workers’ compensation requests (1).

Discussion

Principal Results
Through a structured Google search, we identified 18 virtual
walk-in clinics currently operating within Canada. This
represents a 6-fold increase since 2015, when only 3 were
available [28]. The rapid increase in the availability of these
services coincides with the interest levels reported in existing
consumer surveys [29] and the dramatic move toward virtual
care delivery to facilitate physical distancing during the
COVID-19 pandemic [5].

Virtual walk-in clinics provide a broad array of services,
including primary care and other specialties, regardless of their
payment models. Most clinics specifically advertised skin care,
mental health, and sexual health services, supplementing basic
primary care consultations, although less focus on mental health
services was notable in privately funded clinics. Most relied on
video calls as their primary means of communication; however,
phone calls and SMS text messaging were also provided as
communication options by most clinics.

Of the 18 virtual walk-in clinics that we identified, 15 charge
patients out of pocket for core primary care services depending
on the provinces where the patients resided. For example, 5
clinics were available nationally but limited public payment to
patients with a valid health care card in British Columbia,

Alberta, and Ontario. Conversely, 8 clinics operated on an
entirely private payment model. Beyond the payment for primary
care services, we noted that some clinics, namely Babylon [25]
and Maple [30], also bundled supplemental services for which
patients would pay out of pocket. Charging membership fees
or out-of-pocket payments for physician consultations or
services that are covered by provincial health insurance systems
may contravene the Canada Health Act and provincial health
insurance legislation [31], thus raising equity concerns.
Additionally, although virtual walk-in clinics can offer an
attractive work model for physicians—with predictable salaries
and benefits, less overhead costs, and fewer administrative
responsibilities [32,33]—this care model may attract physicians
away from longitudinal community-based primary care services
either partially or fully.

Few clinics reported that they facilitated communication or data
sharing with patients’ regular primary care providers (in either
direction), suggesting that poor continuity of care may be a
salient concern, thus reinforcing their suitability only for minor,
less complicated conditions. The extensive use of virtual visits
can potentially enhance access for patients who would normally
face barriers when receiving primary care, such as people living
in rural or remote areas, and those with compromised mobility
and immune system challenges [34]; however, virtual walk-in
clinics should not be used as substitutes for longitudinal
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relationships with primary care providers, particularly for
patients with complex health and mobility issues.

Early evidence indicates that although the proportion of virtual
visits has decreased since the lifting of pandemic restrictions,
it has not returned to prepandemic levels. It remains to be seen
where the balance between virtual care and in-person visits will
settle following the pandemic; however, it is unlikely to return
to prepandemic levels given the substantial federal investments
and level of public demand [35]. Significant research is needed
to address gaps in the knowledge on the quality of virtual
episodic care and its effects on patient and provider experiences
and overall health system utilization and costs.

Limitations
Our clinic searches were conducted in English only. This may
have particularly resulted in the undercounting of the virtual
walk-in clinics in Quebec. Second, our data extraction relied
on the source material taken directly from clinic websites.
Consequently, services not directly listed were not included.
We may have underestimated the scope of services offered by
some virtual walk-in services, as well as their potential
information sharing with the patients’ existing care providers.
In future, clinics should be contacted directly to determine their
service scope accurately and explore whether and how they
receive information from or share information with

community-based physicians. Third, our reliance on Google for
executing the search strategy could have potentially
underrepresented or missed clinics. Future research should
involve multiple individuals and use additional search engines
and virtual primary care service advertisements to strengthen
the results. Lastly, given that only 18 nationwide virtual walk-in
clinics were identified through our Google searches, our
statistical analyses were hampered by the lack of statistical
power.

Conclusions
This environmental scan sought to characterize the availability
and scope of virtual walk-in clinics across Canada. We found
a rapid increase in this care model, with 18 distinct services
operating across the country, 15 of which required patients to
pay out of pocket for some or all services offered. The
implications of the rise in episodic virtual care could have
negative effects on health care equity, quality, and costs;
moreover, the growth of this model should be closely monitored
and regulated by policy makers.

Availability of Data and Materials
The data that support the findings of this study are based on
publicly available sources. The data set is available from the
authors upon reasonable request.
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In their recent paper, Acquaviva et al [1] developed a set of
guidelines to standardize curriculum vitae (CV) documentation
of scholarly contributions made via social media platforms.
Appropriately, the authors crowd-sourced contributions for the
guidelines from the popular social media platform Twitter. Their
work underscores the value of social media in idea sharing,
highlights the growing role of online platforms in medical
education, and signifies an important step in modernizing
academic recognition to match the modernization of current
medical learners.

Social media offers numerous scholarly and professional benefits
[2,3]. These platforms have grown popular among the academic
and medical communities as they are a means of networking
with colleagues around the globe, discussing hot topics in
various fields, engaging in medical education, sharing
experiences through narrative medicine, and disseminating
information to the lay-public [4]. More recently, social media
has also taken on a vital role in residency recruitment. Without
in-person interviews, programs have had to adopt new methods
of sharing program strengths, highlighting unique program
qualities, and appealing to applicants at an individual level [5].

We are avid proponents of academic social media. We can
anecdotally attest to the educational value that arises from
academic posts and discourse on social media platforms. Twitter,
for example, offers a highly diverse pool of opinions covering
all niches of medicine. It allows communication between
individuals who might otherwise never interact. Sharing articles
of interest via “tweeting” brings primary literature to your
network’s fingertips. Twitter brings full professors and first-year
medical students into the same arena of idea sharing. In a world
that has increasingly recognized the shortcomings of traditional
didactic lectures, social media offers modern educational
methods better suited for today’s learners. Examples of this
include “Tweetorials” (educational threads exploring a particular
topic or phenomenon), podcasts, infographics, blogs, and virtual
journal clubs among others [4].

These innovative methods of education through social media
are intriguing to passionate educators. Those who seek to share
knowledge and contribute to the advancement of scholarship
will teach in whatever methods are most effective and will reach
the most pupils. Importantly, social media is free, offering
accessible medical education in a climate rife with expensive
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online materials and rising tuition. The value of these academic
contributions must not go unrecognized. The time and dedication
that goes into the development of educational posts through
innovative methods should not be left out of an individuals’
portfolio simply because the medium is not classic. If anything,
the ingenuity and adaptability of the medium creates added
value to the material. As the face of education evolves with our

digital world, propelled forward by the COVID-19 pandemic,
academia must evolve in unison to recognize these contributions.

We are thankful to Acquaviva and associates [1] for providing
us with much-needed guidelines that allow for the
documentation of education portfolios representative of today’s
evolving medical education environment.
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We have several comments on the recent publication of Ćirković
[1], in which repeated testing of four symptom assessment
applications with clinical vignettes was carried out to look for
“hints of ‘non-locked learning algorithms’.” As the developer
of one of the symptom assessment applications studied by
Ćirković [1], we are supportive of studies evaluating app
performance; however, there are important limitations in the
methodology of this study.

Most importantly, the methodology used in this study is not
capable of addressing its main objective. The approach used to
look for evidence of nonlocked algorithms was the quantification
of differences in performance using 3 ophthalmology vignettes,
first in 2018, then in 2020. This methodology, although highly
limited due to the use of only 3 vignettes in one medical
specialism, could be used to detect changes in app performance
over time. It, however, cannot be used to distinguish between
nonlocked algorithms and the manual updating of apps’ medical
intelligence, through the normal process of the manual release
of updated app versions. Medical device regulations and quality
system requirements provide standard mechanisms through
which apps can be further developed, validated, and released
as updated versions. The manual of medical knowledge in this

manner has been acknowledged by the manufacturers of all the
apps studied by Ćirković [1]. In response to previous
independent vignettes studies [2,3], spokespeople for Your.MD
and Babylon stated that they update their medical knowledge
periodically, and this is also clear on Buoy’s website. In Gilbert
et al [4], the Ada app is described as having a knowledge base
“built and reviewed by medical doctors in a curated process of
knowledge integration from medical literature. It is being
expanded continuously following this standardized process.”

As is acknowledged in the limitations listed in Ćirković’s work
[1], the study used vignettes designed, entered, and with results
adjudicated by a single clinician. This could result in bias and
a narrow type of case. It is also acknowledged that 3 vignettes
represent a small sample size for a vignettes study and that
“standardized and transparent procedures” are needed for
symptom assessment app–vignettes studies. We recently
published a 200-vignette assessment of symptom assessment
applications [4], including those studied by Ćirković [1], which
used standardized and transparent procedures, including the
separation of vignette design, entered and with results
adjudication. It is our view that the effect of the limitations
described by Ćirković [1], together with only including
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ophthalmological cases, is that the accuracy results reported
have limited generalizability or repeatability. Our own internal
validation testing shows an improvement in Ada's medical
intelligence in all-condition top-3 suggestion accuracy (also
known as M3, as defined by Miller et al [5]) of 4.8% between

2018 and 2020. We take account of all performance feedback
we receive, and incorporate this, when judged appropriate by
our medical knowledge experts, into updates of our app, through
periodic releases of locked versions of our app.
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I would like to thank Gilbert et al [1] for their useful
contributions and tips to help improve our work [2].

Regarding their first point of critique, it is true that the
evaluation lacked the technique to determine with certainty
whether the algorithms used were or were not “locked”
according to the terminology used by the Food and Drug
Administration. For that reason, I stated in the Discussion
section that some details of the study results only suggest a
nonlocked direction [2]. Unfortunately, the abstract lacks this
softening term. It remains true, however, that for regulators and
physicians to correctly assess the functions of such software,
either the algorithms would have to be disclosed—which might
not be in the interest of the competing companies—or advanced
testing models would have to be developed, possibly leading
to a “cat-and-mouse” game similar to other regulatory fields.
In developed countries where legal liabilities have to be clearly
distributed and delimited, neither responsible physicians nor
authorities will want to rely on mere published statements of

company spokespeople alone—hard data from unbiased sources
will be needed in the future.

The subsequent publication of the Ada study of a 200-vignette
assessment is highly appreciated, as herein the authors were
able to evaluate a considerably larger amount of data [3]. As I
had stated, with a small sample size as a limitation, it does
remain a possibility that the apps’ poor results as demonstrated
in our study are within data variance norms or due to our own
bias. However, the results did capture an experience that any
potential user or patient with eye problems could have possibly
encountered in the same way. Regulations will hopefully
minimize risks for all users. Only thorough investigations,
including but not limited to manufacturers’ evaluations, will
help us better understand the effects the apps will have on public
health. Until then, our knowledge base will consist of various
analyses with possibly conflicting results that we will have to
make sense of.
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Bibliometric studies like the recent article by Kim et al [1] in
the Journal of Medical Internet Research play an essential part
in understanding the evolution of emerging, fast-moving
research on machine learning for mental health in social media.
However, the intended value of this paper’s contribution is
tempered by some important lessons it teaches us about the
current state of research on this topic.

The first key lesson is that computationally oriented research
on mental health remains highly fragmented. Notably, variants
on the cover term “mental health” are included in the illustrative
search query but, crucially, “clinical psychology” and
“psychiatry” are not. The terminological difference here reflects
a prevailing technological focus often separated from clinical
research and even more distant from clinical practice. Kim et
al [1] do discuss a trend toward clinically validated self-report
questionnaires to gather clinically relevant information.
However, the review’s overall approach, from the search terms
to the keyword analysis, simultaneously reflects and reinforces
a widespread technological disregard for basic considerations
in clinical psychology and psychiatry, such as the distinction

between the symptoms of the disorders versus the disorders
themselves. As technologists, we are often happy just to get our
hands on enough data to work with. However, real progress
toward solving these important problems demands a more
careful definition of the actual mental health constructs under
investigation and greater attention to the question of validity
[2,3], with research questions and experimental choices guided
by knowledge of the subject domain.

Second, the inclusion terms reflect a widespread narrow focus
on methods, such as “neural network” and “hybrid intelligent
system,” rather than the problems for which those methods are
contributing solutions, such as “screening,” “risk assessment,”
or “monitoring.” Even the cover term “natural language
processing” focuses narrowly on engineering versus
“computational linguistics” as a parent scientific discipline.
Further lacking in the methodology-centric perspective are
searches based on theoretical frameworks (which guide research,
treatment, and intervention) or DSM-5 (Diagnostic and
Statistical Manual of Mental Disorders, 5th Edition) diagnoses
(eg, major depressive disorder or persistent depressive disorder
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versus “depression,” which is not a diagnosis). The review
reflects and reinforces a general tendency to frame machine
learning research in terms of technical “tasks” rather than
connecting them more directly with real-world problems, a
necessary step toward translating technological progress into
the broader mental health ecosystem within which the
technology will ultimately need to be situated [4,5].

Third, the bibliometric approach taken here reflects a traditional
top-down view that fails to break down information silos in a
rapidly evolving field. It is now standard to cast the net more
broadly by searching for citations in resources like Google
Scholar and/or looking at papers’ references (cf Franklin et al
[6]), and then narrow using exclusion criteria. Such practices
can illuminate the wider space of relevant search terms and
sources—for example, the notable absence of suicidality here
among mental conditions, at least in the illustrative search—and
uncover unexpected connections. Even within the most rigorous
meta-analysis frameworks (Moher et al [7]), studies can miss
“gray literature” (eg, conference proceedings, preprints,
collected data that have never been analyzed, presented on, or
published). For example, the substantially similar prior study

by Chancellor and De Choudhury [3] needed to adjust for the
limitations of indexing services, which had large gaps for
conferences known to be important in this research area (eg,
Association for the Advancement of Artificial Intelligence
[AAAI], Association for Computational Linguistics [ACL],
Association for Computing Machinery [ACM], Neural
Information Processing Systems [NIPS/NeurIPS], American
Medical Informatics Association [AMIA])—they were careful
in particular to include the Workshop on Computational
Linguistics and Clinical Psychology (CLPsych), a key
interdisciplinary publication venue for natural language
processing, machine learning, and mental health since 2014.

Kim et al [1] are to be commended for undertaking a
bibliometric study with the goal of advancing our understanding
of machine learning for mental health in social media. However,
we would encourage thinking about their article as a different
kind of contribution, even if not the intended one: it is an
opportunity to draw attention to an increasing need, as the field
grows, to approach this research space not only as technologists,
but also as partners with clinical researchers and clinicians.
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We thank all comments and critical insights on our study,
“Machine Learning for Mental Health in Social Media:
Bibliometric Study” [1]. In this letter, we responded to the
discussion points raised by Resnik and colleagues [2].

First, Resnik et al [2] pointed out the limited scope of the search
query selected in our bibliometric study, which concealed the
approaches taken in the clinical research field. We agree that
the search query may seem to be lacking in covering clinical
research; however, we did not intend to distort the recent trends
in machine learning for mental health in social media. Moreover,
considering that publication venues including the Journal of
Medical Internet Research, BMJ Open, International Journal
of Environmental Research and Public Health, Frontiers in
Psychiatry, and Frontiers in Psychology were listed as
productive publication sources in the analysis results, we believe
that the publications employed in our analysis cover the
invaluable research methodologies in the medical research area.
The completed list of retrieved publications can be found in the
appendix [1].

Moreover, Resnik et al [2] also stated that the machine
learning–related terms in the search query lean toward specific
technological methodologies, which may not include solutions

including screening, risk assessment, and monitoring. We could
not agree more with their point of view on the importance of
practical works applied to “real” clinical settings. However,
since such approaches directly related to diagnosis or treatment
required careful consideration, we had difficulties fully diving
into it. Thus, we want to stress that the main focus of our
research was to help clinical researchers and field affiliates
understand the technical needs of machine learning, which we
believe is necessary for the initiation phase of this research field.
Besides, we conducted a thorough trend review analysis of
highly cited papers to provide a more in-depth understanding
of related research fields [3].

We appreciate the suggestions on keywords for the search query
to include “clinical psychology,” “psychiatry,” and
“computational linguistics.” This led us to consider interviewing
domain experts to set more domain-specific keywords in future
research, following the procedure of the previous bibliometric
study [4].

Third, Resnik and colleagues [2] raised concerns about only
using indexing services and excluding search engines such as
Google Scholar. Considering the rapidly changing trends in this
research area, we employed both Web of Science and Scopus
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for the analysis to cover not only journal publications but
conference proceedings. Nevertheless, we acknowledge Resnik
and colleagues’concern and also mentioned the need to employ
other medical-oriented databases, which may provide more
significant academic and practical information in the Discussion
section. We would also like to take this opportunity to recap
the importance of nonpublished work by sharing a preprint

paper in this research field [5], which helped us to take a step
toward future research on applying machine learning and social
media in mental health counseling.

We hope our analysis may trigger all stakeholders to further
consider how to employ machine learning approaches toward
mental health in social media and be a support to bridge the gap
between technologists and clinicians.
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(J Med Internet Res 2021;23(6):e31044)   doi:10.2196/31044

In “Building Health Services in a Rapidly Changing Landscape:
Lessons in Adaptive Leadership and Pivots in a COVID-19
Remote Monitoring Program” (J Med Internet Res
2021;23(1):e25507), one error was noted.

In the originally published article, author Danielle Martin was
associated with the incorrect ORCID number. In the corrected
article, the ORCID number for this author has been updated as
follows:

0000-0003-2517-2602

The correction will appear in the online version of the paper on
the JMIR Publications website on June 10, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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(J Med Internet Res 2021;23(6):e31370)   doi:10.2196/31370

In “Rating Hospital Performance in China: Review of Publicly
Available Measures and Development of a Ranking System”
(J Med Internet Res 2021;23(6):e17095) the authors noted one
error.

An author was incorrectly included in the authorship list on the
published paper. This author has been removed from the
corrected version of the manuscript. The correct author list is

Shengjie Dong, Ross Millar, Chenshu Shi, Minye Dong, Yuyin
Xiao, Jie Shen, Guohong Li.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 22, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Correction: Screening Tools: Their Intended Audiences and
Purposes. Comment on “Diagnostic Accuracy of Web-Based
COVID-19 Symptom Checkers: Comparison Study”
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Ada Health, Berlin, Germany
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Related Article:
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(J Med Internet Res 2021;23(6):e31268)   doi:10.2196/31268

In “Screening Tools: Their Intended Audiences and Purposes.
Comment on ‘Diagnostic Accuracy of Web-Based COVID-19
Symptom Checkers: Comparison Study’” (J Med Internet Res
2021;23(5):e26148), one error was noted.

In the originally published manuscript, an incorrect statement
was included in the Conflicts of Interest section:

EM, MF, and SG are employees of Ada Health GmbH.
AG has no conflicts to declare.

The statement has been corrected as follows:

All authors are employees of Ada Health GmbH.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 24, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Related Article:
 
Correction of: https://www.jmir.org/2020/9/e19716/
 

(J Med Internet Res 2021;23(6):e29776)   doi:10.2196/29776

In “Mobile Insight in Risk, Resilience, and Online Referral
(MIRROR): Psychometric Evaluation of an Online Self-Help
Test” (J Med Internet Res 2020;22(9):e19716) one correction
was made. This does not affect the analysis nor does it affect
the interpretation or presentation of the results in the study.

In the “Methods” section, under “Measures” and “Depression,
Anxiety and Stress”, the following phrase appears:

A 5-point response scale measures the extent to which
each state has been experienced over the past week
ranging from 0 (not at all) to 4 (most certainly).

This has been replaced by the following:

A 4-point response scale measures the extent to which
each state has been experienced over the past week
ranging from 0 (did not apply to me at all) to 3
(applied to me very much, or most of the time).

The correction will appear in the online version of the paper on
the JMIR Publications website on June 4, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Related Article:
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(J Med Internet Res 2021;23(6):e30764)   doi:10.2196/30764

In “An Environmental Scan of Sex and Gender in Electronic
Health Records: Analysis of Public Information Sources” (J
Med Internet Res 2020;22(11):e20050) the authors noted three
errors.

1. Under the “Results” section, second paragraph of “Types of
Information Sources” subsection, the statement “(3) OpenEHR
and BioPortal as 2 international collaborations that have
developed the Gender Archetype and Gender, Sex, and Sexual
Orientation (GSSO) ontology, respectively;” was published
incorrectly. This has now been corrected as follows:

(3) OpenEHR as an international collaboration that
has developed the Gender Archetype, and the
BioPortal where the Gender, Sex, and Sexual
Orientation (GSSO) ontology developed by Kronk
[111] is hosted;

2. Reference 111 was originally published as follows:

Gender, Sex and Sexual Orientation Ontology – Gender and
S e x .  B i o P o r t a l .  U R L :

https://bioportal.bioontology.org/ontologies/GSSO/?p=classes&conceptid=root
[accessed 2020-10-27]

This has been corrected to:

Kronk CA, Dexheimer JW. Development of the Gender, Sex,
and Sexual Orientation ontology: Evaluation and workflow. J
Am Med Inform Assoc 2020 Jul 01;27(7):1110-1115. [doi:
10.1093/jamia/ocaa061] [Medline: 32548638]

3. In the original article, the phone number of the corresponding
author was published with a duplicate country code as '1
12504725131'.

This has been corrected to '1 2504725131'.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 4, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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(J Med Internet Res 2021;23(6):e29645)   doi:10.2196/29645

In “Moderated Online Social Therapy for Young People With
Active Suicidal Ideation: Qualitative Study” (J Med Internet
Res 2021;23(4):e24260), the authors noted one error.

Incorrect qualifications were provided for author Ben
McKechnie. The original qualifications provided were: BA,
MPsych(Clin), MClinFamTher. However, MClinFamTher was
provided in error and has been removed.

The correction will appear in the online version of the paper on
the JMIR website on June 10, 2021, together with the
publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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In “Measurement of Digital Literacy Among Older Adults:
Systematic Review” (J Med Internet Res 2021;23(2):e26145),
the authors noted one error.

In the originally published paper, the funding statement appeared
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This research was supported by the Brain Korea 21
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Foundation of Korea, Yonsei University College of
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JC]), the Ministry of Education of the Republic of
Korea and the National Research Foundation of
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University College of Nursing Faculty Research Fund
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This research was supported by the Brain Korea 21
FOUR Project funded by the National Research
Foundation of Korea, Yonsei University College of
Nursing. This study received funding from the
National Research Foundation of Korea (grant
number 2020R1A6A1A0304198911 [SO, KK, and
JC]), the Ministry of Education of the Republic of
Korea, and Yonsei University College of Nursing
Faculty Research Fund (6-2020-0188 [SHC and JC]).
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those repositories.
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In “Patient Empowerment During the COVID-19 Pandemic by
Ensuring Safe and Fast Communication of Test Results:
Implementation and Performance of a Tracking System” (J Med
Internet Res 2021;23(6):e27348) the authors noted one error.

In the originally published manuscript, the author Nensi Ikonomi
was not credited as an equal contributor. This has been corrected
to show that Gunnar Völkel, Axel Fürstberger, Julian D Schwab,

Silke D Werle, Nensi Ikonomi, Thomas Seufferlein, and Hans
A Kestler all contributed equally to the manuscript.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 21, 2021, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
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those repositories.
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Abstract

Background: Since the declaration of COVID-19 as a global pandemic by the World Health Organization, the disease has
gained momentum with every passing day. Various private and government sectors of different countries allocated funding for
research in multiple capacities. A significant portion of efforts has been devoted to information technology and service infrastructure
development, including research on developing intelligent models and techniques for alerts, monitoring, early diagnosis, prevention,
and other relevant services. As a result, many information resources have been created globally and are available for use. However,
a defined structure to organize these resources into categories based on the nature and origin of the data is lacking.

Objective: This study aims to organize COVID-19 information resources into a well-defined structure to facilitate the easy
identification of a resource, tracking information workflows, and to provide a guide for a contextual dashboard design and
development.

Methods: A sequence of action research was performed that involved a review of COVID-19 efforts and initiatives on a global
scale during the year 2020. Data were collected according to the defined structure of primary, secondary, and tertiary categories.
Various techniques for descriptive statistical analysis were employed to gain insights into the data to help develop a conceptual
framework to organize resources and track interactions between different resources.

Results: Investigating diverse information at the primary, secondary, and tertiary levels enabled us to develop a conceptual
framework for COVID-19–related efforts and initiatives. The framework of resource categorization provides a gateway to access
global initiatives with enriched metadata, and assists users in tracking the workflow of tertiary, secondary, and primary resources
with relationships between various fragments of information. The results demonstrated mapping initiatives at the tertiary level
to secondary level and then to the primary level to reach firsthand data, research, and trials.

Conclusions: Adopting the proposed three-level structure allows for a consistent organization and management of existing
COVID-19 knowledge resources and provides a roadmap for classifying future resources. This study is one of the earliest studies
to introduce an infrastructure for locating and placing the right information at the right place. By implementing the proposed
framework according to the stated guidelines, this study allows for the development of applications such as interactive dashboards
to facilitate the contextual identification and tracking of interdependent COVID-19 knowledge resources.

(J Med Internet Res 2021;23(6):e29730)   doi:10.2196/29730

KEYWORDS

information organization; resource management; knowledge graphs; interactive dashboard; dependency tracking; COVID-19;
pandemic; information technology; tracing information; dashboards; digital health
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Introduction

The novel coronavirus—SARS-CoV-2—first appeared in
December 2019 and has quickly spread over other regions of
the world. The World Health Organization (WHO) declared
COVID-19, the disease caused by SARS-CoV-2, a global
pandemic [1,2]. It gained momentum as every day passed, and
private and government sectors of different countries pushed
funding toward research on COVID-19 in various capacities.
A portion was dedicated to investing in vaccine discovery and
personal protective equipment manufacturing. The other portion
was devoted to information technology and service infrastructure
development, including research to develop intelligent models
and techniques for alerts, diagnosis, treatment, prognosis,
prevention, and other relevant services [3]. Our study focused
on the second part of the research initiatives related to
COVID-19 and provides a comprehensive review of such
initiatives.

A rapid and timely response was required from the world to
circumvent the challenge of COVID-19. Various organizations
from different countries concentrated on investigations and
discoveries in data, information, and knowledge to support
population health [4]. We designed a structure for categorizing
efforts and initiatives related to COVID-19 into three levels or
categories: primary, secondary, and tertiary. The primary level
represents resources and initiatives that accrue raw data or
research about patients with COVID-19 and bring it into the
global space. The secondary level encompasses resources and
initiatives that analyze primary-level resources, making it more
meaningful by adding metadata and filtering out unnecessary
items in the data. The tertiary level includes resources and
initiatives that consolidate the first- and second-level efforts by
creating guidelines, code systems, standard resources, and
vocabularies. This study provides a review of initiatives globally
at these three levels and proposes a novel research dashboard

for tracking COVID-19 resources with dependency workflows.
The proposed dashboard will provide a gateway to global
initiatives with enriched contextual metadata to help users track
the information flow at different levels for validation and
verification.

This study is the first of its kind to categorize efforts and
initiatives in the form of resources related to COVID-19. It was
inspired from the research sources outlined in commentaries
and library handouts we consulted [5,6]. This study improvises
the three types of information sources to map COVID-19–related
initiatives to each kind and devises a method of finding their
interdependence for easy tracking of information in contextual
trails and metadata. In the context of COVID-19, we can find
studies that discuss data sets and techniques, but no such
research has been found to categorize initiatives and their
dependencies.

Methods

Review of COVID-19 Efforts and Initiatives
This study explored initiatives through an informal search
strategy to identify key initiatives at each level; however, the
authors do not claim the list to be exhaustive. The authors’
experience in evidence-based medicine and translational
research made it easy to reach out to well-known data resources
and look for COVID-19–related efforts. The study did not
distinguish the type of data and information pertinent to a
specific initiative; instead, it focused on resources. For different
resources, different search strategies were employed. For
example, primary-level studies were searched in top publisher
networks by using the procedure described in Figure 1. For
secondary- and tertiary-level resources, a mixed method of free
searching, word of mouth, and expert recommendations were
used.

Figure 1. Publisher-wise searching for published research articles on COVID-19. NEJM: New England Journal of Medicine, JAMA: Journal of the
American Medical Association.
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Research Design
This research reports on phase 1 of an action research project.
We designed a conceptual framework for categorizing
COVID-19 resources and surveyed the efforts and initiatives
that contributed to creating these resources. This first phase
establishes the infrastructure for locating and placing the right
information at the right place. It provides a schema guideline
for developing implementation models and systems.

Phase 2 involves the development of a software system and
testing the viability of the proposed approach by undertaking
the software development process model for each component
and deploying on to an open repository for global access.

Figure 2 provides an overview of the two phases of the action
research design. Planning includes brainstorming sessions,

informal and formal meetings, and surveying COVID-19 efforts
and initiatives to collect data. The initial data were organized
to get a sense of the data elements through visuals that included
bar graphs, pie charts, and histograms. Conceptual design is the
design of an architecture framework for the categorization of
resources. Algorithm design involves knowledge graphs, data
management and querying, data-driven approaches, and user
interface and user experience. Development is the actual
implementation of the designed methods in the chosen
programming languages. Deployment is the reflection and
availability of developed methods and models to the community
via open-access platforms like GitHub. As described, at any
stage of phase 2, the process of phase 1 can be accessed and
replicated.

Figure 2. Action research phases.

Results

COVID-19 Efforts and Initiatives

Primary Resources
The primary level includes resources that accumulate raw data
or research about patients with COVID-19 and bring it into the
global space. Primary-level resources were categorized into
three groups: research literature, data, and clinical trials.
Research literature includes published information like journal
publications, raw data includes firsthand patient information
like demographic and clinical information, and clinical trials
includes registered trials with the objective to prove the
effectiveness of a treatment like a drug or surgery. We provided
a statistical overview of different resources in each group.

Research Literature
The research literature group was divided into two categories:
preprint and postprint. Preprint articles are “work in progress”
research that are yet to be published in a peer-reviewed journal.
Postprint articles are “submitted to journal” research that are
considered published after going through copyediting and
typeset formatting.

Preprint Literature
Alongside published research literature, many research articles
were submitted to preprint repositories, which are unreviewed.
They may eventually be published in a peer-reviewed journal.
Due to unpredictable review durations, most researchers first
submit an earlier version of their paper to a preprint database
to disseminate their work quickly. Among popular preprints,
arXiv [7] is an extensive multidisciplinary archive with 1.7
million scholarly articles in physics, mathematics, computer
science, quantitative biology, quantitative finance, statistics,
electrical engineering and systems science, and economics. It
published 2842 articles on COVID-19 in 2020. Related to the
medical and biology domains, two archives—medRxiv and
bioRxiv [8]—are at the forefront in the collection unreviewed
literature. As of 2020, medRxiv and bioRxiv published 9487
and 3058 articles, respectively. Other archives like ChemRxiv,
a preprints server for chemistry and related areas, has also
published a considerable number of prereviewed articles on
COVID-19 (n=364).

Postprint (Published) Literature
At present, a vast number of publications in the biomedical
literature mention “COVID-19” in the title, the body of text,
the keywords, or metadata. From January 1 to December 31,
2020, about 12,000 articles were published by prominent
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publishers that include Nature, Science, Cell, the New England
Journal of Medicine (NEJM), the Journal of the American
Medical Association (JAMA), Lancet, and BMJ. As shown in
Figure 3, Nature published a total of 3951 articles, contributing
about 34%, followed by Lancet (19%), in the given group of 7
publishers. It should be noted that this quantitative representation
does not discuss the quality of articles. Later in this study, we
will discuss COVID-19–relevant and COVID-19–specific

articles. Article count increased every month initially, with the
maximum number of articles appearing between May and
October 2020. Starting in January 2020, there were hardly any
substantive articles specific to COVID-19, although the count
increased to a two-digit number in February. A maximum
number was observed in October with 1364 articles. Articles
continue to be published at a steady rate.

Figure 3. Monthly progression of publications on COVID-19 according to publisher. NEJM: New England Journal of Medicine, JAMA: Journal of
the American Medical Association.

Many articles are being added to major libraries daily. We
surveyed 8 major scientific libraries: Association for Computing
Machinery (ACM), Wiley, Springer, Oxford, SAGE, Elsevier,
MDPI, and IEEE. All these databases are accessible to
researchers; therefore, we opted to present their statistics. We
used the term “COVID-19” to keep the search simple, with

increased coverage and reduced chances of missing
COVID-19–related publications. As shown in Figure 4, ACM
alone identified about 20,000 entries on COVID-19–related
articles. Figure 4 indicates that COVID-19–related articles are
published everywhere, including in IEEE Explore even though
its focus is more on engineering.
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Figure 4. Number of articles that appeared in major scientific libraries accessible to a researcher, presented in decreasing order from January to December
2020. The orange line displays the cumulative %, demonstrating that only three major scientific libraries (ACM, Wiley, and Springer) contributed about
70% of the articles. ACM: Association for Computing Machinery.

Patient Data Sets
Data play a crucial role in the ability to research, study, and
explore population health and safety, and this is truer than ever
in the context of a global pandemic. Access to data sets and
associated tools that can examine that data are increasingly
crucial to the research process and are particularly necessary
for the worldwide response to the novel coronavirus.

To aid researchers, developers, and analysts in the struggle to
fight COVID-19, different platforms offer data sets about
patients with COVID-19 like the Johns Hopkins Center for
Systems Science and Engineering (CSSE) [9], the Google
COVID-19 Public Dataset Program [10], Kaggle [11], and
GitHub [12]. Only on Kaggle are there 972 data sets of small
(n=773), medium (n=168), and large (n=24) sizes. Most of these
data sets are available in CSV (comma-separated value) or MS
Excel (Microsoft Corp) formats. On GitHub, which is primarily
a repository for hosting project code files developed in different
languages, such as Python, data are also stored for the code
reproducibility alongside the code files. As of June 10, 2020,
4073 public repositories have been added to GitHub matching
the topic of COVID-19. Several other resources, including
data.world [13], AMiner [14], and IEEEDataPort [15], provide
free data sets related to COVID-19. Hundreds of regional and
country-specific data sets are available through different
channels; however, it is not within the scope of this study to
describe them here. Rather, this study aims to present platforms
that host data sets across regions and countries.

For public health safety and security, a few global-level
information resources such as the WHO [16] and Centers for
Disease Control and Prevention (CDC) [17] are worthy of
mention as they provide important information for public
awareness. The WHO is a global entity that accumulates
information from its member organizations and disseminates it
on its website and through other public interest channels. The
WHO developed a specialized tool called the Coronavirus
Disease (COVID-19) Dashboard [9], which provides a rich
spectrum of metadata and analytics about COVID-19.

Whether in the United States or abroad, the CDC fights diseases
that are chronic or acute, curable or preventable, and caused by
human error or deliberate attack. It is a rich source of
information on COVID-19 in terms of symptoms, risk factors,
and guidelines on social distancing, and provides important
information to different stakeholders like policymakers,
travelers, businesspeople, schools, health professionals, the
general public, and high-risk populations. To facilitate users’
understanding of the nature of data, we describe popular data
set platforms in Table 1, reporting characteristics helpful for
developing statistical and machine learning models for further
analysis and research. In addition to defining the platform’s aim
and scope, we also provide a brief explanation of the nature of
the data sets hosted on that platform to help users spend their
time appropriately. Some platforms offer data that can be used
solely for statistical analysis and reporting purposes. In contrast,
others could be used for assistance in clinical decision making
related to patient diagnosis, treatment, and prognosis. In Table
2, we provide summarized information about data resources on
COVID-19.
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Table 1. A brief description of COVID-19 platforms that offer an open repository of data sets and their scope and usefulness.

COVID-19 data sets/repositories, nDescriptionData set platform

972 data setsKaggle is the world’s largest data science community with powerful tools
and resources to achieve data science goals.

Kaggle [11]

4073 repositoriesGitHub is primarily a host for software development and version control;
however, alongside the code files, the associated data are also available for
code reproducibility.

GitHub [12]

40 data setsdata.world is an open data resource hub on COVID-19 with contributions
from thousands of users and organizations worldwide.

data.world [13]

438 data setsAMiner collects all kinds of data sets about COVID-19 with daily updates.
The data are open and available for download.

AMiner [14]

15 data setsIEEEDataPort provides free data set storage and hosts different types of data
sets. It provides space to host data sets related to COVID-19. It hosts a large
set of tweets data (n=174,573,543) in the English language from around the
globe.

IEEEDataPort [15]

3 data sets (JHU CSSEa data set, global
health data from the World Bank, and
OpenStreetMap data)

To make data more accessible to researchers, data scientists, and analysts,
Google created a COVID-19 Public Datasets Program that hosts a repository
of public data sets and is free to access and analyze.

Google COVID-19 Public
Dataset Program [10]

aJHU CSSE: Johns Hopkins University Center for Systems Science and Engineering.
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Table 2. A brief description of COVID-19–related information resources.

Key information servicesDescriptionOrganization

The WHO works with 194 member states across 6
regions and from more than 150 offices, striving to
combat diseases—communicable diseases like in-
fluenza and HIV, and noncommunicable diseases
like cancer and heart disease.

World Health Orga-
nization (WHO)
[18]

• A COVID-19 dashboard that provides up-to-date case information,
including the number of deaths and recovery

• Generates advice for public awareness to reduce the chances of being
infected or spreading COVID-19

• Situation reports, released daily, provide the current COVID-19 epi-
demiological situation and present official case and death counts and
transmission classifications. As of June 16, 2020, 148 situation reports
have been released

• Other services include travel advice, training and exercise, technical
guidance, response funds, etc

The CDC is a US-based organization that aims to
provide information on health safety and security
threats, both foreign and domestic.

Centers for Disease
Control and Preven-
tion (CDC) [17]

• Information on symptoms, risk factors, and social distancing
• A bank of answers to important questions and many guidance mate-

rials for various stakeholders including travelers, health care profes-
sionals, etc

The European CDC publishes a data set that contains
the latest available public data on COVID-19
worldwide by screening up to 500 relevant sources
every day between 6:00 and 10:00 CET.

EUa Open Data
Portal [19]

• COVID-19 cases worldwide for download
• Visualizations of cases geographically, situation dashboard, and

other graphical representations
• Documentation as to how the data are collected, a script of R software,

and webinars

JHU experts designed a rich and interactive COVID-
19 dashboard to inform the public, help policymakers
create awareness, and save lives.

Johns Hopkins
University (JHU)
COVID-19 Dash-
board [9]

• An interactive dashboard for tracking global COVID-19 cases
• Animated maps that show total cases, deaths, and new cases
• Critical trends on how the novel coronavirus is spreading around the

globe
• Worldwide mortality analysis

The World Bank provides an array of real-time data,
statistical indicators, and other types of data relevant
to COVID-19, particularly on the economic and so-
cial impacts of the pandemic and the World Bank’s
efforts to address them.

The World Bank
COVID-19 case
data [20]

• Global poverty estimates of the impact of COVID-19
• Health nutrition and population statistics
• Understanding the COVID-19 pandemic through data on indicators

and worldwide cases
• Map of the World Bank’s operational response to the coronavirus

and relevant services

DXY provides timely, accurate, and authoritative
real-time reports on the COVID-19 pandemic through
global mapping and knowledge.

DXY [21] • Global mapping of coronavirus cases
• COVID-19 knowledge for the public, doctors, etc

The NIH offers a specialized service that provides
the latest research information on COVID-19.

National Institutes
of Health (NIH)
COVID-19 Re-
search [22]

• ACTIV (Accelerating COVID-19 Therapeutic Interventions and
Vaccines)

• Treatment guidelines
• Grants and funding information
• COVID-19 testing information

aEU: European Union.

Clinical Trials
Clinical trials are conducted to evaluate the effectiveness and
safety of medications or medical devices by monitoring their
effects on a select population. Clinical trials pass through two
stages: registration and publishing. Preferably, every trial should
have at least one results article, even if the results are not
significant or produce negative findings; however, sometimes
it may be harder to publish due to publication bias [23]. A trial
can be linked to a journal article through an unstructured
trial-article link (may not involve unique identifiers) or a
structured trial-article link (a computable link assigned with
unique identifiers such as the ClinicalTrials.gov ID or the
PubMed ID) [24].

Several platforms are functional such as those that register
primary clinical trials related to COVID-19 and are freely
accessible and searchable. The WHO International Clinical
Trials Registry Platform (ICTRP) [25] was established to
facilitate a network of international clinical trial registers to
ensure a single point of access, the unambiguous identification
of trials, and public accessibility. From January 2020 to June
2020, a total of 3163 clinical trials have been registered in the
WHO ICTRP database from 18 different sources that include
ClinicalTrials.gov; Chinese Clinical Trials Registry (chiCTR);
Australia New Zealand Clinical Trial Registry; Clinical Research
Information Service, Republic of Korea; Clinical Trial
Registry–India; EU Clinical Trials Register; German Clinical
Trials Register; Iranian Registry of Clinical Trials; International
Standard Randomised Controlled Trial Number Registry
(ISRCTN); Japan Primary Registries Network; Lebanese
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Clinical Trial Registry; Netherlands Trial Register; Pan African
Clinical Trials Registry; Brazilian Clinical Trials Registry;
Peruvian Clinical Trial Registry; Cuban Public Registry of
Clinical Trials; Sri Lanka Clinical Trials Registry; and Thai
Clinical Trials Registry.

The US-based ClinicalTrials.gov [26] is perhaps the largest
database of privately and publicly funded clinical studies
conducted worldwide. In this database, we found a total of 2172
studies related to COVID-19 as of June 18, 2020. The second
largest clinical trials database is the chiCTR [27], a nonprofit
Chinese platform that has registered 721 clinical trials. All the
registries are region or country specific except the ISRCTN
Registry, which initially focused on randomized controlled
trials; however, but has now widened its scope to include other

study types to evaluate the efficacy of human-related health
interventions [28]. As of June 18, 2020, the ISRCTN database
registered 70 clinical trials, out of which only 6 have been
completed, 4 have been suspended, and 60 are in progress.

Figure 5 shows a progress bar of trials registered in the first 6
months of 2020. The highest number of trials (n=967) had been
registered in April. The number started declining after April,
which was generally seen across all databases except the
chiCTR, where the decline began after February. This may be
because, in China, the peak number of COVID-19 cases was
observed in February. The number of trials in May and June
should be higher than in April as the number of positive cases
continues to rise globally.

Figure 5. Progression of the number of trials registered in major databases between January and June 2020. chiCTR: Chinese Clinical Trials Registry,
WHO ICTRP: World Health Organization International Clinical Trials Registry Platform.

Figure 6 provides a statistical summary of ClinicalTrials.gov
that includes the number of trials in 2020. The data show that
only 572 trials have been completed, out of which only 19 have
been reported with results. Phase IV, also called a postmarketing
surveillance trial, occurs after the Food and Drug Administration
has approved a drug for marketing and is the only trial that is

eligible for observing drug use in public. At present, the number
of phase IV trials (n=98) is far less than the phase III trials
(n=432) and other trials in other phases. However, it is a
reasonable number to raise the hope of obtaining significant
results from watching the effects of drug on a large number of
patients with COVID-19 around the world.
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Figure 6. Statistical summary of clinical trials registered in the ClinicalTrials.gov database according to the trial status (eg, completed, withdrawn,
suspended, terminated, or in progress), trials with results, and trials registered in different phases.

Secondary Resources
In this section, we present global-scale initiatives founded on
the data acquired from primary-level sources at the secondary
level. These initiatives are not discussed in any specific order.
Most of these initiatives were pertinent to creating metadata on
research literature articles for subsequent analysis and research.

CORD-19
CORD-19 (COVID-19 Open Research Dataset) is a free, open
research data resource consisting of 130,000 scholarly articles
about the novel coronavirus available for the global research
community [29]. CORD-19 is updated every week with newly
published research to facilitate the development of text mining
and information retrieval systems, and it has been downloaded
over 75,000 times in the first month of its release [29]. The
articles in CORD-19 are derived from four primary-level
repositories that include PubMed Central (PMC) [30], the
bioRxiv and medRxiv preprint servers, and the WHO COVID-19
Database. The significant accomplishment of CORD-19 is the
cleaning of metadata and machine readability of the full text.
A simple deduplication logic of creating clusters for retaining
similar articles, unless there is a conflict, is applied after

metadata from each source is cleaned and formatted into
CORD-19. After cleaning, the content is parsed from
PDF-formatted papers into a JSON (JavaScript Object Notation)
schema, which is simple to utilize for different text-mining
tasks.

One of the CORD-19 data set features is the article’s source,
which represents the name of the publisher. Overall, 7 unique
sources are enlisted; however, multiple sources are mentioned
for articles published in more than one source. The 7 individual
sources comprise articles that are either unique to them or are
shared with other sources. In Figure 7, the articles shared among
different resources are visualized using a Battle Venn diagram
where the common area represents the number of shared articles.
The intensity of color shows the high number of sources that
share those articles. For instance, Medline has 84,399 articles
that are not published anywhere else. However, it shares several
articles with other sources; for example, with PMC, it shares
62,808 articles. No article is common in all the sources;
however, 4 articles were shared among all the sources except
Elsevier and arXiv. The R programming code and data files are
available from the “COVID-19-Resource-Categorization”
GitHub repository [31].
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Figure 7. Number of articles published unique to each resource with no intersection (ie, these articles were not published in more than one resource).
PMC: PubMed Central, WHO: World Health Organization.

LitCovid
LitCovid is a hub of curated literature of scientific articles about
COVID-19 [32-34]. The source is updated daily and has access
to about 29,000 (and still growing) articles in PubMed. One
unique feature of this effort is that identification of relevant
articles is 35% better than the conventional keyword-based
searches [34]. For improved accessibility, additional information
has been added. The articles are categorized by research topics
that include general information, mechanism, treatment, case
report, transmission, disease diagnosis, prevention and epidemic
forecasting, and geographical locations [34]. Under each topic,
three additional important pieces of information are

indexed—chemicals (the name of chemical products, like
Remdesivir, used in different trials), journals, and countries (the
host country of the research).

An associated effort extended by PubTator Central [35] derives
articles from LitCovid and annotates them with 6 entity types,
also called bio concepts—gene, disease, chemical, mutation,
species, and cellline. The annotations of these entity types are
made in different colors (Figure 8). For example, if a disease
concept appears in the title or abstract, it is highlighted in
yellow. Similarly, chemical names appear in green and a gene
in purple. These annotations support text- and data-mining
activities and are available for download in XML (Extensible
Markup Language) format.
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Figure 8. Annotated entity types highlighted in different colors in the title and abstract.

COVID-19 Evidence Alerts
COVID-19 Evidence Alerts is a McMaster University service
that alerts users to current best evidence about COVID-19 [36].
It notifies users about the reports published in MEDLINE-based
journals, which are critically appraised for scientific merit. Each
appraised report is assigned a study category: diagnosis,
etiology, treatment, prognosis, guideline, and clinical prediction.
Reports with sufficient scientific merit are appraised as
“higher-quality studies for clinical attention.” Studies that
provide lower-quality scientific evidence are posted as well
with at least one reason for their lower-quality designation (eg,
not a randomized controlled trial). There are also reports that
are relevant but may not be assigned to a specific study category.

This service is beneficial for applications that involve clinical
decisions. As of June 30, 2020, about 2700 reports had been
posted accumulatively in all three categories; this list is growing
and updated every weekday. Out of all the appraised reports,
about 70 belong to the higher-quality category; this demonstrates
that less than 3% of reports meet the criteria for clinical
relevance and scientific merit; 34% did not meet the criteria for
scientific merit, and 63% did not belong to a study category.
There were two times more studies that did not belong to a study
category than those that belonged to at least one study category.

CALC-19
The COVID-19 Advanced Literature Classifier (CALC-19) is
a classifier of medical literature about COVID-19. The data are
updated every week; as of July, the data set included more than
150,000 scholarly articles where each article is tagged by
country, year, source, topic, and keywords [37]. CALC-19
extracts all of its articles from the CORD-19 data set and adds
metadata like MeSH (Medical Subject Headings) keywords,
authors, date of publication, and journal of publication in
addition to the title and abstract. Users can search for articles

of interest using different filters and tags provided by the service.
The searched articles can be downloaded in Excel, CSV,
Endnote, RIS, BibTex, and a new Health Level Seven (HL7)
Fast Healthcare Interoperability Resources (FHIR) JSON format.
The CALC-19 service is powered by the PICO Portal, which
provides a platform to accelerate research and innovation by
leveraging artificial intelligence and creating efficient systematic
reviews of studies.

Evidence Aid COVID-19
Evidence Aid [38] is a collection of summaries of high-quality
research studies. The collection is available in English with
translations in 5 languages: French, Spanish, Portuguese, Arabic,
and Chinese. This collection comprises summaries of systematic
reviews to provide a quick overview of relevant and impactful
information about COVID-19 concerning health conditions,
outcomes, and other aspects necessary for the recovery period.

Each summary of a systematic review consists of subsections
such as “Citation,” “What is this?” and “What was found.” The
citation section includes information on the title of the
systematic review, authors, publishing venue, date, and page
information. The “What is this?” section summarizes
information about population, experimental setup, environment,
location, etc. The “What was found” section describes the
findings and outcomes of the trials included in the systematic
review (eg, the impact of a drug on patients with COVID-19 as
positive, negative, or no effect).

Comparative Summary of Initiatives
The initiatives discussed as a part of the secondary-level
resources are summarized in Table 3 to provide a comparative
analysis of different aspects, such as dependent resource
information, applications, language support, human validations,
and download formats.
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Table 3. Comparative summary of secondary-level resources based on different features that are important for researchers to expand their work on
COVID-19.

Export formatHuman expert
verified

Multilingual
support

Update frequencyDirect applicationsBaseline resourceInitiative or feature

CSVdN/AN/AcWeeklyIR and TMbOriginal researchCORD-19a

RISe, TSVfYesN/ADailyIR and TMPubMedLitCovid

N/AYesN/AEvery weekdaySystematic reviewCORD-19COVID-19 Evidence
Alerts

Excel, CSV, End-
note, RIS, BibTex,

HL7 FHIRh JSONi

Users can filter
records and tags
to find records
relevant to their
work

N/AWeeklyIR and TMCORD-19CALC-19g

N/AYesYesN/AEvidence-based
medicine, clinical
decision support,
guidelines

Systematic reviewEvidence Aid COVID-
19

aCORD-19: COVID-19 Open Research Dataset.
bIR and TM: information retrieval and text mining.
cN/A: not applicable.
dCSV: comma-separated value.
eRIS: Research Information Systems.
fTSV: tab-separated value.
gCALC-19: COVID-19 Advanced Literature Classifier.
hHL7 FHIR: Health Level Seven Fast Healthcare Interoperability Resources
iJSON: JavaScript Object Notation.

Tertiary Resources
The tertiary-level initiatives use the outcomes of secondary
resources for creating clinical guidelines, standards, and
vocabularies to provide direct assistance to medical professionals
and implementers of clinical decision support systems. The
WHO and the CDC are the two comprehensive resources that
provide general and all technical guidelines to the public and
health professionals. On top of this, other resources add, refine,
and customize their findings. The WHO publishes technical
guidelines in 14 different categories (eg, clinical care, infection
prevention and control, laboratory and diagnosis, etc) [39]. The
CDC offers guidelines for various stakeholders; for health
workers alone, it provides guidance in terms of 12 categories
(eg, testing, clinical care, infection control, etc) [40]. Numerous
initiatives derive guidance from the WHO and CDC guidelines,
such as Duodecim: EBM Guidelines Coronavirus Infections
[41] and COVID-19 guidelines listed in DynaMed [42].

COVID-19 Knowledge Accelerator
COVID-19 Knowledge Accelerator (COKA) [43] was first
initiated in late March 2020. Led by Brian Alper, COKA is an
add-on effort to an ongoing project, Evidence-Based Medicine
on FHIR [44], to accelerate the processing of massive research
data on COVID-19 in order to summarize and synthesize the
evidence in a standard format for computable expression. It
aims at resolving inefficiencies in current scientific
dissemination systems in which research data are transformed
into various noncomputable forms for human displays [45].
This initiative rightly identified the problem area of

noncomputable communication and channelized its efforts to
construct computable (structured) results directly from research
publications, thus accelerating evidence synthesis.

The initiative gained momentum over a short period of time,
and as of July 2020, COKA had more than 150 working
meetings with more than 40 active participants from more than
25 organizations from academia, industry, government, and
nonprofit organizations in 7 countries. Activities under this
initiative are divided into 3-team setups: project, process, and
system. Under each setup, four workgroup meetings are held
every week (for a total of 12 meetings/week). Participants
actively contribute to different meetings of their choice every
week, and a report of the discussion is shared at the end of each
day.

One of the key achievements of this initiative is the development
of citation resource schemas and instances. As of July, COKA
has created more than 36,000 citation resources for biomedical
publications in the CORD-19 data set. Moreover, a profile
resource, EvidenceReport, is another important outcome of this
initiative, an extension of the Composition resource. The
EvidenceReport resource provides a comprehensive report
referring to one or more than one resource(s). As of July, more
than 30 example reports related to COVID-10 have been
generated. In addition to resource schemas, COKA made
tremendous efforts in vocabulary mappings for evidence-related
resources. In a short time, COKA developed a 13-step Code
System Development Protocol in September 2020. HL7 FHIR
is used as the underlying standard to meet interoperability needs
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and support the global development of terminologies for the
exchange of scientific evidence [46].

ACTS COVID-19 Guidance-to-Action Collaborative
The AHRQ (Agency for Healthcare Research and Quality)
Evidence-Based Care Transformation Support (ACTS) initiative
of the COVID-19 Guidance-to-Action Collaborative aims to
improve the development, dissemination, and use of “living”
COVID-19 guidance [47]. The collaborative supports the
COVID-19 “knowledge supply chain,” that is, the
data-to-evidence-to-knowledge-to-guidance-to-action sequence
to make the processes of guidance development, workflow
integration, and knowledge supply chain more efficient and
effective. Among its primary functions, the collaborative
provides current solutions to urgent clinical challenges faced
by health professionals, helps guidance developers in tracking
COVID-19–related recommendations, fosters collaboration
among implementers of COVID-19 guidance summaries, and
facilitates coordination to optimize the flow of COVID-19
“evidence to action.”

The collaborative produces rapid guidance summaries that
provide a comprehensive description of existing evidence and
guidance from various sources such as the CDC, the WHO, and
the European CDC. The guidance summaries are not clinical
practice guidelines; therefore, they should not be used or
interpreted as such. Instead, they can help develop local
recommendations and policies. As of July, 20 guidance
summaries have been produced under two categories (ie, patient
care and operations). The guidance summary is structured with
a question form at the top addressing major recommendations,
followed by a list of evidence collected from various sources.

National Institutes of Health COVID-19 Treatment
Guidelines
In collaboration with other organizations, the National Institutes
of Health has developed treatment guidelines to support 297
clinicians in caring for patients with COVID-19 [48]. These
guidelines are updated frequently due to the quickly evolving
nature of clinical information on the new coronavirus. The
guidelines’ recommendations, which are based on scientific
evidence and expert opinion, possess two ratings: the strength

of the recommendations indicated as a letter (A, B, or C), and
the quality of the evidence indicated using a Roman numeral
(I, II, or III). A panel composed of experienced representatives
from 14 different organizations and societies, such as the
American College of Chest and Emergency Physicians, the
Food and Drug Administration, and the Society of Critical Care
Medicine, has been established to develop these guidelines. The
panel utilizes data from the published scientific literature on
COVID-19 and the experience of its members to develop the
recommendations in these guidelines.

The panel develops recommendations in clinical care areas, that
is, care of critically ill patients with COVID-19, including
antiviral therapy, immune-based therapy, and adjuvant therapy
guidelines for special populations such as pregnant women and
children. The panel’s approach to publishing the
recommendation in these guidelines can be learned from the
example recommendation provided about chloroquine or
hydroxychloroquine in the category of antiviral therapy: “The
Panel recommends against the use of high-dose chloroquine
(600 mg twice daily for ten days) for the treatment of COVID-19
(AI).” This example tells us that the strength of the
recommendation is “A,” which means that the statement is a
strong recommendation, and the quality of evidence is “I,”
which means it is supported with data from one or more
randomized trials with clinical outcomes and validated
laboratory endpoints.

American College of Surgeons Elective Case Triage
Guidelines for Surgical Care
The American College of Surgeons (ACS) has developed
recommendations for surgeons to identify which procedure
should be curtailed [49]. The ACS releases newsletters to update
recommendations on curtailing the performance of surgical
procedures continuously 2 times a week. As of July, the ACS
has published guidelines in 14 categories (eg, cancer surgery,
gynecology, neurosurgery, urology, vascular surgery, etc). Most
of the guidelines are provided in a descriptive form, but a few
include vascular surgery and orthopedic procedures. An example
of COVID-19 guidelines for the triage of vascular surgery
patients is provided in Table 4, describing the meaning of each
tier class (1, 2a, 2b, and 3) concerning surgery postponement.

Table 4. Examples of COVID-19 guidelines for the triage of vascular surgery patients.

Tier classConditionCategory

3: Do not postponeRuptured or symptomatic TAAAb or AAAAAAa

2a: Consider postponingAsymptomatic peripheral aneurysmPeripheral aneurysm

2b: Postpone if possibleRevascularization for high-grade restenosis of previous interven-
tion

Bypass graft complications

1: PostponeAsymptomatic carotid artery stenosisCarotid

aAAA: abdominal aortic aneurysm.
bTAAA: thoracoabdominal aortic aneurysm.

COVID-19–SNOMED Clinical Terms
SNOMED International, a leading health care terminology
organization, took steps to identify codes for different terms
related to COVID-19 [50]. In the March 2020 interim release,

24 records had been added, which increased to 49 records as of
August 11, 2020. A complete list of these concepts with Uniform
Resource Identifiers, fully specified name, and preferred term
is now available on Confluence [51]. The two most important
terms, “SARS-CoV-2” (organism) and “COVID-19” (disorder)
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have been given the identifiers 840533007 and 840539006,
respectively. A map of SNOMED Clinical Terms (SNOMED
CT) to ICD-10 (International Classification of Diseases, Tenth

Revision) is provided for two concepts: “COVID-19” and
“Exposure to SARS-CoV-2,” as described in Table 5.

Table 5. SNOMED CT (SNOMED Clinical Terms) to ICD-10 (International Classification of Diseases, Tenth Revision) map.

Target ICD-10 identifierSource SNOMED CT identifierPreferred term

U07.1840539006COVID-19

Z20.8840546002Exposure to SARS-CoV-2

Summary of Tertiary Resources
This section provides an inexhaustive list of initiatives that have
contributed to the creation of tertiary resources. As shown in

Table 6, the initiatives are categorized into three categories:
standard, guidelines, and terminologies. Information on the
group or organization has been provided to support future
applications to catalogue these resources in their services.
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Table 6. Summary of tertiary resources related to COVID-19–based standards, guidelines, and terminologies.

InitiativesCategory and organization/group

Standards

HL7 is a health information exchange standard. Using its current standard—Fast Healthcare Interoperability Re-
sources (FHIR)—different initiatives have been taken place related to COVID-19 that include COVID-19
Knowledge Accelerator (COKA) [43] and the Situational Awareness for Novel Epidemic Response (SANER)
Project using HL7 FHIR to enable easier reporting for public health [52].

Health Level Seven (HL7)

The ISO has compiled a list of freely available standards to support global efforts in dealing with the COVID-19
crisis [53]. It also features a list of national resources developed by ISO members in different countries to support
the fight against COVID-19 [54].

International Organization
for Standardization (ISO)

In response to the COVID-19 pandemic, the ANSI has initiated the Standards Alliance Phase 2 (SA2) [55], which
aims to reduce importation and regulatory barriers of COVID-19 testing kits and training resources on the use of
medical devices and testing equipment.

American National Stan-
dards Institute (ANSI)

Guidelines and recommendations

The NIH has developed a comprehensive set of COVID-19 treatment guidelines [48].National Institutes of Health
(NIH)

The ACS Elective Case Triage Guidelines for Surgical Care [49] aims to develop recommendations to help surgeons
identify which procedures should be curtailed.

American College of Sur-
geons (ACS)

The WHO is perhaps the largest source of information, guidance, and recommendations to support the fight against
COVID-19. In addition to general public health recommendations, it provides technical guidance on different
topics [39].

World Health Organization
(WHO)

Like the WHO, the CDC offers advice, recommendations, and guidelines for different stakeholders. For health
workers alone, it provides guidance on 12 categories that include testing, clinical care, infection control, etc [37].

Centers for Disease Control
and Prevention (CDC)

The AGA has developed recommendations based on the systematic review and meta-analysis of 47 studies and
10,890 unique patients with gastrointestinal symptoms [56].

American Gastroenterologi-
cal Association (AGA)

The FDA provides guidance related to drug development programs and the food industry impacted by COVID-19,
such as donating COVID-19 plasma and facilitating the development and availability of medical device therapeutics
to combat COVID-19 [57].

US Food and Drug Adminis-
tration (FDA)

Vocabularies and terminologies

As of August 11, 2020, SNOMED International has added 49 records related to COVID-19 [50].SNOMED Clinical Terms
(SNOMED CT)

The ICD-10-CM is an official coding and reporting guideline that provides important information needed to under-
stand the usage of ICD codes in the context of COVID-19 [58]. These codes can be searched in a newly released
user-friendly browser [59].

International Classification
of Diseases, Tenth Revision,
Clinical Modification (ICD-
10-CM)

The UMLS provides a set of COVID-19–related terms [60] mostly mapped to SNOMED CT and Medical Subject
Headings.

Unified Modeling Language
System (UMLS)

A new MeSH Supplementary Concept Record (SCR Class 3-Disease) was added on February 13, 2020, to the 2020
MeSH Browser in response to COVID-19 [61]. The most current updates are found on the MeSH Browser [62].
Using MeSH terms, the recommended search strategy for retrieving COVID-19–related biomedical studies is
“2019-nCoV OR 2019nCoV OR COVID-19 OR SARS-CoV-2 OR ((Wuhan AND coronavirus) AND
2019/12[PDAT]:2030[PDAT]).”

Medical Subject Headings
(MeSH)

LOINC introduced 264 codes in response to COVID-19 [63]. These codes are distributed in 5 categories: SARS-
CoV-2 lab tests (84 terms), LOINC terms for SARS-CoV-2 ask-at-order-entry questions (9 terms), convalescent
plasma (2 terms), LOINC terms related to public health case reporting (63 terms), and COVID-19 or telehealth
documents (106 terms).

Logical Observation Identi-
fiers Names and Codes
(LOINC)

COVID-19 Dashboard Applications
An array of dashboards has been proposed and implemented to
portray the influx of data and information related to COVID-19.
Here, we first discuss a set of well-known dashboards in use
and provide information on different forms that include
structured, unstructured, plane, and graphical.

Johns Hopkins University Interactive COVID-19
Dashboard
In response to the COVID-19 emergency, the CSSE at Johns
Hopkins University (JHU), in the United States, developed an
online interactive dashboard to visualize and track coronavirus
cases in real time [51,64]. Starting on January 22, 2020, the
dashboard data were updated manually, but with the increase
in the number of cases, the manual reporting process became
unsustainable and a semiautomated living data stream strategy
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has been used since February 1. This dashboard relies on several
data sources (eg, for the identification of new cases) and seeks
data from DXY China (it was initially the only data source),
Twitter feeds, online news, and direct communication sent to
the dashboard. The case numbers are duly confirmed with
regional and local health departments, including the respective
CDCs, health departments, and the WHO. This dashboard’s
main feature is real-time interactivity, which enables users to
see cumulative cases, active cases, and other information like
incidence rate on a global map. Users can click and select a
region on the map and see that region’s statistics. A US map is
provided separately with county-wise confirmed cases and
deaths. Moreover, it supports data in motion that show daily
trends of cases and deaths in different regions.

WHO COVID-19 Dashboard
Like the JHU CSSE interactive dashboard, the WHO provides
a live dashboard with COVID-19 case numbers and deaths
where users can use their mouse to hover over a map to obtain
an overview of cases across the world [16]. It provides two
kinds of maps: a bubble map and a choropleth map. Alongside
the maps are data tables detailing country-wise cumulative
confirmed cases, deaths, as well as newly reported cases and
deaths in the last 24 hours. It facilitates region-wise searches
(eg, Europe, Asia, and Africa) as well.

Worldometer Coronavirus Updates
Run by an international team of developers, researchers, and
volunteers, Worldometer provides global COVID-19 real-time
statistics on data collected, analyzed, and validated from
thousands of sources worldwide [65]. The data are claimed to
be trusted and used by different governments (eg, the United
Kingdom, Thailand, Pakistan, Sri Lanka, Vietnam, etc) and
private organizations (eg, JHU CSSE, the BBC, the New York

Times, etc). It provides country-wise statistics of new cases,
deaths, recovered cases, critical cases, tests per million, and
other important information. The most informative feature is
the searchable and clickable country-wise data table that can
be customized to include or exclude columns such as new cases,
total cases, deaths, and tests per million, which are presented
along with the total population of that country.

Other Efforts
Other than the dashboards mentioned above, dozens of
dashboards are available for use scoped by a specific country,
territory, or region. Coronaboard [66] provides COVID-19
statistics globally for the United States and three other countries
(the Netherlands, France, and South Korea) in their respective
languages. Almost all countries affected by the COVID-19
pandemic have put forth efforts to keep their populace informed
via easy-to-use and understandable communication methods.
For instance, Japan has developed its own dashboard [67], which
supports the Japanese language and other languages such as
English, German, French, and Arabic. Moreover, different media
groups such as CNN, the BBC, and the New York Times have
devised sophisticated dashboards, which rely heavily on JHU
data.

A Conceptual Framework COVID-19–Related
Knowledge Resources
Investigating diverse information at the three levels discussed
earlier enabled us to develop an enterprise architecture
framework for COVID-19–related knowledge resources. As
illustrated in Figure 9, the framework comprises the
categorization of efforts and initiatives, and organizes resources
at the primary, secondary, and tertiary levels, demonstrating
resource interconnectedness and flow of information.
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Figure 9. An enterprise architecture framework for COVID-19–related efforts and initiatives involving primary, secondary, and tertiary knowledge
resources. CORD-19: COVID-19 Open Research Dataset, FHIR: Fast Healthcare Interoperability Resources, EPPI: Evidence for Policy and Practice
Information and Co-ordinating Centre, JAMA: Journal of the American Medical Association.

The framework’s key feature is to enable tracking of a context
in terms of information resources at different levels. For
instance, if a user is interested in information that is an outcome
of a secondary-level initiative, the dashboard will provide the
required information resource(s) along with the dependent
resource(s) at the primary level. The resources are then
visualized in the form of dependency graphs generated
automatically in response to the user query.

Figure 9 is a high-level conceptual illustration of the
organization of COVID-19 resources in three logical layers
connected to analytics that enable the creation of user
applications such as analytical dashboards. In the following
sections, we discuss the physical design of resources at different
levels with relationships and properties, which demonstrates
the approach’s practicality.

Conceptual Modeling Using Knowledge Graphs
A robust and semantically enriched model is needed to manage
the highly interlinked COVID-19 information resources and
metadata. Based on the proposed framework, we created a
knowledge graph design to represent interlinked resources to
put data in context via linking and semantic information. An
example scenario is presented in Figure 10 to display the
suitability of the knowledge graph. Let us have 6 resources
named A, B, C, D, E, and F, where three resources (A, B, and
C) belong to primary, two resources (D and E) to secondary,
and one (F) to tertiary. Let resource F be dependent on resource
D, which depends on resources B and C. Similarly, let resource
E be dependent on resource A. The corresponding nodes in the
knowledge graph to represent the dependency among resources
is shown using the relationship node depends on, which has two
attributes, source category and target category. The source
refers to the category of resources it depends on, and the target
refers to the category of resource created as a result.
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Figure 10. A knowledge graph representation reflecting an example scenario of 5 resources A, B, C, D, and E with their mutual dependencies.

Each resource has at least three attributes—identifiers, name,
and type—where the type represents the subcategory within the
primary, secondary, or tertiary category. For instance, resources
whose type is data resources are research publication resources
in the primary category.

Maintenance of Knowledge Graphs
The rich feature set of knowledge graphs that include classes,
relationship types, and categorization support greatly help to
resolve the resource maintenance challenge. Adding a new
resource to the database by assigning the correct class of
primary, secondary, and tertiary requires the users to input
metadata about the resource. The input data may consist of
dichotomous questions to support structured queries run on the
underlying graph database to infer the target class for the
resource, and saving a new resource must look for duplication
by checking multiple parameters.

Visualization Using Knowledge Graphs
Current COVID-19 dashboards typically represent time-series
visuals and geographic maps, with exceptions of dashboards
that respond to the pandemic by showing clinical trials, policy-
and finance-related interventions, and social distancing
directives [68]. Some dashboards include contact tracing data;
however, resource dependency–tracking dashboards are not
seen in the literature. Novel knowledge graph visualization
algorithms are emerging, customized to support resource
tracking with their dependencies and metadata semantics.

Discussion

We conducted this study to classify COVID-19 resources into
a three-level structure. We designed a two-phase research design
approach to locate COVID-19 resources and their placement,
and conceptualize the architecture in the first phase while
developing and testing the contextual dashboards in the second
phase. We surveyed various efforts and initiatives worldwide,
provided descriptive statistics, and classified them into primary,
secondary, and tertiary categories. The proposed categorization
led us to design knowledge graph–based models for developing
contextual dashboards. A dependency graph theory was
incorporated to visualize the results of information resources
and their interdependence. The proposed work enables other
applications such as search engines, interactive dashboards, and
tracking systems to capture contextual information of
COVID-19–related resources. Using knowledge graph models
for application development will add transparency to the
information infrastructure, thus increasing the trust factor.
Moreover, the semantics captured in subgraphs of the whole
COVID-19 resource categorization knowledge graph can
provide more domain information and thus significantly improve
the performance of machine and deep learning models [69].

The knowledge graph has the capabilities to store a resource
and associated metadata about the resource. The metadata is
linked to the resources via a well-established relationship
mechanism defined in the knowledge graph. These relationships
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provide a baseline context to the stored resources, making them
more explicit and distinctive from each other. Using existing
relationships in the knowledge graph could create new types of
relations in the knowledge graph. Using reasoning on these
extended contextual relationships could help recognize and
classify the COVID-19 resources into three explicit categories.
In addition, we can seek help from human experts to create an
initial set of resources with explicit categorization, which can
be used as a seed input to develop a machine learning model.
The learned machine learning model can be used as a
classification model for resource categorization, and the feature
set can be used to create entities and relationships in the
knowledge graph.

Moreover, knowledge graph–based representation will be a
great source of assistance in data preparation for machine
learning models. For instance, the source and target entities
associated with each other through a relation communicate a
context that is useful in word embeddings. Using machine
learning over other graph databases lacks two main components:
(1) the metadata related to data, which is coined as lacking a
piece of contextual information; and (2) the lack of a functional
module, also called the reasoning module, to interpret or
transform the actual data in the presence of metadata. The
knowledge graph as a source to machine learning exposes the

actual data, metadata, and contextual relationships. The
additional meta information and contextual relationship improve
machine learning outcomes in three main ways. First, the model
created from actual data associated with contextual information
provides more intelligent predictions or accurate classification.
Second, based on the learning patterns of machine learning, the
knowledge graph reasoning capability enhances the model with
additional rules and generates other contextual relationships.
Third, if required (and this depends on the design of the
knowledge graph), some information may be inferred by the
knowledge graph during modeling and embedded to the learning
phase of the machine learning method.

This study’s resource categorization can help develop
applications for various purposes for combatting the novel
coronavirus. First, it provides a baseline for the further
categorization of resources in each level. Further classifications
can be introduced in each level to make its use more specialized
and customized. Second, it allows for the development of
customized search engines for users to obtain results more
precisely. Third, it enables specialized dashboards constructed
on the information to be structured into three levels. Finally,
the proposed framework is extendable to bring clinical and
genomic resources together by highlighting their associations
to help disease monitoring and tracking.
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Abstract

Background: Simulation study results suggest that COVID-19 contact tracing apps have the potential to achieve pandemic
control. Concordantly, high app adoption rates were a stipulated prerequisite for success. Early studies on potential adoption were
encouraging. Several factors predicting adoption rates were investigated, especially pertaining to user characteristics. Since then,
several countries have released COVID-19 contact tracing apps.

Objective: This study’s primary aim is to investigate the quality characteristics of national European COVID-19 contact tracing
apps, thereby shifting attention from user to app characteristics. The secondary aim is to investigate associations between app
quality and adoption. Finally, app features contributing to higher app quality were identified.

Methods: Eligible COVID-19 contact tracing apps were those released by national health authorities of European Union member
states, former member states, and countries of the European Free Trade Association, all countries with comparable legal standards
concerning personal data protection and app use voluntariness. The Mobile App Rating Scale was used to assess app quality. An
interdisciplinary team, consisting of two health and two human–computer interaction scientists, independently conducted Mobile
App Rating Scale ratings. To investigate associations between app quality and adoption rates and infection rates, Bayesian linear
regression analyses were conducted.

Results: We discovered 21 national COVID-19 contact tracing apps, all demonstrating high quality overall and high-level
functionality, aesthetics, and information quality. However, the average app adoption rate of 22.9% (SD 12.5%) was below the
level recommended by simulation studies. Lower levels of engagement-oriented app design were detected, with substantial
variations between apps. By regression analyses, the best-case adoption rate was calculated by assuming apps achieve the highest
ratings. The mean best-case adoption rates for engagement and overall app quality were 39.5% and 43.6%, respectively. Higher
adoption rates were associated with lower cumulative infection rates. Overall, we identified 5 feature categories (symptom
assessment and monitoring, regularly updated information, individualization, tracing, and communication) and 14 individual
features that contributed to higher app quality. These 14 features were a symptom checker, a symptom diary, statistics on
COVID-19, app use, public health instructions and restrictions, information of burden on health care system, assigning personal
data, regional updates, control over tracing activity, contact diary, venue check-in, chats, helplines, and app-sharing capacity.
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Conclusions: European national health authorities have generally released high quality COVID-19 contact tracing apps, with
regard to functionality, aesthetics, and information quality. However, the app’s engagement-oriented design generally was of
lower quality, even though regression analyses results identify engagement as a promising optimization target to increase adoption
rates. Associations between higher app adoption and lower infection rates are consistent with simulation study results, albeit
acknowledging that app use might be part of a broader set of protective attitudes and behaviors for self and others. Various features
were identified that could guide further engagement-enhancing app development.

(J Med Internet Res 2021;23(6):e27989)   doi:10.2196/27989

KEYWORDS

COVID-19; contact tracing; app-based tracing; Mobile App Rating Scale; user engagement; human–computer interaction

Introduction

COVID-19 Contact Tracing Apps
For the first time, digital technology could play a key role in
fighting a global health crisis. Particularly, COVID-19 contact
tracing apps have been advocated as a way to achieve pandemic
control, avoid or leave lockdowns [1], and return to normalcy
[2]. Contact tracing and other nonpharmaceutical measures—like
testing, case isolation, quarantining, hygiene, decontamination,
and physical distancing—are especially important in situations
where vaccinations and effective treatment are not widely
available. Even in light of achievements in developing the first
available vaccines [3], several countries will have been locked
down twice or even three times (eg, Germany and Austria both
as of December 2020) before pandemic control is expected to
be reached through vaccination dissemination.

The potential advantage of contact tracing apps consists in
shared characteristics of digital technology and the SARS-CoV-2
virus: speed and spread. SARS-CoV-2 is being transmitted
between people at a high speed. Hinch and colleagues [4] have
assumed a generation time for virus transmission of just 6 days
and an epidemic doubling time of 3-3.5 days, resulting in a large
proportion of the population potentially becoming infected
within short periods of time in the absence of any effective
intervention. For this reason, modeling study results have
continuously suggested that manual contact tracing might be
too slow, largely due to personnel limitations, and only feasible
in locations with low incidence rates [1,2,5]. Briefly, manual
contact tracing is a process by which some index person with
confirmed infection reaches out to contact health authority
personnel to provide information about other people with whom
they have come in contact with and whom they, thereby, might
have infected. The health authorities then trace those people to
inform them about their possible infection and the necessity
that they seek testing or quarantine themselves [5].

Major advantages of digital technology are its large scalability
and its potential to speed up the tracing process. Key features
of contact tracing apps for COVID-19 consist of informing
others immediately of having been in contact with a person who
is infected, thus speeding up isolation, testing, and quarantining.
Moreover, contact tracing apps with symptom checkers can also
reduce testing delay (ie, the time duration between symptom
onset and subsequent testing) by immediately referring people
to testing facilities [5] and reduce the time of uncertainty by
providing test results more quickly. Moreover, digital contact
tracing might be more reliable than manual tracing, as it is not

affected by recall bias [2], especially of casual contacts, and
allows for anonymous contacts to be traced [5]. Finally, once
released, contact tracing apps may reach the majority of the
population within a short period of time. It is estimated that 3.6
billion people worldwide already had access to a mobile device
in 2020 [6]. In Europe alone, 540 million people (72% of the
population) are currently in possession of a functional
smartphone [6].

App Adoption and Effectiveness
Acceptance by the potential users is the major challenge for
COVID-19 contact tracing apps reaching their potential.
Simulation studies concordantly emphasize the importance of
high rates of app adoption in the population. In a best-case
scenario, Xia and Lee [2] found that 90%-95% of the population
must use a contact tracing app to stop the spread of COVID-19
and allow normalcy without physical distancing. Based on data
for the United Kingdom, Hinch and colleagues [4] found that
the pandemic could effectively be suppressed if 80% of
smartphone users, or 56% of the population, use a contact
tracing app. Kretzschmar and colleagues [5] used data from the
Netherlands and investigated different scenarios including
adoption rates. In a best-case scenario in which the app adoption
rate is 80%, almost 80% of forward transmission could be
prevented. Interestingly, even with an adoption rate of 20%,
contact tracing apps were more effective than manual tracing,
and just 40% of the population needed to use the app to control
the pandemic. Yasaka and colleagues [7] found the best results
for an adoption rate of 75%, but even a rate 25% could provide
some suppression of the infection curve. Similarly, Moreno
López and colleagues [8] reported that a 30% adoption rate of
tracing apps could be sufficient to reduce the pandemic to a
manageable level if the dynamics of infection are moderate.
Braithwaite and colleagues [9] presumed a quadratic relationship
between a population’s app adoption rate (ie, 80% adoption
rate) and associated reductions in transmission (ie, 64% of
contacts notified). However, assuming an adoption rate of 53%,
Kucharski and colleagues [10] suggested that manual tracing
is more effective than digital tracing. It should be noted that no
empirical data have yet been published, with all the
aforementioned numbers merely the result of modeling studies
whose parameter settings might be debated (eg, assumptions
made by Kucharski and colleagues [10] about the capacity of
manual tracing in high incidence situations might be too
optimistic). In a recent combined simulation and observational
study, Wymant and colleagues [11] found that every 1% increase
in app adoption lead to a decrease of 0.8% up to 2.3% in
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infections. To summarize, these studies suggest that high
adoption rates are vital for contact tracing apps to play a key
role in fighting COVID-19 but that “lower numbers of app users
[would] also have a positive effect” [4].

Initial studies on the intention to download and use a contact
tracing app were encouraging. In a large multinational study in
Western countries (France, Germany, Italy, the United Kingdom,
and the United States), the intention to use a contact tracing app
ranged from 68% to 75% [12]. In a Belgian study, 49% of
participants intended to use a contact tracing app [13]. In a large
study in Ireland, 83% claimed that they would either definitely
or probably install a contact tracing app on their smartphone
[14]. Additionally, in a Dutch sample, app adoption rates varied
between 59% and 66%, depending on the app’s features [15].

Numerous factors have been investigated as potential predictors
of app adoption. They have included potential users’ age,
gender, comorbid illness, smartphone use, trust in the
government, opt-in installation [12], belonging to a higher risk
group, general trust in others, privacy concerns [16], the
presence of serious health conditions, level of education, fear
of infection, expected general adoption rate in the society [15],
attitudes toward protecting family members and friends, feeling
responsible to the community, COVID-19–related worry [14],
perceived benefits, cues to use the app in the media, and
self-efficacy toward properly using the app [13].

Quality Characteristics
Although such personal characteristics, individual expectations,
and societal variables are important, quality-related
characteristics of contact tracing apps might also play an
important role in their acceptance and adoption rates. According
to Stoyanov and colleagues [17], a health app’s quality
characteristics can be subcategorized into those pertaining to
engagement, functionality, aesthetics, and information quality.
These four dimensions of COVID-19–related app quality were
investigated in an early review published by Davalbhakta and
colleagues [18], focusing on India, the United States, and the
United Kingdom. Most apps provided information on
COVID-19 or included symptom checkers. In general, the
quality of COVID-19 apps was above average, and apps were
designed to achieve higher scores in functionality, while features
to make apps engaging and important to the user were not as
highly considered. Interestingly, adoption rate (measured
through the number of app downloads as a proxy for adoption)
was not correlated with app quality. For Europe, Davalbhakta
and colleagues [18] claimed that apps generally focus on
providing high quality information from credible sources but
often lack creative and interactive methods to provide this
information. At the time of their review, only two COVID-19
contact tracing apps from national health authorities had been
launched in the European Union. Since then, almost all European
countries have developed and launched COVID-19 contact
tracing apps. To the best of our knowledge, their quality
characteristics and actual adoption rates have not been yet
systematically investigated.

The primary aim of this study is, therefore, to investigate the
quality characteristics of European national COVID-19 contact
tracing apps, in terms of their engagement, functionality,

aesthetics, and information quality. A secondary aim is to
examine quality characteristics and their associations with app
adoption rates. Likewise, we will investigate adoption rates and
associated numbers of confirmed COVID-19 cases as a measure
of pandemic control. Furthermore, we also will analyze features
embedded within COVID-19 contact tracing apps. Finally, based
on our results and the identification of apps with the highest
quality scores, we will provide recommendations for optimizing
contact tracing apps and increasing adoption rates.

Methods

Search Strategy
Eligible countries were member states of the European Union,
former members (the United Kingdom), and countries of the
European Free Trade Association (Switzerland, Iceland,
Norway, and Liechtenstein). These countries share similar
standards of voluntariness of app use, data protection, and
privacy regulations, namely the European General Data
Protection Regulation (GDPR) or regulations that are equivalent
to these standards. Further inclusion criteria were a tracing app
launched by a national health authority, voluntary app use,
unrestricted access to the app, English version available, and
app launch at least 4 weeks before the review was conducted.
To identify all relevant national COVID-19 contact tracing apps,
an English Google search was performed using the keywords
“corona tracing app,” “corona app,” and “covid app” combined
with the name of each country. For the United Kingdom, we
considered England, Scotland, Wales, and Northern Ireland
separately. For some countries, no national tracing apps were
identified directly; therefore, the search was repeated in each
country’s main language using translation software. The apps
were then downloaded through the Google Play Store or Apple
App Store.

Interdisciplinary Quality Rating
Quality characteristics were assessed with the Mobile App
Rating Scale (MARS) [17] using the German version [19]. The
MARS quality section consists of four subscales: engagement,
functionality, aesthetics, and information quality. These scales
collectively contain 19 questions that reviewers are asked to
respond to using a 5-point response scale (1: inadequate; 2:
poor; 3: acceptable; 4: good; 5: excellent). One item directed
at the level of evidence of treatments (item 19) was excluded.
For each scale, the mean score was calculated, ranging from 1
to 5. The MARS has been shown to exhibit very good internal
consistency (α=.90) and interrater reliability (intraclass
correlation coefficient [ICC] 0.79) [17].

Four reviewers were used in this study: two researchers with a
background in e–mental health and two researchers from the
human–computer interaction field. All experts rated the apps
independently of each other, after each rater finished the rater
training proposed by Messner and colleagues [19] and practiced
ratings on 3 apps for depression. The scores were combined and
ICCs calculated for each app. In cases of ICCs below 0.75,
discrepancies in ratings were discussed until consensus about
the rating was reached, as proposed by Messner and colleagues
[19]. For the ratings, two devices operating with iOS and two
with Android were used.
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Adoption Rates
All app developers were asked, via email, to provide the
numbers of downloads. In cases of no reply, a reminder was
sent after 1 week. If answers from developers could not be
attained personally, the number of downloads was extracted
from published statistics by national health authorities, app
developers, or other publicly available sources. We calculated
the percentual of the download count within the population in
each country to obtain the overall adoption rate. The total
download numbers, numbers of inhabitants, and data of retrieval
are available in Multimedia Appendix 1.

Infection Rates
For each country, the number of infected people were obtained
from publicly available data from the COVID-19 Dashboard
by the Center for Systems and Engineering at Johns Hopkins
University [20]. The time span from app release to the date of
measuring adoption rate was considered. Numbers are reported
in Multimedia Appendix 1.

Statistical Analysis
A mixed methods approach was used for this review. For the
MARS total score and each subscale, the mean score was
calculated and reported, ranging from 1 to 5. ICCs were
calculated using a two-way mixed effects average measures
model with absolute agreement [17]. To explore associations
between contact tracing app quality characteristics and adoption
rates, scatterplots and trend lines were presented together with
univariate ordinary least squares (OLS) and Bayesian regression
analysis [21]. Due to the expected low sample size of European

contact tracing apps, any significance testing and relying on P
values are highly likely to miss existing associations (type II
error). Therefore, we focused on effect sizes and reported all
associations exceeding a medium effect size, as recommended
by Cohen [22].

Additionally, we calculated adoption rates for best-case
scenarios (best-case adoption rate [BCAR]), assuming that app
quality characteristics were optimized (five points on the
MARS). The same analyses were conducted to investigate
associations between adoption rates and measures of pandemic
control.

As part of our qualitative analysis, all raters were instructed to
identify features of the tracing apps that, in their opinion, might
increase user engagement and adoption rates. Features were
identified by all raters and then discussed and classified by all
authors. As a result, all apps were analyzed with respect to the
features they offered. Additionally, apps with high scores on
the various MARS items were presented as examples of best
practice. Finally, MARS ratings, identified features, and best
practice guided recommendations for optimizing acceptance
and adoption of COVID-19 contact tracing apps are proposed.

Results

Search
We identified 21 contact tracing apps that we then included in
our quality review. For a detailed description of the search
process, see Figure 1.

Figure 1. App selection process flowchart.
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Interdisciplinary Quality Rating
For 17 apps, ICCs between 0.75 and 0.89 were detected,
indicating good interrater reliability, while excellent interrater
reliability (ICC>0.90) was observed for 2 apps. Due to low
ICCs, ratings for 2 apps needed to be discussed, resulting in
moderate ICCs of 0.70 (France) and 0.65 (Poland) [23].

In general, the average MARS total score was 3.97, indicating
above average app quality, with mean scores ranging from 3.53
to 4.42 (see Table 1 and Figure 2). The Irish app was rated best
(MARS ∅=4.42), almost 1 SD above the app with the second

highest rating (Finland; MARS ∅=4.24). With regard to app
quality characteristics, functionality, aesthetics, and information
quality scored over 4 points. High scores for information quality
and functionality were especially associated with low variance,
indicating small differences between the apps (Table 1). The
scores for engagement were lower, on average, and the
differences between apps larger. Although high scores for
functionality reflect a ceiling effect and scores for aesthetics
and information quality a close-to-ceiling effect, lower scores
for engagement indicate opportunities for improvement.

Table 1. MARS rating scores on all apps (N=21).

Adoption rate
(%)

Downloads, nInformationAestheticsFunctionalityEngagementMARSa

total

App nameCountry

22.92 (12.51)97,097,0514.09 (0.18)4.16 (0.37)4.43 (0.28)3.34 (0.45)3.97
(0.22)

N/AbAll, mean (SD)

14.811,312,0633.883.834.563.253.85Stopp Corona
App

Austria

19.202,200,0004.254.334.633.504.14CoronalertBelgium

1.9378,5343.884.084.632.603.72Stop COVID-
19

Croatia

13.561,443,6914.133.504.383.353.86eRouškaCzech Republic

35.9720,361,2534.334.254.563.754.21NHS COVID-
19

England/Wales

17.31224,8334.173.924.443.003.86HOIAEstonia

50.742,800,0004.174.424.753.804.24KoronavilkkuFinland

17.3111,600,0004.084.174.443.804.10Tous Anti-
COVID

France

29.1524,200,0004.134.504.563.454.10Corona-Warn-
App

Germany

40.00142,7963.713.833.693.003.53Rakning C-19Iceland

44.862,200,0004.044.754.754.404.42COVID Tracker
Ireland

Ireland

16.5710,000,0004.214.924.503.304.14ImmuniItaly

13.74263,8484.264.504.633.454.16Apturi COVIDLatvia

17.0684,2104.214.084.252.853.82CovidAlert
Malta

Malta

25.014,321,4434.334.334.562.903.99Corona Melder
NL

Netherlands

4.311,637,9274.043.753.694.103.93STOP COVID
ProteGO Safe

Poland

27.472,822,5224.214.004.443.103.92STAYAWAY
COVID

Portugal

31.121,700,0003.793.584.133.103.64Protect Scot-
land

Scotland

14.27297,0003.964.174.563.353.96#OstaniZdravSlovenia

14.006,571,6003.833.924.382.703.65Radar COVIDSpain

33.182,835,3314.214.504.443.354.07SwissCovidSwitzerland

aMARS: Mobile App Rating Scale.
bN/A: not applicable.
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Figure 2. Bayesian regression with trend lines and 80% CIs (blue shaded area) for app characteristics and adoption of COVID-19 contact tracing apps.
MARS: Mobile App Rating Scale.

Adoption Rate
European COVID-19 contact tracing apps had an average
population adoption rate of 23%, with high variation between
countries, indicated by an SD of 12.5%. Taking different
population sizes into account, the overall adoption rate was
estimated at 22%. Adoption varied between the highest rates
for Finland (51%), Ireland (45%), and Iceland (40%), and the
lowest for the Czech Republic (14%). Poland (4%) and Croatia
(2%) were considered low adoption outliers. Data on app release
are summarized in Multimedia Appendix 1.

App Quality Characteristics and Adoption Rates
The MARS total score and two dimensions of quality
characteristics exceeded the minimum threshold for an

intermediate strength correlation: general app quality (MARS
total score; R=0.35), engagement (R=0.35), and aesthetics
(R=0.31). To calculate the BCAR, we conducted a univariate
Bayesian linear regression using 20,000 Markov chain Monte
Carlo draws for each app characteristic. Results are presented
in Table 2 and Figure 2. This analysis yielded one BCAR
distribution per app characteristic (Figure 3), resulting in a mean
BCAR of 44% for apps with maximum general app quality,
40% for apps designed in the most engaging way, and 32% for
apps with maximum scores for aesthetic design. Among app
quality characteristics with high average scores—functionality
and information quality—no associations exceeded the minimum
threshold.
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Table 2. Regression analysis app characteristics correlated with moderate-effect sizes for adoption of COVID-19 tracing apps (results for Bayesian
regression are based on 20,000 draws).

BCAR 90%
percentile

BCARBCARa,b 10%
percentile

t test (df)Slope, mean (SD)t test (df)Intercept, mean (SD)RPredictor

61.2143.5625.281.56 (19)19.82 (12.69)1.10 (19)–55.68 (50.43)0.349MARSc total score

Quality characteristics (dimensions)

53.6939.5425.771.60 (19)10.02 (6.25)0.50 (19)–10.53 (21.07)0.354Engagement

34.7826.5617.710.60 (19)6.21 (10.34)0.10 (19)–4.58 (45.83)0.139Functionality

41.1832.1722.961.36 (19)10.90 (8.04)0.67 (19)–22.36 (33.61)0.314Aesthetics

48.1628.378.140.33 (19)5.53 (16.71)0.00 (19)0.33 (68.30)0.084Information

Specific quality characteristics (items)

41.1733.3225.371.82 (19)5.98 (3.29)0.31 (19)3.48 (11.07)0.405Interest (item 2)

57.4340.1822.871.28 (19)9.51 (7.45)0.31 (19)–7.31 (23.87)0.300Interactivity (item 4)

38.2032.2126.122.32 (19)13.99 (6.02)1.44 (19)–37.72 (26.19)0.488Target group (item 5)

35.2228.8622.411.46 (19)13.00 (8.89)0.89 (19)–36.04 (40.44)0.324Graphics (item 11)

33.2728.3023.291.93 (19)26.77 (13.84)1.59 (19)–105.55 (66.47)0.424Accuracy of app descrip-
tion (item 13)

37.0428.3019.410.87 (19)7.83 (8.99)0.28 (19)–10.72 (38.72)0.413Quantity of information
(item 16)

aBCAR: best-case adoption rate.
bBCARs are assuming maximum MARS scores.
cMARS: Mobile App Rating Scale.

Figure 3. Cumulative distribution of the BCAR; numbers in brackets indicate the mean BCAR for specific app characteristics. BCAR: best-case
adoption rate; MARS: Mobile App Rating Scale.

For 18 specific quality characteristics, six MARS items were
correlated with higher adoption rates with at least a medium
level effect (Table 2). Higher ratings for interesting use
facilitating frequent engagement correlated with higher adoption
(item 2; R=0.41) and an above average BCAR of 33%. More
interactive apps—allowing user input, providing feedback, and
containing prompts (item 4)—were directly correlated with app
adoption (R=0.30; BCAR 40%). Likewise, appropriate app
design for the target group (item 5) was correlated with the app

adoption rate (item 5; R=0.49, BCAR 32%). These three specific
app characteristics are part of the engagement dimension. Item
11 considers the quality of graphics and visual design of buttons,
icons, menus, and content as part of the aesthetic dimension.
Higher scores were correlated with higher adoption rates
(R=0.32; BCAR 29%). The accuracy of the app description in
app stores (item 13) and the quantity of information (item 16)
represent facets of the information quality dimension. A highly
accurate description of the components and functions of the app
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was correlated with higher adoption rates (R=0.42; BCAR 28%).
Likewise, comprehensive and concise information with links
to more information and resources was correlated positively
with adoption (R=0.41; BCAR 28%). The regression model for
the target group was the only one with significant effects.

App Adoption and Infection Rates
Next, the associations between app adoption rates and infection
rates due to COVID-19 were investigated (see Figure 4). Results
for Bayesian regression based on 20,000 draws suggested an
inverse correlation between app adoption and infection rates
after app release: the higher the adoption rate, the lower the rate

of infections (r=–0.606; P=.004). Based on numbers at the time
of assessing adoption (mean 22.92) and infection (mean 3.05)
rates, the results indicated that a 1-point increase in adoption is
associated with a 0.07 percentage points decrease in infection
rate, representing a change in infection rate of 2.30%. According
to the OLS regression (y = 4.23 + –0.07 * x), a zero rate of
infections (trend line intersects x-axis) is reached if the adoption
rate equals 60.43%. The SD of the intercept was 0.57 (t19=7.36),
and for the slope, it was 0.02 (t19=2.99). Excluding low adopting
outliers, the effects were even more pronounced for infection
rates (r=–0.656; P=.002).

Figure 4. Bayesian regression with trend lines and 80% CI for app adoption of COVID-19 contact tracing apps and infection rate after app release.

Features of COVID-19 Contact Tracing Apps
On qualitative analysis, various features of the COVID-19
contact tracing apps were identified that might contribute to
higher adoption rates. This section gives an overview of features
implemented by presenting best practice examples. We focus
on features that contributed to higher ratings in each MARS
dimension.

Engagement
Most features aimed to increase users’ engagement with the
app. Table 3 provides an overview of features believed to
enhance engagement beyond the core functionality of contact
tracing. Apps with high scores on engagement—like those in
Ireland, Poland, Finland, France, and England and Wales (see
Table 1)—provided best practice examples.
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Table 3. Features of COVID-19 contact tracing apps contributing to engagement.

CountriesCategories and fea-

turesa

SIvSCuPTtPLsNLrMTqLVpIToIEnISmHRlFRkFIjESiENhEEgDEfCZeCHdBEcATb

Symptoms

—✓z—✓————————✓z—✓—————y✓xSymptom check-

erw

———✓————✓————————————Symptom diaryaa

Regularly updated information provided within the app

—————✓z✓—✓——✓✓z————✓✓✓—Statistics on

COVID-19ab

—✓——————✓——✓—————✓✓——App useac

———✓z—✓z———✓z—✓✓z————————Public health in-
structions/restric-

tionsad

————————✓——✓✓z————✓—✓—Burden on health

care systemae

Individualization

———✓——✓✓✓✓————✓——————Assigning personal

dataaf

——————————————✓——————Updates on as-

signed regionag

Tracing

✓✓✓✓—✓✓✓✓—✓✓✓✓✓✓✓✓✓✓✓Control over trac-

ing activityah

———✓—————————————————Contact diaryai

——————————————✓——————Venue check-inaj

Communication

—————————✓———————————Chatak

———✓✓————✓———————✓✓——COVID-19–related

helplinesal

✓✓✓—✓—✓✓✓——✓————✓✓✓✓✓Sharingam

aThe specified functions represent the status as of December 5, 2020. App development is dynamic and additional features may have been released in
the meantime (eg, a contact diary and daily statistics have been added in the German app).
bAT: Austria.
cBE: Belgium.
dCH: Switzerland.
eCZ: Czech Republic.
fDE: Germany.
gEE: Estonia.
hEN: England/Wales.
iES: Spain.
jFI: Finland.
kFR: France.
lHR: Croatia.
mIS: Iceland.
nIE: Ireland.
oIT: Italy.
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pLV: Latvia.
qMT: Malta.
rNL: Netherlands.
sPL: Poland.
tPT: Portugal.
uSC: Scotland.
vSI: Slovenia.
wSymptom checker: symptom checker is used only if required.
xIncluded in this app.
yNot included in this app.
zIndicates that features are displayed on an external website.
aaSymptom diary: symptoms are monitored daily and symptom history is saved.
abStatistics on COVID-19: numerical information regarding infections, deaths, tested, etc.
acApp use: numbers of app downloads, transferred positive COVID-19 tests, warnings from the app, etc.
adPublic health instructions/restrictions: app links to current information on the pandemic, for example, on how to protect oneself from the virus or
which restrictions are currently in place.
aeBurden on health care system: numerical information on available intensive care units, numbers of COVID-19 cases hospitalized, etc.
afAssigning personal data: potential to provide personal data (telephone number, nickname, postal code).
agUpdates on assigned region: updates on the status of assigned region of residence.
ahControl over tracing activity: potential to disable tracing in app settings.
aiContact diary: users can document their contacts.
ajVenue check-in: using a Quick Response code, users check into venues.
akChat: app provides a chat function.
alCOVID-19–related helplines: app provides telephone numbers to seek help (medical).
amSharing: app has a (prominently displayed) button so the app can be shared.

Interest
Several apps provided a symptom checker. They included a
series of COVID-19–specific questions and provided individual
feedback and recommendations. Typically, users could assess
the occurrence and intensity of symptoms and receive
recommendations for appropriate action (eg, scheduling an
appointment at a test center). Users were free to check symptoms
as often as they wished. Some apps addressed the benefits of
checking symptoms by providing a link to an external website.
Accordingly, users had to leave the app, and those apps could
not make use of any data on the external website. However,
most symptom checkers saved symptomatic data and included
a history of symptoms within the app. In this case, a symptom
diary was coded. The symptom diary enabled users to monitor
symptoms that were displayed using a numeric and text-based
design. Graphic displays to present the course of symptoms
were not observed. Noteworthy is that the checking feature
implemented in the Polish app was a combined risk group
checker and symptom checker. Therefore, users must indicate
age and any pre-existing illness (eg, obesity along with current
symptoms), and feedback probably was provided by taking all
this information into account. A separate risk group checker
informing users about, for example, any increased risk of severe
COVID-19 symptoms, was not identified in any app. Besides
the symptom diary, a contact diary was observed in 1 app
(Poland). Users can take written notes on each contact, which
helps them to remember contacts and give more detailed
information in case of infection. Other modes of contact diary
input or output—like speech, picture, or location-based
notes—were not found. All these checking and monitoring

features lead to higher scores for engagement, as they provide
added value and invite users to interact with the app more often.

Features providing new and relevant information contributed
to higher scores in engagement as well. First, several apps
informed the users about current numbers of newly infected
people and the number of infected people who had died (see
Table 3). Second, some apps provided information on public
health measures, like current restrictions during a lockdown.
Third, users receive information on the capacity of and burden
on the health care system (eg, current number of hospitalized
patients or occupied beds in intensive care units, as done with
the French app). Fourth, some have features informing users
about the number of downloads, thereby informing them about
the size of the app-using community and motivating them to
share the app with others. Fifth, a few apps additionally
informed users about the protective behaviors of other users
(eg, number of shared positive test results; see Swiss app) or
about others’ self-protective behaviors, like the number of users
that conducted a symptom check that day (see Irish app). Such
features were rated positively, as they can strengthen a sense
of belonging to a community of people who take the pandemic
seriously and care for one another. However, it should be noted
that apps provided this information differently: sometimes
directly included in the app, while others provided a link to an
external website, thereby, interrupting users’ engagement with
the app.

Although paper-and-pencil lists were used in several countries
to document visitors (eg, museums) or customers (eg,
restaurants), the venue check-in (see English and Welsh app)
offered a digital solution as part of their tracing app by scanning
the QR (Quick Response) codes of pertinent venues. As all
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visitors are registered with a time stamp, it is possible to
exchange information on infections quickly and reliably.

Customization
Several features were identified that contributed to higher
customization ratings. First, with regard to visual customization,
the Portuguese app offered users the opportunity to switch
between different themes: dark mode, light mode, and automatic.
In this way, users can choose the mode that appeals most to
them, as opposed to most other apps, which were designed using
a one-size-fits-all strategy. Second, there was one example of
a customized welcome message (Polish app); with this, users
could voluntarily assign themselves a nickname to receive a
personalized welcome while using the app. Third, some apps
provide regional customization, like the English and Welsh app,
so users can receive news about the status of COVID-19 in their
own region of residence. To facilitate the identification of
COVID-19 hot spots, the Italian app asked users to indicate
their region of residence. Fourth, users can customize the
channel of support by voluntarily providing their phone number
as a callback option (Irish and Latvian apps). Fifth, most apps
offer to customize tracing functionality, meaning that users can
pause contact tracing. Most of these customization options were
voluntary. However, to be able to use the app, it was sometimes
mandatory for users to indicate their postal code (England and
Wales) or provide their telephone number (Iceland).

Interactivity
High interactivity facilitates interactions between users or
considers the interaction between the user and the app. First,
interactive symptom diaries and checkers were rated higher than
noninteractive versions of these features (eg, the app links to a
symptom checker on an external website). A high level of
interactivity also is achieved if symptoms can be checked within
the app and feedback provided based on the results, for example,
with recommendations regarding self-isolation and taking a test
(English and Welsh app) or friendly, encouraging feedback
when no symptoms are reported (Irish app). Likewise, the
interactive risk group checker provided individual feedback.
Lower interactivity was deemed present in apps that merely
included links to external websites to assess potential symptoms
of COVID-19. Second, features that allow users to share the
app with their family and friends in an easy and comfortable
way contributed to higher ratings for interactivity (eg, the Dutch
app). Third, 1 app provided users the option of interacting
directly with health officials via chat (Iceland).

Target Group
Adequate consideration of the target group relates to intended
users’sociodemographic characteristics, preferences, and needs.
First, all reviewed apps were rated to be designed for the average
user and the whole population, irrespective of user age, gender,
or socioeconomic background. Apps received higher scores
when the language used was easy to understand. Within most
apps’ illustrations, the icons and images supported textual
information and contributed to better understanding. Likewise,
almost all the apps were designed according to current trends
and standards. Noteworthy is that illustrations within the English
and Welsh app were designed to represent a diverse society

with people from different cultures. Second, the target group
can also be characterized by their needs and expectations (eg,
the need for predictability, users feeling well prepared when
they receive an alert, or using the app to share one’s own
positive test result with others). The Dutch app provides a good
example for a preview on how the app will alert the user in the
event of a detected encounter with a person who has tested
positive. To do so, this app uses explanatory text paired with
graphic support.

Functionality, Aesthetics, and Information
In general, the functionality, aesthetics, and information quality
of all the apps were rated highly, with minimal variance between
the ratings. Therefore, only a few features were identified that
could make a difference and potentially increase users’adoption
of the app. According to their MARS ratings, the rater team
identified best practice examples of app features for each
dimension: the Finish and Irish apps provide good examples
for functionality, the Italian for aesthetics, and the Dutch and
English/Welsh apps for information.

High scores for functionality were achieved by most of the apps,
as they performed very well. Their structure was easy to
understand because content areas were often clearly separated
by card-based layouts and marked with headings. Additionally,
all the apps were easy to use. In terms of navigation, some
differences appeared. For example, tab navigation with icons
and text in the footer and metanavigation integrated into the
header was rated highly, as this configuration allows easy
orientation (ie, Irish and Portuguese apps).

Most apps were rated highly with regard to aesthetics, with the
graphic design of most corresponding to design trends of the
years 2020 and 2021 (based on research by creative platforms,
creative experts, and agencies), thereby making them attractive
for most people. All apps used sans serif fonts and almost all
preferred illustrations over photos. Most apps and almost all
illustrations appeared in flat design, sometimes in combination
with light background gradients or background circles. The
character designs often appeared on monochrome backgrounds
(eg, Belgium, Germany, and Slovenia) in analogue color
schemes (eg, Italy and Finland) or with complementary color
schemes (eg, Germany and the Netherlands), presumably to
focus on the content or the message of the illustrations, rather
than to illustrate the app’s functionality. Disproportionate body
parts embodied the character design of some apps (eg, Italy),
for example, with small heads on large bodies with large limbs,
while detailed facial features were largely avoided. The modern
line art style was used especially for icons in most apps (eg,
Finland’s navigation tabs). Meanwhile, with the Estonian app,
this style was used for the entire app’s appearance. The use of
curved lines was an exception only observed with the Latvian
app. Buttons often appeared haptic, with drop shadows
compared to illustrations, making it easier for users to identify
elements of the interface that they can interact with.

Apps with the highest aesthetics ratings used different font styles
with high contrast and strong, saturated colors for components
of the interface design. Visual information groups were formed
using the law of proximity, in the form of cards, spaces between
components, and white space in general. Based on our
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assessment of the apps, visual appeal was mostly characterized
by flawless graphics and a uniform and professional design.
Small animations bring graphics to life (eg, Italy), stimulating
positive feelings in users.

High ratings for information quality were achieved by high-level
accuracy in app descriptions in app stores, reflecting the app’s
actual functionality. Likewise, the apps’ goals were well
described in the stores or within the apps. Some differences
were observed in the extent to which illustrations and
visualizations (tables, images, graphics) were used to deliver
information. Generally, apps with more illustrations and
visualizations were rated higher. Credibility of information was
rated high, as all apps were published by the health authorities
in their country of use. Noteworthy is the Dutch app, a good
example of providing concise and helpful information on how
to use the app. For example, users can easily understand how
the app will warn them if they ever come in contact with a
person testing positive for COVID-19.

Discussion

General Findings
This study investigated quality characteristics among European
COVID-19 contact tracing apps and explored these
characteristics’associations with user adoption rates. In general,
scores for functionality, aesthetics, and information quality were
high, and differences between the apps were minor. However,
the quality of features aiming to increase users’ engagement
with the app was lower, on average, with substantial differences
between the apps that reflected large differences in adoption
rates. Alongside quality ratings, we identified
engagement-friendly features implemented in tracing apps that
contribute to the higher quality of those apps, may guide further
development, and could increase the acceptance and adoption
of contact tracing apps in the general population. These
engagement-friendly features are presented within nine
recommendations for an engagement-oriented design for
COVID-19 contact tracing apps.

Findings in Context
Comparing the level of quality observed in our study to the
earlier review by Davalbhakta and colleagues [18], there is
increased quality of the COVID-19 contact tracing apps, with
an overall MARS rating 0.52 points higher, a 13% increase.
Especially with regard to information quality (+0.83) and
aesthetics (+0.68), apps achieved higher ratings, while scores
for functionality were almost unchanged. This overall
improvement is probably because the apps assessed in this study
were in place later in 2020, meaning that developers simply had
more time to improve features like aesthetics and engagement
beyond tracing core functionality. Differences in information
quality might be explained by all the apps in this study having
been released by the countries’ own national health authorities.
Interestingly, the relative order in tracing apps’ quality—with
functionality scoring highest, followed by aesthetics and
information quality, and engagement lowest—found both in
our study and the study conducted by Davalbhakta and
colleagues [18] has also been observed in apps for other health
conditions, like rheumatism [24], heart failure [25], and

posttraumatic stress disorder [26], and for health behaviors, like
physical activity [27], and might indicate a general
underemphasize of engagement-friendly designs for
health-targeted apps. Overall, adoption rates were substantially
lower than anticipated, based on the results of early acceptability
studies [12,15], and lower than several simulation studies found
to achieve pandemic control [2,4,7]. However, the observed
average adoption rate was close to 25%, which was a lower
threshold for a suppressive effect of tracing apps on the infection
curve in the study of Yasaka and colleagues [7], while Wymant
and colleagues [11] highlighted that every 1% increase in app
adoption leads to a meaningful decrease in infections. With
regard to acceptability studies, the discrepancy might be
explained by the gap between intention to use a tracing app and
actual behavior, a phenomenon known as the intention–behavior
gap [28]. Another explanation is the reliance on
nonrepresentative samples and the use of digital surveys that
might be preferred by people with positive attitudes toward
digital apps [29].

App Design and App Adoption
Low adoption rates may also be the result of app design. To the
best of our knowledge, this is the first study to investigate the
association between app quality characteristics and actual
adoption rates for national COVID-19 contact tracing apps.
Bayesian regression analyses suggest that adoption rates can
be increased by optimizing app quality characteristics. In our
analysis, optimizing engagement features appeared to be
associated with higher adoption rates, relative to strategies
focused on functionality, aesthetics, or information quality. This
finding has several implications. First, one promising strategy,
from an app design perspective, appears to be to focus on
engagement. Second, the app’s level of engagement is a
modifiable factor that can quickly be made the target of
developers and public health actions. Other factors that are
associated with the acceptance of tracing apps are either not or
minimally modifiable, like potential users’ age, gender,
comorbidities, medical preconditions, level of education,
household income, and trust in the government [12,30]. Third,
it is not enough for tracing apps to trace and warn users properly.
They should also be designed in a way that makes them
interesting to use, stimulate repeated engagement with the app,
offer customization and tailoring to personal preferences, allow
user input, and provide feedback. Fourth, the predicted adoption
rate in the case of optimal engagement was 40%. This potential
increase is comparable or even larger than the 17% increase in
adoption recently identified for monetary incentives for
installing a COVID-19 contact tracing app [30]. Although it
might be speculated that such different adoption-increasing
interventions have an additional effect on adoption rates, a
compensatory effect is possible. Finally, given the importance
and potential impact on user rates of engagement-friendly app
designs, this topic might deserve as much attention as data
security and privacy issues.

App Adoption and Infection Rates
Another important finding of this study was the association
between higher app adoption rates and lower infection rates.
As association is not necessarily causation and confounders

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27989 | p.1244https://www.jmir.org/2021/6/e27989
(page number not for citation purposes)

Kahnbach et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


have to be considered, results should be discussed and
interpreted from different perspectives. First, following the line
of reasoning that using tracing apps leads to lower infection, it
is of interest that the predicted adoption rate of 60% in this
empirical observational study required achieving a zero infection
rate that was between the adoption rates reported for simulation
studies by Hinch and colleagues [4] and Xia and Lee [2].
Congruent with simulation studies, our results may indicate a
beneficial effect of COVID-19 contact tracing apps, in terms
of controlling the pandemic. Similarly, in a combined empirical
observational and modeling study, Wymant and colleagues [11]
found that app adoption as measured by downloads is an
indicator of active use, and higher app use leads to lower
infections. Interestingly, compared to the findings of Wymant
and colleagues [11], in our study, we observed almost the same
effect of app adoption, namely, a 1% increase in app adoption
was associated with a 2.3% reduction in infections. Second, the
association might also be explained by reverse causality.
Growing infection rates (eg, in the beginning of the second
wave) could trigger fear, which in turn may increase app
adoption. Building on the well-investigated effects of fear on
health behavior change, it is possible that some individuals
adopted tracings apps as a consequence of an increased
perceived threat. However, it was found that the effect of fear
on behavior is rather limited [31], and sometimes fear could
also lead to undesired consequences (eg, avoidance) [32].
Therefore, the association between adoption and infection may
partly but not largely be explained by reverse causality. In line
with our results on the importance of engagement-friendly app
design, it is also possible that spikes in incidences may raise
awareness for the existence of tracing apps and motivate
individuals to download apps given the precondition that apps
are perceived as beneficial and engaging. Third, it seems likely
that third variables play a considerable role in explaining the
overserved association, as we found no country using tracing
apps as the only nonpharmaceutical measure. In fact, they are
used in concert with a multitude of other nonpharmaceutical
interventions [33]. For example, app users are also more likely

to adhere to other public health measures, like adherence to
social distancing recommendations, wearing a mask, and
washing hands [30]. Accordingly, tracing app use probably
represents one specific health behavior that is part of a broader
set of protective attitudes and behaviors for self and others.
Depending on the respective national policy, app use could
facilitate and boost other measures (eg, testing as a consequence
on exposure notification or results from an app symptom
checker) [11]. In this case COVID-19 tracing apps could also
be considered as a hub for a multitude of measures to fight the
pandemic. Accordingly, it is difficult to disentangle the unique
contribution of tracing apps, and interactions between measures
should be considered when interpreting the considerable strong
association between app adoption and infection.

Features and Recommendations
The features identified in this study using MARS as a guiding
framework include those mentioned in prior reviews, such as
self-monitoring, symptom checking [18,34], and contacts to
helplines [35]. Although information or news related to
COVID-19 represent broad categories [18,35], this study
provides a more detailed description of existing features; for
example, by differentiating between information content and
purpose. Moreover, new features were observed like venue
check-in, contact diary, and providing users control over tracing
activity within the app. Generally, we observed a tendency
toward multifeature COVID-19 contact tracing apps. Although
apps evaluated earlier generally were limited to specific
functionalities and features (eg, separate apps for tracing,
symptom checking, and information dissemination [18]), apps
reviewed later in 2020 seem to incorporate different features,
thereby making the COVID-19 contact tracing app a broader
hub for preventing COVID-19 transmission. Likewise,
Collado-Borrell and colleagues [35] found that most apps had
more than one purpose.

Based on best practice examples and the features observed in
existing apps, recommendations were derived to foster an
engagement-oriented app design (see Textbox 1).

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27989 | p.1245https://www.jmir.org/2021/6/e27989
(page number not for citation purposes)

Kahnbach et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 1. Recommendations for an engagement-oriented design for COVID-19 contact tracing apps.

• Strive for a multifeature tracing app and avoid a trace-and-warn functionality only app. Offer additional features that make daily living during
the pandemic more convenient and secure (eg, by replacing paper contact lists with a digital venue check-in).

• Make the app interesting and relevant to stimulate daily use by providing useful information (eg, current infection rates; intensive care unit
capacities; lockdown rules; and legal regulations pertaining to schools, work, commuting, etc)

• Make the app as regionally targeted as possible, indicating the region most relevant to each particular user’s daily life, since public health measures
(eg, regional lockdown rules) might only apply to certain regions. Matching the app’s level of regionality to local applied public health measures
might increase user acceptance and adherence.

• Address the need of relatedness and create a virtual community of people who are committed to protecting themselves and others (eg, by making
sharing the app as easy and obvious as possible). Provide feedback on other users’ protective behaviors toward self and others (eg, indicating
the number of people using the app or sharing a positive test result).

• Include interactive and personalized features, like risk group and symptom checkers, and a symptom diary with individual feedback and
recommendations. Such features encourage protective behaviors for both self and others, including early testing. They provide additional beneficial
features to the user, stimulating frequent use, while personalization makes the app more relevant to users.

• Account for suboptimal connectivity between app users and extend the benefits of the digital solution to those not using a tracing app. For example,
a venue check-in serves as a double safeguard, while a contact diary helps to inform those not using an app, thereby increasing the app’s overall
effectiveness.

• Reduce uncertainty and provide users with a clear picture of what will happen in case of infection. Succinctly and clearly describe what exactly
the app will do if the user comes in contact with a person who is infected and how infected users can inform others.

• Adhere to current design trends to make the app visually appealing to as many as possible. Allow customized layouts or consider different graphic
layouts for different target groups—like younger children, teenagers, and older adults—to better meet their needs and expectations. Prefer the
currently widely employed tab navigation, hamburger menu, and card-based layout.

• Address the need of autonomy by providing users with full information and control over data. Settings should be customizable in both directions,
allowing users to either pause and delete or share more detailed personal data than currently required.

Recommendations based on the reviewed best practice examples
are consistent with other studies on features designed to increase
user engagement with mobile health apps [36], especially those
providing diary or note-taking functionality, health monitoring
features, personalized feedback, personalized information
matched to user characteristics (like their region of residence),
providing autonomy through customizable settings, and screen
design and navigation. Besides inspiration from existing apps
and features, recommendations for further development could
be driven by either the literature [36-38] or upcoming challenges
over the course of the pandemic. First, rewards should be used
more intensively (eg, for opening the app, sharing a positive
test result with others, or recommending the app to others).
Second, notifications and reminders on, for example, updated
information or keeping a diary are likely to increase engagement
with the app. Third, the perception of personal benefits is a
facilitator of contact tracing and may be achieved by providing
feedback on what the app has done for the user. Likewise,
addressing collective responsibility is likely to facilitate
engagement, for example, by providing feedback and rewards
on what the user has done for the community and what the
community has contributed to pandemic control, or by setting
collective goals, for example, pertaining to the number of app
recommendations or downloaded apps. Fourth, rewards and
incentives could also be linked to the national health policy (eg,
access to free of charge testing could be offered to users that
received an alert or obtained critical results from a symptom
checker). Likewise, using a venue check-in could be rewarded
by easier access to social events. Such rewarding health
policy–related app characteristics seem to have the potential
to further increase app adoption. However, those health
policy–related characteristics should be developed and

implemented in close collaboration with lay publics such as
civil society representatives, advocacy groups, and
nongovernmental organizations [39]. Fifth, as greater
interactivity and personalized features of tracing apps require
more personal information (eg, information on regional
lockdown rules require information on the user’s location), it
is even more important to implement the highest standards of
transparency, data privacy, and control over personal data.
Nevertheless, implementing those features seems important, as
a recent study by Meier and colleagues [40] found that the
perceived benefits of tracing apps are more important for the
intention to use an app than privacy concerns from a user
perspective.

As the percentage of people who have been vaccinated increases,
two strategies are possible: tracing app promotion can be slowed
or their functionality adapted to the changing situation. The
latter should be considered an adaptive strategy, capitalizing
on the observation that millions have downloaded the app and
the premise that digital solutions to upcoming challenges could
be useful. Such an adaptive strategy consists of slowly stepping
down tracing features while stepping up the number of features
designed to manage the pandemic’s next phase, starting with
the option of informing others if they have had contact with a
vaccinated and, hence, potentially less infectious person [41]
or one who has not yet been vaccinated. The adaptive strategy
could include features designed to increase the rate of
vaccinations, shifting the target behavior from tracing to
undergoing vaccination. It might provide useful and personalized
information; support users making appointments for health
assessments, treatment, or vaccinations; report adverse or
long-term effects; or aid users wanting to contact health care
professionals. Designing adaptive tracing apps that are capable
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of changing their focus depending on a pandemic’s life cycle
appears feasible, of benefit to protecting public health, and
worthy of further investigation.

Study Strengths
First, to evaluate quality characteristics, we systematically used
an interdisciplinary approach by gathering a team of experts
providing both digital health and human–computer interaction
perspectives. All the apps were evaluated by four independent
raters with two experts from digital health science and two from
human–computer interaction research. Second, we included
national apps from countries with similar identical legal
regulations on voluntariness, privacy, and data protection. By
the time this study was conducted, all countries adhered to the
European GDPR or equivalent regulations. Therefore,
confounding factors related to voluntariness, privacy, and data
protection standards are unlikely to affect results to a greater
extent. Nevertheless, differences in the integration of tracing
apps into the respective health care system and national strategy
to fight the pandemic exist.

Third, we investigated associations between app quality
characteristics, actual national adoption rates, and infection
rates. For the first time, results indicated a direct association
between app quality characteristics and adoption rates that were,
in turn, associated with lower infection rates. Although causality
cannot be inferred from observational data, these results are
consistent with prior simulation studies. Unless contradictory
experimental data become available, our results should
encourage app developers and policy makers to focus more on
developing engagement-friendly designs for COVID-19 contact
tracing apps to potentially enhance pandemic control. Third,
prior reviews investigated all kinds of COVID-19–related apps,
including apps with nontracing functionality (eg, only providing
information to patients or health care professionals) and apps
developed by both governmental and nongovernmental (eg,
private technology) agencies [18,34,35]. This study focused
entirely on COVID-19 contact tracing apps released by national
health authorities, rendering the results especially important to
public health officials and policy makers. Fourth, this study
provides an estimation on potentially achievable adoption rates
in case of optimal app design. For an optimistic outlook, the
upper bound of the BCAR 80% highest density interval
suggested an adoption rate of 61% for maximum MARS total
scores and 54% for maximum engagement scores. However,
these estimates also point to the necessity of additional measures
beyond app-based digital contact tracing, as adoption rates are
still below the thresholds indicated by simulation studies.
Especially for younger children or older adults (eg, those with
dementia), wearables may be an option to increase the overall
adoption of digital contract tracing in the population [2].

Study Limitations
Several study limitations must be considered. First, app
development is an ongoing and dynamic process. Consequently,
this review merely provides a snapshot of the current status of
app quality. The study is not a final report investigating the
success or failure of specific national apps or digital contact
tracing in general. Instead, it aims to support developers and
public health policy makers striving to improve COVID-19

contact tracing apps, focusing on a predetermined set of
important, yet limited, app quality characteristics evaluated by
the MARS. Second, the number of downloaded apps was used
as our measure of app adoption, and more precise measures
exist, like the number of times a user opens the app, how long
an app is used, and how many positive test results are shared.
Moreover, we do not know the percentage of users who
uninstalled the app. In one Swiss study, the uninstallation rate
was 5% [29]. On the other hand, more precise measures conflict
with data privacy, and the number of downloads was the only
measure that was widely available to us. Third, item 15 of the
MARS indicates that the correctness of information and scores
might be biased toward more positive ratings. In cases of
uncertainty, we assumed higher values, mainly because all the
apps were released by credible sources: national health
authorities. From a technical perspective, we were unable to
determine if sensors worked properly and, therefore, if the
information on contacts was reliable and accurate. From a
medical perspective, COVID-19–related information was not
reviewed by an independent board of virologists. However, we
are not aware of any leading virologists who have criticized the
information provided by any of the tracing apps we reviewed.
Likewise, we had no information on diagnostic accuracy (ie,
the sensitivity, specificity, and positive and negative predictive
values of personal risk evaluations or symptom checkers). App
developers should strive to include validated tools, since one
study by Munsch and colleagues [42] found that some symptom
checkers performed no better than random guessing, while some
were highly sensitive, others highly specific, and only two both
adequately sensitive and specific. Fourth, MARS, the instrument
used in this study, does not include a section on privacy and
security, a topic that was widely discussed in the media in the
early phases of tracing app development [43]. Vokinger and
colleagues [44] recently provided a framework for evaluating
this issue in COVID-19 tracing apps.

Fifth, we focused exclusively on the characteristics of tracing
apps and were unable to assess how these apps were embedded
in the overall health care system or whether there were changes
over time in the way tracing apps were embedded. Finally, we
only assessed the international English version of each app and
did not rule out the possibility that app versions in the language
of the app’s country of origin might include more information
or features.

Conclusions
The member states of the European Union, associated countries,
and former members with almost identical legal regulations on
the voluntariness of use and data protection regulations serve
as an excellent real-life laboratory for investigating tracing apps
that have been released by the various national health authorities.
All 21 national COVID-19 contact tracing apps that we
evaluated demonstrated high levels of functionality, aesthetics,
and information quality. Although, adoption rates were below
the desired levels recommended by several simulation studies
investigating the impact of digital contract tracing, while other
research indicates that every additional percent app adoption is
important. Our results suggest that engagement-friendly app
design has the potential to gain those additional percentages.
We found a lower level of an engagement-friendly app design,
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with substantial variations between the various apps. Moreover,
app designs that raters considered more engagement-oriented
were generally linked to higher app adoption rates, which makes
developing more engagement-friendly app designs a promising
target as countries strive to optimize their COVID-19 contact
tracing apps. Several specific recommendations based on best

practice examples were provided. The association we observed
between higher app adoption rates and lower infection rates are
consistent with predictions from simulation studies and—despite
limitations—could indicate that COVID-19 contact tracing apps
could contribute to flattening COVID-19 curves.
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Abstract

Background: Before the advent of an effective vaccine, nonpharmaceutical interventions, such as mask-wearing, social
distancing, and lockdowns, have been the primary measures to combat the COVID-19 pandemic. Such measures are highly
effective when there is high population-wide adherence, which requires information on current risks posed by the pandemic
alongside a clear exposition of the rules and guidelines in place.

Objective: Here we analyzed online news media coverage of COVID-19. We quantified the total volume of COVID-19 articles,
their sentiment polarization, and leading subtopics to act as a reference to inform future communication strategies.

Methods: We collected 26 million news articles from the front pages of 172 major online news sources in 11 countries (available
online at SciRide). Using topic detection, we identified COVID-19–related content to quantify the proportion of total coverage
the pandemic received in 2020. The sentiment analysis tool Vader was employed to stratify the emotional polarity of COVID-19
reporting. Further topic detection and sentiment analysis was performed on COVID-19 coverage to reveal the leading themes in
pandemic reporting and their respective emotional polarizations.

Results: We found that COVID-19 coverage accounted for approximately 25.3% of all front-page online news articles between
January and October 2020. Sentiment analysis of English-language sources revealed that overall COVID-19 coverage was not
exclusively negatively polarized, suggesting wide heterogeneous reporting of the pandemic. Within this heterogenous coverage,
16% of COVID-19 news articles (or 4% of all English-language articles) can be classified as highly negatively polarized, citing
issues such as death, fear, or crisis.

Conclusions: The goal of COVID-19 public health communication is to increase understanding of distancing rules and to
maximize the impact of governmental policy. The extent to which the quantity and quality of information from different
communication channels (eg, social media, government pages, and news) influence public understanding of public health measures
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remains to be established. Here we conclude that a quarter of all reporting in 2020 covered COVID-19, which is indicative of
information overload. In this capacity, our data and analysis form a quantitative basis for informing health communication
strategies along traditional news media channels to minimize the risks of COVID-19 while vaccination is rolled out.

(J Med Internet Res 2021;23(6):e28253)   doi:10.2196/28253

KEYWORDS

text mining; COVID-19; infoveillance; sentiment analysis; public health

Introduction

The emergence of the novel coronavirus SARS-CoV-2 and the
resultant disease COVID-19 has resulted in an estimated 2.4
million deaths [1,2]. Due to the initial lack of pharmaceutical
measures targeting COVID-19, many governments resorted to
nonpharmaceutical interventions (NPIs) to control the spread
of the pandemic [3,4]. The introduction of NPIs, such as social
distancing, mask-wearing, or so-called lockdowns, significantly
reduced SARS-CoV-2 transmission [5-8]. Therefore, in the
absence of effective treatments or widespread rollout of
vaccines, NPIs remain an important tool in COVID-19 control
[9].

The effectiveness of NPIs is dependent on population-wide
adherence to government mandates (eg, social distancing rules,
stay-at-home orders, and mask-wearing). Adherence, in turn,
is dependent on society’s perception of such measures [9,10],
which are shaped by print and digital media. Since adherence
to NPIs is linked to public understanding of the guidelines, it
is crucial for news sources shaping such knowledge to
effectively expound the rules to maximize public response. As
evidence accumulates, it is expected that guidelines will shift
and be clarified. In the digital age, one of the primary
information sources for society is online news [11,12]. Effective
communication on the current state of the pandemic and
prevention guidelines affects how society adheres to and
responds to NPIs and, therefore, influences the severity of the
pandemic.

News articles have been previously shown to be an effective
way of tracking disease outbreaks, with services such as
HealthMap contributing to detecting and tracking disease
outbreaks [13,14]. Even if only by virtue of its unprecedented
scale, news media has been particularly important in the
COVID-19 pandemic [15]. There have been an estimated 38
million English-language articles on COVID-19 [16]. It has
further been demonstrated that misinformation on COVID-19
has been widespread and influential, both on social media [17]
and in traditional news sources [16]. This can lead to an overload
of information that hinders societal response to the pandemic
[18].

A particular difficulty of the pandemic is its emotional toll, both
from the disease itself and from social distancing measures
[19-21]. Emotional toll can be investigated quantitatively by
sentiment analysis, which calculates emotional polarization of
text from negative, through neutral, to positive. Three previous
studies have attempted to quantify emotional toll using sentiment
analysis of social media conversations on COVID-19 [22-24].
Counterintuitively, given pandemic subject matter, all three

studies of sentiments from COVID-19 conversations on social
media showed a higher proportion of positive rather than
negative emotions. In contrast, analysis of COVID-19 headlines
from 25 English news media sources indicated that 52% of them
evoked negative emotions, 30% evoked positive emotions, and
18% evoked neutral emotions [25]. News media can shape
behavior toward the pandemic and adherence to control
measures. Therefore, extensive negative coverage or
contradictory information (ie, information overload) could have
detrimental effects to both the mental health of individuals and
how effectively society responds to control measures [26].

An earlier study on COVID-19 news coverage by Evanega et
al [16] sourced 38 million English-language COVID-19 articles
by keyword search from LexisNexis, which indexes 7 million
sources. Quantifying the extent of COVID-19 information
requires normalizing the absolute number of articles with respect
to the number of contributing sources. Likewise, sentiment of
COVID-19 coverage also needs to be analyzed in the context
of overall negativity of consumed information. Aslam et al [25]
analyzed 141,208 COVID-19 headlines, showing that 52%
carried negative sentiment. Similar results were reported by
Chakraborty and Bose, who collected COVID-19 news articles
from GDELT (Global Database of Events, Language, and Tone)
and found that pandemic coverage was mostly associated with
negative sentiment polarization [27]. Though informative, these
studies did not contrast COVID-19 sentiment distribution with
the sentiment distribution of the sources they originated from.
By contextualizing the sentiment distribution of pandemic
reporting within that of the overall coverage, it is possible to
draw meaningful conclusions on whether the amount of
COVID-19 information is indeed more negatively polarized
than what news media consumers are exposed to.

To address the above issues, we collected over 26 million
articles from the front pages of 172 major online news sources
from 11 countries and compiled these into a reusable database
available at SciRide [28]. Firstly, we investigated trends in
COVID-19 news with respect to all articles that appeared on
the front pages in 2020. Secondly, we analyzed whether articles
on COVID-19 were more sentiment-polarized compared with
other articles. Finally, we analyzed the leading subtopics in
COVID-19 coverage and assessed their sentiment polarization.
Overall, our work aimed to elucidate the volume and content
of news coverage of COVID-19 in traditional media as a basis
for data-driven discussion regarding policy communication in
the pandemic.
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Methods

Curation of a Database of Front-Page News Articles
To assess coverage of COVID-19 and the sentiment it evoked,
we analyzed the landing pages from major online news sources
in countries with robust media presence. We selected the major
online news sources from 11 countries: the United States, the
United Kingdom, Canada, Australia, New Zealand, Ireland,
Germany, France, Italy, Spain, and Russia. We included an
additional international category to better reflect the global
focus of certain online news sources.

For each country, the major online news sources were identified
by reference to profiles in BBC Media, which is an authority
in curating global news source information and lists of news
sites with the most traffic and is curated by SimilarWeb.
Focusing on major national online news sources, as defined by
online visibility, captures some of the main sources in shaping
societal knowledge and opinions [29]. It should be noted that
the focus on online news sources excludes the impact of social
media, epistemic communities, and other influences on public
perception. However, due to their depth of penetration, political
heterogeneity, and reliability, major online news sources provide
an excellent proxy of overall public perception.

For each online news source, we collected the archived
front-page snapshots dating back to 2015 via Internet Archive
[30], cutting off coverage in 2020 at October 15. We used the
pre-2020 articles to fine-tune the accuracy of article collection

and provide statistics on reporting of certain topics
pre–COVID-19. Each front page was sourced for potential news
items using a custom-based pipeline we developed (Section 1
in Multimedia Appendix 1). We defined each article as the
combination of the metadata elements title and
description—sometimes referred to as headline and
subheading—that are broadly akin to titles and abstracts in
scientific publications [31]. Such metadata are reasonably
standardized among online news sources and they offer a
headline-like summary of the article, typically designed for
sharing on social media, making them suitable for topic
detection and sentiment analysis. In total, we collected
26,077,939 articles from front pages of 172 online news sources
(Table 1), with the full list of contributing sources in Table S1
in Multimedia Appendix 1.

Contemporary news sites rapidly change their content, which
is spread through multiple sections, so it is difficult to gauge
the level of attention received by particular articles. Front pages
of news sites should be reliable reflections of the information
many users are exposed to, since they are the main points of
entry. This is opposed to other article collection strategies, such
as RSS (Really Simple Syndication) or downloading the entire
website content, that can provide limited control over assessing
how many people have actually read any given article [16,32].
Focusing our efforts on articles from landing pages of major
online news sources enabled us to assess the number of
COVID-19–related articles that a large proportion of online
news consumers were exposed to.

Table 1. Number of online news sources and collected articles per country.

Collected articles (N=26,077,939), n (%)Online news sources (N=172), n (%)Country

1,269,200 (4.8)13 (7.5)Canada

1,124,859 (4.3)8 (4.6)Australia

1,526,521 (5.8)13 (7.5)Italy

4,977,792 (19.0)21 (12.2)The United Kingdom

4,388,383 (16.8)33 (19.1)The United States

1,951,608 (7.4)9 (5.2)France

2,348,403 (9.0)18 (10.4)Germany

905,598 (3.4)8 (4.6)Ireland

462,989 (1.7)6 (3.4)International

651,050 (2.4)5 (2.9)New Zealand

3,348,825 (12.8)19 (11.0)Russia

3,122,711 (11.9)19 (11.0)Spain

Topic Models
For each article we extracted, we analyzed the text content of
the metadata title and description to determine whether the
article could be associated with one of the following topics: cat,
sport, Merkel, Putin, Johnson, Biden, Trump, cancer, climate,
or COVID-19. Non–COVID-19 topics were selected to provide
a reference with large expected volumes of coverage (ie,
politicians) that cover a wide range of sentiments (еg, cat as
nonnegative and cancer as negative). Each topic was identified

on the basis of the keywords presented in Table 2. The only
normalization we applied to the words for topic identification
was case folding, otherwise the words were not stemmed nor
lemmatized. Topics that were used solely for sentiment
analysis—cat, sport, climate, and cancer—were not identified
for non-English online news sources.

We chose keywords for each topic in order to maximize the
precision of topic identification. Because we focused on titles
and descriptions, mentions of specific keywords here made it
unlikely that they were only tangentially relevant to the article
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at hand (eg, explicit mentions of politicians’names). In the case
of COVID-19, we tested the extent to which our topic detection
misclassified the topic by identifying COVID-19 articles in the
pre–COVID-19 era of 2015 to 2019. Out of 21,693,591 articles,
only 7375 (0.03%) were erroneously identified as related to
COVID-19, demonstrating high precision of the selected

keywords. In the majority of cases, misclassifications stemmed
from mentions of lockdowns, which were chiefly gun related,
but in the case of the United Kingdom, they were even related
to a seagull attack on a school. Subsequent subtopic
identification stratified the different threads of COVID-19
coverage, providing a wider set of keywords.
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Table 2. Keywords employed for topic detection.

Keywords by languageTopic

RussianItalianSpanishFrenchGermanEnglish

COVID-19

коронавирусcoronaviruscoronaviruscoronaviruscoronaviruscoronavirus

covid

ковид

covidcovidcovidcovidcovid

lockdown

локдаун

lockdown

contenimento

lockdown

confinamiento

lockdown

couvre-feu

lockdownlockdown

карантинquarantenacuarantenaquarantainequarantänequarantine

пандемиаpandemiapandemiapandémiepandemiepandemic

N/AN/AN/AN/Acorona-N/Aa

merkel

меркел

merkelmerkelmerkelmerkelmerkelMerkel

trump

трамп

trumptrumptrumptrumptrumpTrump

biden

байден

bidenbidenbidenbidenbidenBiden

boris johnson

борис
джонсон

boris johnsonboris johnsonboris johnsonboris johnsonboris johnsonJohnson

putin

путин

putinputinputinputinputinPutin

Climate

—————bglobal warming

—————climate change

—————climate crisis

Cat

—————cat

—————kitten

Sport

—————baseball

—————major league

—————champion's league

—————football

—————nfl

—————premier league

—————basketball

—————soccer

—————nba

—————cancerCancer

aN/A: not applicable; this keyword, which is specific to the German language because of its compound nature, was only found in German news sources.
bThe topics climate, cat, sport, and cancer were not identified in non–English-language online news sources, as these were solely employed for sentiment
analysis.

We further identified subtopics within COVID-19 news
coverage by a similar keyword-based approach. Since many

subtopic words can have several forms (eg, dead, died, and
dies), we stemmed the words associated with each subtopic (eg,
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healthy and healthier are both stemmed to health); these are
presented in Table 3. An article was identified as pertaining to

a subtopic if, after stemming its title and description, a token
corresponding to a stemmed keyword in Table 3 was identified.

Table 3. COVID-19 news subtopics.

Stemmed keywordsSubtopica

caseCase

crisiCrisis

die, deathDeath

diseasDisease

distancDistancing

fearFear

healthHealth

homeHome

hospitHospital

infectInfection

isolIsolation

lockdownLockdown

maskMask

outbreakOutbreak

quarantinQuarantine

spreadSpread

symptomSymptom

testTest

treatmentTreatment

vaccinVaccine

aEach of the subtopics was identified by the stemmed keywords (ie, stemming).

Sentiment Analysis of News Articles Using Vader
We used a well-established sentiment analysis tool, Vader [33],
to identify emotionally polarized content, which has previously
been applied to news media. It is suitable for short snippets of
text, such as the titles and descriptions in our metadata. For a
given piece of text, Vader provides a compound score between
–1 and 1, with –1 being entirely negative, 0 being neutral, and
1 being entirely positive. For instance, the phrase “I find your
lack of faith disturbing” offers a Vader score of –0.42, whereas
the phrase “I find your lack of faith encouraging” gives a score
of 0.5994. In our case, a sentiment score for a single article
consists of a Vader compound score for the concatenation of
the article title and description.

Novel topics are associated with many subject-specific keywords
and phrases (eg “social distancing” and “lockdown” for
COVID-19). Applying sentiment analysis to text with novel
keywords can result in software being unable to correctly
annotate polarization. We assessed Vader sentiment annotations
on articles identified as one of the subtopics in Table 3. This
revealed an artifact of the tool, wherein “positive coronavirus
test” was labeled as emotionally polarized in the positive
direction by virtue of the word “positive.” In order to mitigate
the effect of this subject-specific misclassification, the words

“positive” and “negative,” for symmetry, were removed from
articles related to coronavirus testing prior to applying Vader
annotation.

Estimating Topic Polarization: Relative Sentiment
Skew
We examined whether coverage of a given topic was more
emotionally polarized than another topic by contrasting their
sentiment distributions. Directly comparing topic sentiment
distributions between different online news sources is not sound.
Different online news sources can be more sensational and
negative or toned-down and neutral, which gives radically
different sentiment distributions. To address this issue, we
calculated whether specific topic coverage was more negative,
positive, or neutral relative to other articles within a particular
online news source.

For each article “a” (ie, that article’s title and description
metadata) in English-language online news sources, we
calculated the Vader compound sentiment score sent(a). For all
2020 articles and topics, in a given online news source, we
calculated the mean of the Vader compound sentiment scores,
denoted as μONS,TOPIC (online news source [ONS]; equation 1).
As a reference statistic for the distribution of sentiment scores
not relating to a topic, we calculated the mean Vader score of
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the articles from a given online news source that were not
identified as a given topic, denoted as μONS,TOPIC (equation 2):

where ONS is a particular online news source, TOPIC is a topic
from Table 2 or Table 3, ONS(TOPIC) is the set of articles on
a given topic from a particular online news source, and
|ONSTOPIC| is the total number of articles on a given topic in
that online news source. A set of articles not identified as a
given topic from a particular online news source is denoted as
ONSTOPIC.

For each topic in each online news source, we calculated the
relative sentiment skew (rsskewONS,TOPIC) between topic mean
sentiment and the mean of all other articles in the given online
news source (equation 3).

Relative sentiment skew is designed to indicate whether the
sentiment score distribution of a particular topic is negatively
or positively polarized, compared to other articles, for example,
where a topic has one positive (score +1) and two negative
articles (each with score −1), and there are seven other nontopic
articles that are all positive (each with score +1). In this instance,
the relative sentiment skew metric rsskewONS,TOPIC is –1/3 – 7/7
= –1.33, which indicates greater negativity. Note, we do not
account for sample size variation, as the denominator is
generally very large (ie, in the thousands).

Results

One-Quarter of 2020 News Coverage Was Pandemic
Related, Suggesting Information Overload
We estimated the extent of COVID-19 coverage in online news
media by identifying articles relating to the pandemic and
comparing this number to the total number of articles between
January and October 2020.

For each online news source, we performed topic detection,
categorizing each article title and description as relating to the
coronavirus—topic called COVID-19—if the title and
description contained any keyword of a specific set, given in
Table 2. Keywords for this simplified topic detection model
were chosen to maximize the precision and accuracy of content
identification in order to avoid cross-contamination with other
topics. In English, these keywords included covid, coronavirus,
lockdown, quarantine, and pandemic, but not, for example,
hospital and death. The keywords were adjusted for the six
languages that we used in this study: English, German, French,
Spanish, Italian, and Russian (Table 2).

COVID-19 featured in 25.3% of the news articles
(1,135,561/4,477,867) across the online news sources (Figure
1). While this proportion varied between countries, it was
consistently large, with the lower bound at 20% and the upper
bound at 30%. Thus, even using our relatively simple topic
detection model, we were able to demonstrate that 2020 online
news coverage was dominated by COVID-19.

Figure 1. The extent of coronavirus coverage in 2020. We calculated the proportion of all COVID-19 articles as the proportion of all front-page articles.
Proportions were calculated for each online news source separately and then aggregated at the national level. The green points represent the individual
coverage of each online news source. The yellow line in each box represents the median; the upper and lower whiskers represent the 75th and 25th
percentiles, respectively. The red dotted line indicates mean proportion across all online news sources.

To provide a point of reference to coverage of COVID-19, we
identified other global topics with regular and topical media
presence (Table 2). We selected topics such as Donald Trump

(Trump), Joe Biden (Biden), Boris Johnson (Johnson), Angela
Merkel (Merkel), and Vladimir Putin (Putin). Unsurprisingly,
mentions of politicians are most common in their home countries
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(Figures S1-S5 in Section 2 of Multimedia Appendix 1) (eg,
Vladimir Putin in Russia). Nonetheless, each politician received
an order of magnitude less media attention than COVID-19 in
2020. Specifically, mean coverage of COVID-19 across 11
countries was 25.66%, whereas politicians received 2.50% for
Trump, 0.45% for Biden, 0.18% for Putin, 0.17% for Johnson,
and 0.09% for Merkel. Higher coverage of COVID-19 was also
reflected at the national level. Although 2020 was an election
year in the United States, Trump received a mean of 15.29% of
2020 media mentions in US online news sources, as opposed
to 25.91% of mean mentions for COVID-19. Furthermore, US
articles in 2020 mentioning both Trump and COVID-19
accounted for a mean coverage of 3.82%.

To provide temporal perspective on the media attention of
COVID-19, we plotted the proportions of global coverage in
the period from January to October 2020 (Figure S6 in Section
2 of Multimedia Appendix 1). COVID-19 attention in 2020
spiked between March and May, coinciding with many countries
following the Chinese strategy of lockdown and other distancing
measures. Proportion coverage leading up to the second
COVID-19 wave in Europe and the United States did not reach
levels seen from March to May but did stay above 20% in the
regions we considered. These results provide a quantification
of the extent of media attention received by COVID-19 across
countries and languages, reflecting the global and protracted
impact of the pandemic.

COVID-19 News Sentiment Analysis Suggests
Heterogeneity of Coverage
The emotion that news coverage of COVID-19 evokes is an
important factor in a society’s response to the pandemic [25].
We addressed this issue by sentiment analysis contrasting
emotional polarization of COVID-19 news with that of certain
reference topics and all non–COVID-19 articles for each online
news source. Such contrast allows us to determine whether
sentiment distribution of COVID-19 coverage was polarized
compared to reference topics and other online news for a given
online news source.

To quantify the emotional content of news article text, we
employed Vader, which has been previously applied to news
article analysis [33,34] (see Methods section). For each online
news source whose primary language was English (91/172,
52.9%), we created Vader annotations for both the title and
description of each of its articles. We grouped articles by their

annotated topics (Table 2) to provide a comparison with
COVID-19 sentiments. Politicians—Merkel, Trump, Johnson,
Biden, and Putin—were used as reference points for subjects
with frequent coverage. We selected four additional topics to
offer intuitive reference points on the positive and negative
sentiment spectrum: cat, sport, climate, and cancer. The topics
cat and sport were used, as they would not necessarily be
associated with negative sentiments. Likewise, the topics of
climate—identified by the key phrases global warming, climate
crisis, and climate change—and cancer were used as references
that we would expect to be associated with negative emotions.
Altogether, individual sentiment annotations for each online
news source were grouped by one of the topics: cat, sport,
Merkel, Johnson, Biden, Trump, COVID-19, and cancer.

For each online news source and topic, we calculated the relative
sentiment skew statistic (rsskewONS,TOPIC; see Methods section),
which measures the polarization of a given topic within an
online news source. We noted how many topics had a negative
or positive relative sentiment skew value (Table 4). For the
nonpolitician non–COVID-19 topics (ie, cat, sport, and cancer),
skew was in the expected direction, suggesting that they are
appropriate references for assessing sentiment of COVID-19
articles. We noted negative relative sentiment skew values for
74 out of 91 (81%) English-language online news sources.
Nonetheless, this observation cannot be taken as evidence of
significant negative polarization, as these relative sentiment
skew values are not substantially different than rsskew=0, which
indicates no polarization. The mean relative sentiment skew for
COVID was –0.04 (SD 0.07) (Table 4). Since cancer and
COVID-19 are both diseases and exert a large burden on public
health, one might expect their sentiment distributions from
online news to be similar. However, COVID-19 sentiment
distribution was not as extreme as that of cancer, which was
100% negative per online news source, and had a mean relative
sentiment skew of –0.53 (SD 0.12). Perhaps surprisingly, the
sentiment distribution for COVID-19 articles was more akin to
coverage of climate, which was a priori expected to be negative,
akin to cancer, or to subjects covering heterogenous topics by
virtue of their wide-ranging implications for society, such as
politicians (Figure 2). This, however, can be an indicator of
topics being intertwined: since heads of state are responsible
for the pandemic response, they can be expected to be mentioned
in relation to COVID-19.
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Table 4. English-language online news sourcesa, with positive (≥0) or negative (<0) relative sentiment skew of 2020 articles on a given topic.

Total articlesb, nRelative sentiment skew,
mean (SD)

Negative online news sources, n
(%)

Positive online news sources, n
(%)

Topic

27460.12 (0.23)23 (26)64 (74)Cat (n=87)

63,1550.12 (0.08)7 (8)84 (92)Sport (N=91)

38,9490.09 (0.11)15 (17)75 (83)Biden (n=90)

22,6130.04 (0.17)33 (37)57 (63)Johnson (n=90)

2011–0.01 (0.25)41 (52)38 (48)Merkel (n=79)

589,701–0.04 (0.07)74 (81)17 (19)COVID-19 (N=91)

7195–0.04 (0.11)53 (58)38 (42)Climate (N=91)

5179–0.05 (0.23)55 (63)33 (38)Putin (n=88)

157,702–0.06 (0.09)67 (74)24 (26)Trump (N=91)

9548–0.53 (0.12)91 (100)0 (0)Cancer (N=91)

aWe had 91 English-language online news sources in total; however, in cases where it was impossible to identify a certain topic in a given source, it
was left out.
bThe total number of articles we identified as being associated with a given topic across all online news sources.

Figure 2. Relative sentiment skew (rrskew) of COVID-19 coverage. Each article title and description from each English-language online news source
(ONS) received a Vader sentiment compound score between –1 and 1 (most negative and most positive, respectively). We noted the difference in mean
sentiment for a specific topic and mean sentiment for other 2020 articles in a given online news source (rsskewONS,TOPIC; see Methods section). The
density of the relative sentiment skew is plotted for each topic. Distributions are colored green if their relative sentiment skew was predominantly
positive or red if predominantly negative (Table 4). Intensity of the color is scaled by the distance from the red dotted line at 0, which indicates a lack
of difference between topic sentiment and all other articles in a given online news source.

These results suggest that the sentiment of COVID-19 coverage
in online news media is heterogeneous and is certainly not as
clearly polarized as cancer, though the volume of coverage
might play a role (Figure S7 in Section 3 in Multimedia
Appendix 1). One explanation could be the all-permeating nature
of the pandemic, where it becomes background to most
reporting. Therefore, COVID-19 articles cannot all be
categorized as fully negative, contrary to the expectation of
pandemic subject matter. In fact, on average, they appear to not
be polarized in either the positive or negative direction,
especially when compared to reference topics. This suggests

that coverage of COVID-19 was highly heterogeneous, with
many themes contributing to the totality of messaging.

Highly Sentiment-Negative Subtopics Account for 16%
of COVID-19 Coverage, Suggesting Emotional
Pressure
We studied the text content of COVID-19–related title and
description metadata to reveal the leading themes associated
with heterogeneous pandemic reporting.

We investigated article subtopics and calculated the most
commonly used words and bigrams (ie, consecutive
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combinations of two words) to demonstrate the most frequent
mentions in COVID-19 coverage. For each of the 91
English-language online news sources, we calculated the ranks
of single words and bigrams in articles that pertained to
COVID-19. The articles were further subdivided within each
online news source as negative (Vader score <–0.2; 247,542
articles), positive (Vader score >0.2; 192,643 articles), or all
(any Vader score; 589,709 articles). This subdivision aimed to
reveal whether certain keywords or bigrams were more
frequently associated with differently polarized text. For each
subdivision, we averaged the individual online news source
ranks of each word and bigram found across all 91 online news
sources. In Table 5 we present the top 20 highest-ranking words
and bigrams across all 91 online news sources. Words and
bigrams in Table 5 reveal many themes that are intuitively
associated with the coronavirus, such as testing, vaccine, death,
etc. In particular, negative articles had unique top words and
bigrams that are intuitively associated with negative emotions.
In the singletons, these were death, crisi, and fear, while in
bigrams these were covid_crisi, covid_death, coronavirus_death,
and death_toll—note that words are stemmed.

To calculate the news coverage proportion related to these top
themes, we created a constrained set of COVID-19 subtopics,
based on the highest-ranking words and bigrams from Table 5.
We removed terms that pointed to nonspecific coronavirus
coverage, such as COVID, coronavirus, pandemic, or news. We
extended the list of subtopics to include those we did not find
in Table 5 but considered as strongly related to COVID-19
coverage, such as hospital, quarantine, symptom, or isolation,
with a full list of subtopics in Table 3. For each subtopic, we
calculated the proportion of COVID-19 coverage per online
news source (Figure S8 in Section 4 of Multimedia Appendix
1) and relative sentiment skew per online news source for the
subtopic (Figure S9 in Section 4 of Multimedia Appendix 1).
The means of coverage and sentiments per online news source
are plotted against each other in Figure 3. The subtopics in Table
3 account for a mean of 67.14% of all COVID-19 articles across
English-language online news sources. Of these, the top three
are case, lockdown, and death, which account for a mean of
9.29%, 8.56%, and 8.08% of COVID-19 articles, respectively.
Figure 3 and Figure S9 in Multimedia Appendix 1 suggest that

out of case, death, and lockdown, only death carried a firmly
polarized sentiment, with case and lockdown not being
significantly skewed in either positive or negative directions.
The words fear, crisis, and death unsurprisingly indicated
substantial negative polarization (Figure 3).

We analyzed the impact on news sentiment in 2020 of the three
most negative subtopics, fear, crisis, and death (Figure 3). For
each online news source, we calculated the mean sentiment of
all the 2020 articles after removing articles that mentioned one
of those three topics. For all 91 online news sources, removing
articles mentioning one of the top three negative topics resulted
in a statistically significant—at the level of .05 with Bonferroni
correction—shift toward mean positive sentiment (Section 5 in
Multimedia Appendix 1). By contrast, removal of all the
sentiment-heterogeneous (Figure 2) articles from all 2020
articles resulted in a significant shift toward mean positive
sentiment in 40 out of 91 (44%) online news sources, a
significant shift toward mean negative sentiment for 11 out of
91 (12%) online news sources, and no statistically significant
result for 39 out of 91 (43%) online news sources. Altogether,
articles mentioning fear, crisis, and death accounted for a mean
of 16% of COVID-19 articles across 91 online news sources;
due to their highly polarizing nature, they may play a significant
role in shaping societal perception of the pandemic.

Of the three most negative topics, fear, crisis, or death, the latter
was the most frequently mentioned for COVID-19 (Figure 3).
In total, death was mentioned in the context of COVID-19 in
2.33% of all coverage in 91 English-language online news
sources. All death mentions in 2020 in 91 English-language
online news sources accounted for a mean coverage of 5.74%,
whereas in the pre–COVID-19 period of 2015 to 2019, they
accounted for 4.07%. Therefore, we can identify that death in
the context of COVID-19 constituted a significant proportion
of negatively associated coverage that appears to have
contributed to overall death reporting in the news.

These results demonstrate that even though the overall coverage
of COVID-19 in 2020 was not significantly polarized by
sentiment, there was a nontrivial proportion of negative news
that contributed to overall reporting negativity in 2020.
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Table 5. Top words and bigrams in English-language countries.

Words and bigrams by polarizationaRank

PositiveAllNegative

Single words

coronaviruscoronaviruscoronavirus1

covidcovidcovid2

pandempandempandem3

newnewnew4

helpbpeoplpeopl5

saycasesay6

peoplsaycrisib7

testhealthhealth8

healthtestcase9

caseoutbreakdeathb10

usweekoutbreak11

homeusvirus12

weekvirustest13

onecouldcould14

timedaygovern15

dayoneus16

governgoverncountri17

couldhomeone18

workbcountriweek19

outbreaktimefearb20

Bigrams

case_covidcoronavirus_pandemcoronavirus_pandem1

coronavirus_pandemcase_coronaviruscoronavirus_crisi2

posit_testcase_covidcoronavirus_outbreak3

health_publiccoronavirus_spreadhealth_public4

coronavirus_outbreakdistanc_socialposit_test5

case_coronavirushealth_publiccase_coronavirus6

covid_pandemcovid_testcoronavirus_spread7

distanc_socialcoronavirus_outbreakcoronavirus_new8

coronavirus_lockdownbcovid_pandemcase_covid9

coronavirus_spreadcoronavirus_newdistanc_social10

covid_testcoronavirus_crisicovid_crisib11

covid_vaccinbcase_newbcovid_test12

home_staycovid_outbreakcovid_pandem13

coronavirus_testbposit_testcoronavirus_dueb14

covid_positbminist_primecovid_deathb15

minist_primehome_staysecond_waveb16

like_lookbfirst_timebdeath_tollb17
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Words and bigrams by polarizationaRank

PositiveAllNegative

covid_outbreakaround_worldbcoronavirus_deathb18

coronavirus_newcovid_spreadbamid_coronavirusb19

coronavirus_vaccinbtwo_weektwo_week20

aFor each of the 91 English-language online news sources, we calculated the most common words and bigrams and grouped these by Vader scores:
>0.2 for positive, <–0.2 for negative, and any score for all. We averaged the ranks of words and bigrams across all online news sources, and here we
present the top 20 for each subdivision. The words in the table are stemmed.
bThese entries indicate elements that can be found in the top 20, only in the specific subdivisions of positive, all, or negative.

Figure 3. COVID-19 subtopic coverage and sentiment means. We calculated the mean coverage and mean sentiment of each subtopic. Coverage is
expressed as the mean of ratios of subtopics in a given online news source against all COVID-19 articles in the same online news source. Sentiment is
the mean of the subtopic relative sentiment skew for all online news sources. The shaded areas illustrate regions with relative sentiment skew above
0.2 (green), between 0.2 and –0.2 (white), and below –0.2 (green).

Discussion

In this work, we compiled the largest data set on COVID-19
news, collating over 26 million articles from the front pages of
172 major online news sources from 11 countries. We have
made this database publicly available at SciRide [28]. We first
investigated trends in COVID-19–related news with respect to
all front-page articles in 2020. We next used sentiment analysis
to determine whether COVID-19 coverage was more polarized
than other topics. Finally, we analyzed the leading subtopics in
COVID-19 coverage and assessed their sentiment polarization.
We demonstrated that 25% of front-page articles in traditional
news media between January and October 2020 concerned
COVID-19. Sentiment analysis demonstrated that pandemic
coverage cannot be simply categorized as negatively polarized
by virtue of disease association, pointing to heterogenous
reporting. However, there was an increased incidence in
reporting of negatively associated topics, in particular

concerning death. Our results provide a data-driven foundation
on policy communication surrounding distancing measures.

NPIs are drastic measures that reduce casualties before
vaccinations and/or treatment regimens become widespread.
Such methods, however, are only effective with societal
adherence. Information received by a population in times of a
pandemic shapes collective adherence to policies introduced to
stem its spread. Currently, the internet is the primary source of
health information for people in developed countries [35].

Comprehensive analysis of COVID-19 information received
by a population would require thorough analysis of all possible
internet news sources and all users’ exposure to each piece of
information received. The online ecosystem is extremely
heterogeneous, with channels of information discovery spread
across traditional news sites, blogs, social media, and many
others. Within each of such platforms, information itself can
take different forms (eg, text length and format). How users
interact with the information also has a great effect on the

J Med Internet Res 2021 | vol. 23 | iss. 6 |e28253 | p.1262https://www.jmir.org/2021/6/e28253
(page number not for citation purposes)

Krawczyk et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


amount of attention a given piece of information receives and
the degree of influence it has (eg, extent of sharing on social
media or a more visible position on a website). Analysis of
COVID-19 information from all online sources is not tractable.

Direct access to major news sites accounts for 76% of media
consumption online [29]. The landing pages of such outlets
implicitly capture articles that might have been seen by online
users. Thus, our analysis of content from front pages of major
news sites should encompass a significant proportion of sources
shaping knowledge of the pandemic covering reporting across
different languages and geographies. In total, we curated a data
set of 26 million articles from 172 major web traffic–generating
online news sources in 11 countries.

We identified COVID-19–relevant articles as well as a selection
of other topics to serve as reference points for both coverage
volume and sentiment analysis. As a standardized common
denominator among articles, we analyzed the metadata titles
and descriptions, where the main subject matter can be expected
to be referenced. We employed a facile topic identification
method using a limited set of keyword mentions. We chose a
limited number of keywords to make it unlikely that an article
would not make the corresponding topic its subject matter if it
were referenced in its metadata title and description (eg,
politician’s name). This avoided the caveat of tangential
references to certain topics mentioned in the full article body
or ambiguities that might arise by using more sophisticated
topic modeling algorithms [36]. Unlike more complex topic
modeling methods, or even using a wider set of keywords, our
approach did not capture much more subtle references to these
topics, and so we will have underestimated total coverage.

Nonetheless, even using our simple approach, we still identified
a nontrivial number of COVID-19 articles on the front pages
of our online news sources. We estimate that a mean of 25% of
our sample of front-page articles from 11 countries in 2020
mentioned COVID-19 in their titles and descriptions. Our
method had reduced topic identification recall by not accounting
for more subtle references to COVID-19, and the totality of the
articles was certainly contaminated by retrieval of erroneous
links that were not actual news articles. Therefore, the actual

proportion of articles on the front pages of news sources
referencing COVID-19 might have indeed been higher. We
envision that the amount of reporting on a topic of general
interest like COVID-19 needs to be balanced. Too little
information might leave the population underinformed and
ill-equipped to respond appropriately. Too much coverage risks
obscuring information that is crucial for individuals to
understand the pandemic and how to stay safe.

Reporting on the pandemic could have wider implications than
only its basic informative function. It is unknown what effect
regular reporting on cases, casualties, and containment methods
could have on adherence to distancing rules or mental health
[19,37-40]. Though current sentiment analysis methods fall
short of identifying complex nuance, they offer a good
approximation for the position of text on the emotional spectrum
(ie, negative, neutral, or positive). By employing sentiment
analysis, we found that overall COVID-19 reporting was not
markedly polarized in either a positive or negative direction, as
opposed to cancer. It is contrary to what might be expected by
virtue of the pandemic subject matter, suggesting heterogeneity
in reporting. Such heterogeneity might be due to the sheer scale
of the pandemic, the consequences of which have permeated
much of everyday life. Nevertheless, we found that negatively
polarized COVID-19 articles mentioning death, fear, and crisis
accounted for 16% of pandemic articles, with death being most
widely referenced. Such a nontrivial volume of negatively
associated articles significantly skews the sentiment of 2020
reporting toward the negative direction.

Our results offer a quantification of COVID-19 reporting that
substantiates widespread qualitative observations (eg, the
pandemic received an unprecedented amount of media
attention). Our analysis offers insights for shaping discussion
on health communication in order to maximize the effect of
control policies. Our retrospective analysis of health
communication during the first two waves indicates signs of
information and emotional overload that might have obscured
understanding of policy. We hope that our findings will inform
how best to communicate so as to minimize the risk of
subsequent waves while vaccination regimens are introduced.
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Abstract

Background: As policy makers continue to shape the national and local responses to the COVID-19 pandemic, the information
they choose to share and how they frame their content provide key insights into the public and health care systems.

Objective: We examined the language used by the members of the US House and Senate during the first 10 months of the
COVID-19 pandemic and measured content and sentiment based on the tweets that they shared.

Methods: We used Quorum (Quorum Analytics Inc) to access more than 300,000 tweets posted by US legislators from January
1 to October 10, 2020. We used differential language analyses to compare the content and sentiment of tweets posted by legislators
based on their party affiliation.

Results: We found that health care–related themes in Democratic legislators’ tweets focused on racial disparities in care (odds
ratio [OR] 2.24, 95% CI 2.22-2.27; P<.001), health care and insurance (OR 1.74, 95% CI 1.7-1.77; P<.001), COVID-19 testing
(OR 1.15, 95% CI 1.12-1.19; P<.001), and public health guidelines (OR 1.25, 95% CI 1.22-1.29; P<.001). The dominant themes
in the Republican legislators’discourse included vaccine development (OR 1.51, 95% CI 1.47-1.55; P<.001) and hospital resources
and equipment (OR 1.22, 95% CI 1.18-1.25). Nonhealth care–related topics associated with a Democratic affiliation included
protections for essential workers (OR 1.55, 95% CI 1.52-1.59), the 2020 election and voting (OR 1.31, 95% CI 1.27-1.35),
unemployment and housing (OR 1.27, 95% CI 1.24-1.31), crime and racism (OR 1.22, 95% CI 1.18-1.26), public town halls (OR
1.2, 95% CI 1.16-1.23), the Trump Administration (OR 1.22, 95% CI 1.19-1.26), immigration (OR 1.16, 95% CI 1.12-1.19), and
the loss of life (OR 1.38, 95% CI 1.35-1.42). The themes associated with the Republican affiliation included China (OR 1.89,
95% CI 1.85-1.92), small business assistance (OR 1.27, 95% CI 1.23-1.3), congressional relief bills (OR 1.23, 95% CI 1.2-1.27),
press briefings (OR 1.22, 95% CI 1.19-1.26), and economic recovery (OR 1.2, 95% CI 1.16-1.23).

Conclusions: Divergent language use on social media corresponds to the partisan divide in the first several months of the course
of the COVID-19 public health crisis.

(J Med Internet Res 2021;23(6):e27300)   doi:10.2196/27300

KEYWORDS

Twitter; COVID-19; digital health; US legislators; natural language processing; policy makers; social media; policy; politics;
language; cross-sectional; content; sentiment; infodemiology; infoveillance

J Med Internet Res 2021 | vol. 23 | iss. 6 |e27300 | p.1267https://www.jmir.org/2021/6/e27300
(page number not for citation purposes)

Guntuku et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:sharathg@cis.upenn.edu
http://dx.doi.org/10.2196/27300
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

The novel COVID-19 pandemic continues to surge throughout
the world. The United States’ federal and state policy responses
continue to shift and vary throughout the stages of the pandemic
[1]. Notable divisions related to public health measures and
frameworks for closing and reopening local economies have
proliferated [2]. A unique aspect of the COVID-19 pandemic
is the role that social media plays in housing, disseminating,
and amplifying information and opinions [3,4]. US legislators
have also taken to social media to connect with their
constituents, comment on the pandemic, and provide information
across a spectrum of pandemic-related content to individuals.

Understanding what content US legislators are sharing through
social media posts (eg, Twitter) and how they are relaying
COVID-19–related information is important, as these issues
guide public knowledge and public opinion and inform policy
change. By using social media data, prior studies have identified
growing partisan differences among Republican and Democrat
legislators as the pandemic has progressed [5]. It has also been
found that tweets about specific topics (eg, social distancing)
from legislators are often associated with the time when policies
are put into action, and the effect of such tweets are larger in
democratic counties [6].

The objective of this study was to analyze the language in posts
on Twitter—a leading social media platform—that were posted
by US legislators over the course of the pandemic to identify
potential health care–related themes in COVID-19–related posts
and to analyze the associated sentiment within tweet language
across partisans.

Methods

Data
We identified state legislators’ Twitter posts that were related
to COVID-19 and posted from January 1 to October 10, 2020,
by using Quorum (Quorum Analytics Inc) [7], a software
platform that collects policy-related documents, including social
media posts from politicians that were posted during their time
in office. This study was considered exempt from review by
the University of Pennsylvania Institutional Review Board, as
it involves the analysis of public-facing data.

Language Feature Extraction
We extracted the relative frequency of single words and phrases
from tweets by using the Differential Language Analysis
ToolKit package [8] and created two sets of features—(1) an
open vocabulary that was defined by using latent Dirichlet
allocation [9], an unsupervised clustering algorithm, to create
50 data-driven word clusters (topics) and (2) sentiment, which
was measured by using the National Research Council (NRC)
Canada lexicon [10], a data-driven dictionary containing words
associated with positive and negative valence. The NRC lexicon
was developed by using a corpus of 77,500 positive and negative
tweets, and consists of 54,129 weighted unigrams and 316,531
bigrams in which the weight corresponds to the degree of
association between a token and sentiment [10].

Statistical Analyses
To distinguish linguistic differences across political parties
(coded as a dichotomous outcome), each feature set was input
in a logistic regression model, and those that were significantly
different according to a cutoff Benjamini-Hochberg–corrected
P value of <.001 were reported [11]. Two authors independently
evaluated each topic for thematic meanings by reviewing the
top 10 posts per topic and coded them into health care–related
and nonhealth care–related themes.

Data on changes in the prevalence and sentiment of topics that
were significantly associated with either party and occurred
over time were obtained by calculating the mean scores across
all posts per week, stratified by party, and visualized via locally
estimated scatterplot smoothing [12].

Results

US Legislators’ Tweets
We identified 309,438 COVID-19–related tweets from the 4224
unique accounts of US legislators. The descriptive statistics of
the data set are in Table 1. The number of tweets per legislator
over the selected time period is shown in Multimedia Appendix
1. Tweet language that correlated with US legislature party
affiliation is displayed in Figure 1. Of the statistically significant
topics, we identified 7 health care–related themes and 14
nonhealth care–related themes associated with the two major
party affiliations.
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Figure 1. Words and phrases that were significantly associated with tweets from Democratic legislators (blue) and Republican legislators (red). Bar
length indicates effect size and shade indicates relative word frequency (P<.001; Benjamini-Hochberg p-correction). CCP: Chinese Communist Party.
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Table 1. Descriptive statistics of the data collected from Quorum from January 1 to October 10, 2020.

Value, n (%)Category

Number of tweets

309,438 (100)All legislators

88,146 (28.4)Republican legislators

221,292 (71.5)Democrat legislators

Number of retweets

38,120 (12.3)Republican retweets

96,469 (31.1)Democrat retweets

Number of individual accounts

4224 (100)All legislators

2432 (57.6)Democrat legislators

1792 (42.4)Republican legislators

Thematic Differences by Party Affiliation
Health care–related themes (Table 2) associated with a
Democratic party affiliation included the following: racial
disparities in care (odds ratio [OR] 2.24, 95% CI 2.22-2.27),
health care and insurance (OR 1.74, 95% CI 1.70-1.77), public
health guidelines (OR 1.25, 95% CI 1.22-1.29), and COVID-19
testing (OR, 1.15, 95% CI 1.12-1.19). Health care–related
themes associated with a Republican party affiliation included
the following: vaccine development (OR 1.51, 95% CI
1.47-1.55) and hospital resources and equipment (OR 1.22, 95%
CI 1.18-1.25).

Nonhealth care–related topics were also identified across
parities. The themes associated with a Democratic affiliation
included the following: protections for essential workers, the
2020 election and voting, unemployment and housing, crime
and racism, public town halls, the Trump Administration,
immigration, and the loss of life. The themes associated with a
Republican affiliation included the following: China,
congressional relief bills, small business assistance, press
briefings, and economic recovery (Table 3). The prevalence of
the themes over time stratified by affiliation is shown in
Multimedia Appendices 2 and 3. The set of topics that did not
significantly correlate with affiliation are shown in Multimedia
Appendix 4.
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Table 2. Health care–related topics that are more likely to be posted by Democrat legislators and Republican legislators. Effect size is shown by using
odds ratios (ORs) along with 95% CIs. Only significant topics after Benjamini-Hochberg p-correction (P<.001) are shown.

Example tweetsORs (95% CI)Top wordsAffiliation and topic theme

Democrat

“COVID-19 is disproportionately harming communities of color
and exposing generations of systemic racism. We need to collect
racial and ethnic data for coronavirus testing and treatment so
we can address these health disparities and begin rectifying
decades of injustice.”

2.24 (2.22-2.27)“communities,” “black,” “color,”
“racial,” “disparities,” “dispropor-
tionately,” “impact,” “hit,”
“women,” and “latino”

Racial disparities

“The #MedicareCrisisProgram would: Expand Medicare to the
recently unemployed & cap out-of-pocket costs Expand Medicaid
to cover even more people Ensure no out-of-pocket costs for
COVID-19 testing/treatment for everyone”

1.74 (1.70-1.77)“healthcare,” “americans,” “ac-
cess,” “insurance,” “coverage,”
“affordable,” “millions,” “medi-
caid,” and “court”

Health care and insur-
ance

“The pandemic is nowhere near over. Continue practicing social
distancing & WEAR A MASK”

1.25 (1.22-1.29)“mask,” “social,” “distancing,”
“wear,” “spread,” “hands,”
“stay,” “home,” “wash,” “prac-
tice,” and “stop”

Public health guidelines

“New COVID-19 mobile testing site opens. Scheduled Locations
for Free Drive-Through COVID-19 Testing” [retweet]

1.15 (1.12-1.19)“testing,” “free,” “county,”
“sites,” “appointment,” “center,”
“residents,” “open,” “city,” “vis-
it,” and “symptoms”

COVID-19 testing

Republican

“Three Coronavirus Vaccine Developers Report Promising Initial
Results” [retweet]

1.51 (1.47-1.55)“vaccine,” “research,” “drug,”
“production,” “effective,” “vac-
cines,” “treatments,” “develop-
ment,” and “defense”

Vaccine development

“Kansans everywhere are stepping up to fight the #Coron-
avirus.…,which manufactures aircraft parts in…, is using their
3D printing capabilities to work with local area hospitals on
prototypes of N-95 surgical masks and protective face shields.”

1.22 (1.18-1.25)“medical,” “patients,” “hospi-
tals,” “masks,” “equipment,”

“supplies,” “ppe,”a “donate,”
“blood,” “needed,” and “plasma”

Hospital resources and
equipment

aPPE: personal protective equipment.
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Table 3. Nonhealth care–related topics that are more likely to be posted by Democratic legislators and Republican legislators. Effect size is shown by
using odds ratios (ORs) along with 95% CIs. Only significant topics after Benjamini-Hochberg p-correction (P<.001) are shown.

Example tweetsOR (95% CI)Top wordsAffiliation and topic theme

Democrat

“Essential workers--like farmworkers, first respon-
ders, health care workers, and grocery store

1.55 (1.52-1.59)“workers,” “essential,” “leave,” “sick,” “pay,”
“employees,” “safety,” “job,” “frontline,” “gro-
cery,” “protections,” and “deserve”

Protections for essential
workforce

workers--deserve hazard pay from their govern-
ment or their company for their service during the
#coronavirus pandemic.”

“To make sure this virus doesn't keep people from
the ballot box, states and localities should bring

1.31 (1.27-1.35)“vote,” “mail,” “voters,” “ballot,” “elections,”
“absentee,” “november,” “census,” “primary,”
“voter,” “ballots,” and “2020”

2020 election and vot-
ing

the ballot box to them through expanded vote-by-
mail and no-fault absentee voting.
#SAFEDemocracy”

“Wisconsin residents who have exhausted their
regular unemployment insurance (UI) benefits

1.27 (1.24-1.31)“unemployment,” “assistance,” “benefits,”
“rent,” “program,” “housing,” “insurance,”
“eviction,” “eligible,” “lost,” and “claims”

Unemployment and
housing assistance

may now apply for Pandemic Emergency Unem-
ployment Compensation (PEUC).”

“As coronavirus fears have intensified, incidents
of violence & discrimination against Chinese

1.22 (1.18-1.26)“violence,” “police,” “domestic,” “racism,”
“asian,” “stand,” “hate,” “gun,” “survivors,”
“protests,” “discrimination,” and “victims”

Crime and racism

Americans have increased. Joined hundreds of
San Franciscans marching in Chinatown today to
protest prejudice and racial profiling. #Together-
WeStand #StandWithChinatown”

“Tomorrow evening, at 7:30 pm EST [Eastern
Standard Time], I am hosting another Coronavirus
Telephone Town Hall.”

1.2 (1.16-1.23)“join,” “hall,” “town,” “live,” “questions,”
“discuss,” “tomorrow,” “tune,” “facebook,”
“virtual,” “i'll,” “telephone,” “tonight”

Public town halls

Trump Administration

“Donald Trump and Mike Pence's handling of
COVID-19 is the greatest failure of any American

1.22 (1.19-1.26)“trump,” “national,” “service,” “global,” “admin-
istration,” “postal,” “guard,” “security,” “deci-

sion,” “usps,”a and “members”

Word set 1

presidency.…#Debate2020 #TrumpFailure
#IwillVote”

“Democratic presidential candidate Joe Biden
criticized President Donald Trump's 'callousness'
in handling the coronavirus pandemic” [retweet]

1.17 (1.13-1.2)“trump,” “president,” “white,” “house,”
“trump's,” “donald,” “don't,” “biden,” “he's,”
“joe,” “administration,” “campaign,” “pence,”
“force,” and “rally”

Word set 2

“ICE must suspend immigration enforcement
during the #COVID19 pandemic.”

1.16 (1.12-1.19)“letter,” “release,” “colleagues,” “risk,” “pris-

ons,” “urging,” “ice,”b “immigration,” “in-
mates,” “detention,” and “vulnerable”

Immigration

Loss of life

“In trump's catastrophic zeal to lie about the
coronavirus threat, innumerable Americans' lives
are in danger.”

1.38 (1.35-1.42)“trump,” “americans,” “lives,” “president,”
“american,” “died,” “100,” “million,” “deaths,”
“200,” “states,” “lost,” “dead,” and “leadership”

Word set 1

“Within a few short days, 200,000 mothers fathers
daughters sons children parents lovers wives

1.13 (1.09-1.16)“family,” “lost,” “friends,” “loved,” “died,”
“life,” “heart,” “loss,” “years,” “god,” “prayers,”
“remember,” “thoughts,” and “honor”

Word set 2

husbands friends grandparents aunts uncles
cousins DEAD of coronavirus. We dare not get
numb. That equates to every person...EVERY
single person in my community.”

Republican

“Pompeo slams communist China for lying about
Wuhan coronavirus” and “The Wuhan virus is
#MadeInChina.” [retweet]

1.89 (1.85-1.92)“china,” “world,” “chinese,” “accountable,”
“communist,” “global,” “hold,” “party,”
“wuhan,” “china's,” “outbreak,” “government,”
“travel,” “held,” and “organization”

China

“Small businesses impacted by the #coronavirus
can apply for a low-interest SBA [Small Business
Association] disaster loan here”

1.27 (1.23-1.3)“small,” “businesses,” “program,” “relief,”
“loans,” “impacted,” “apply,” “owners,” “eco-
nomic,” “grants,” “assistance,” “grant,” and
“disaster”

Small business assis-
tance
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Example tweetsOR (95% CI)Top wordsAffiliation and topic theme

Government relief funds

“Democrats Filibuster Covid Relief” [retweet]1.22 (1.18-1.25)“funding,” “federal,” “local,” “state,” “million,”
“act,” “support,” “relief,” “communities,”
“cares,” “resources,” “governments,” “provide,”
and “emergency”

Word set 1

“In the CARES [Coronavirus Aid, Relief, and
Economic Security] Act,…received money to be
disbursed ASAP [as soon as possible] to help local
communities fight coronavirus. Grants were dis-
bursed through specific programs, including
Community Development Block Grants-flexible
funding to states and local governments-
Steubenville awarded $365,667!”

1.23 (1.2-1.27)“relief,” “senate,” “bill,” “republicans,”
“democrats,” “house,” “americans,” “mc-
connell,” “pass,” “american,” “pelosi,”

“congress,” “package,” “politics,” and “gop”c

Word set 2

Press briefings

“What is Montana doing in response to coron-
avirus?” COVID-19 Montana state response up-
date.”

1.22 (1.19-1.26)“governor,” “update,” “press,” “north,” “confer-
ence,” “gov,” “watch,” “live,” “carolina,”

“#ncpol,”d “michigan,” “nc,”e “south,” “state's,”
and “briefing”

Word set 1

“#ICYMI [in case you missed it] I discussed the
#Coronavirus in depth on the latest episode of
#TheBreakDown.”

1.14 (1.1-1.17)“hearing,” “response,” “discuss,” “committee,”
“watch,” “force,” “joined,” “task,” “meeting,”

“dr,”f “morning,” “impact,” “talk,” “yesterday,”
and “hear”

Word set 2

“6th Circuit unanimously rules DWP (drunk-with-
power) Beshear ban on church services unconsti-
tutional! Kentucky coronavirus”

1.16 (1.12-1.19)“georgia,” “court,” “power,” “supreme,” “restric-
tions,” “republican,” “politics,” “tennessee,”
“decision,” “law,” “abortion,” and “wisconsin”

State politics

Economic recovery and news

“As a nation, we will defeat the coronavirus and
rebuild the greatest economy. #Commitment-
ToAmerica”

1.19 (1.15-1.22)“economy,” “economic,” “back,” “jobs,” “recov-
ery,” “plan,” “recover,” “america,” “future,”
“nation,” “forward,” “industry,” “climate,” “en-
ergy,” and “safely”

Word set 1

“Germany's R0 coronavirus experiment: Berlin
tries to manage a variable no one can measure
accurately”

1.20 (1.16-1.23)“news,” “times,” “york,” “data,” “good,”
“washington,” “thread,” “study,” “post,”
“breaking,” “shows,” “found,” and “months”

Word set 2

aUSPS: US Postal Service.
bICE: Immigration and Customs Enforcement.
cGOP: Grand Old Party.
dNCPOL: North Carolina Political News.
eNC: North Carolina.
fDR: doctor.

Sentiment Differences by Party Affiliation
We performed an analysis of sentiment for the language used
in tweets and found that overall, Republican-affiliated tweets
used more positive sentiment, which increased over time. The
variation in overall sentiment is shown in Figure 2. Negative

sentiment was associated with content from both parties across
the following themes: health care and insurance, COVID-19
testing, and racial disparities. Positive sentiment was associated
with content within the theme of government public health
expertise. Sentiment within themes over time and across parities
is identified in Multimedia Appendices 5 and 6.
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Figure 2. Sentiment analysis of US legislators’ language on Twitter across party affiliations.

Discussion

By using machine learning techniques, we investigated narrative
content in over 300,000 twitter posts from US legislators over
the course of the COVID-19 pandemic to date. Investigating
the language within posts on social media platforms has become
more common and has been specifically used to study aspects
of health and health care. This study is among the first to analyze
US legislators’ Twitter-based language to identify the
COVID-19–related themes that policy makers are discussing
on Twitter with a specific focus on health care–related topics.
Additionally, this study deployed advanced language
assessments that use machine learning to analyze how legislators
are talking about these themes by conducting sentiment analyses
throughout the phases of the pandemic.

We noted key differences across the two major US political
parties. Health care–related themes that correlated with a
Democratic party affiliation focused on the health care access
and disparities across race. The themes that correlated with a
Republican party affiliation focused on initial and persistent
vaccine progress, access to equipment (eg, personal protective
equipment), and government expertise. Furthermore, in the
language analysis, we identified that across content posted by
Republican legislators, there was considerably more content
about the pandemic and approaches for managing the pandemic
across health care topics. Language analysis was also used to
detect thematic differences in narrative content within Twitter
posts across the two major political parties. In this study, our

results indicated that legislators with a Democratic party
affiliation focused their COVID-19 content more toward social
services and racial disparities. Content from
Republican-affiliated legislators focused thematically on
government relief and economic aid. This finding is consistent
with surveys of elected officials and the general public, which
suggests that awareness and concern about health disparities
among Democrats are greater than those among Republicans
[13,14].

There are limitations to this study, including the fact that content
was collected from publicly available Twitter posts; thus,
legislators who do not post content were not included. If a
legislator did not have a party affiliation (as noted by the
Quorum database), we could not include them in this analysis.
We also did not control for demographic or health access data,
as our analysis was performed on the language of individual
legislators. Further, a topic’s significant association with a
particular affiliation does not imply that other party legislators
did not tweet about it; it only indicates the relative frequency
of tweets containing the words that were associated with each
topic.

This study highlights the ability to understand how legislators
use social media (eg, Twitter); what information they choose
to share; and how they frame their content, which was
determined through sentiment analysis [15]. These are key
insights that will remain important to the public and health care
systems as policy makers continue to shape the national and
local responses to the pandemic [16].
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Multimedia Appendix 1
Mean number of COVID-19–related tweets per legislator by party affiliation. The tweets in our data set were posted from January
1 to October 10, 2020.
[PNG File , 140 KB - jmir_v23i6e27300_app1.png ]

Multimedia Appendix 2
Prevalence of health care–related topics over time by party affiliation.
[PNG File , 277 KB - jmir_v23i6e27300_app2.png ]

Multimedia Appendix 3
Prevalence of nonhealth care–related topics over time by party affiliation.
[PNG File , 286 KB - jmir_v23i6e27300_app3.png ]

Multimedia Appendix 4
Topics that were associated with Democrat (top) and Republican (bottom) legislators' Twitter language but did not pass the
statistical significance threshold.
[DOCX File , 15 KB - jmir_v23i6e27300_app4.docx ]

Multimedia Appendix 5
Sentiment of COVID-19–related legislator tweets on health care topics.
[PNG File , 281 KB - jmir_v23i6e27300_app5.png ]

Multimedia Appendix 6
Sentiment of COVID-19–related legislator tweets on nonhealth care topics.
[PNG File , 304 KB - jmir_v23i6e27300_app6.png ]
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Abstract

Background: Since late 2019, the lives of people across the globe have been disrupted by COVID-19. Millions of people have
become infected with the disease, while billions of people have been continually asked or required by local and national governments
to change their behavioral patterns. Previous research on the COVID-19 pandemic suggests that it is associated with large-scale
behavioral and mental health changes; however, few studies have been able to track these changes with frequent, near real-time
sampling or compare these changes to previous years of data for the same individuals.

Objective: By combining mobile phone sensing and self-reported mental health data in a cohort of college-aged students enrolled
in a longitudinal study, we seek to understand the behavioral and mental health impacts associated with the COVID-19 pandemic,
measured by interest across the United States in the search terms coronavirus and COVID fatigue.

Methods: Behaviors such as the number of locations visited, distance traveled, duration of phone use, number of phone unlocks,
sleep duration, and sedentary time were measured using the StudentLife mobile smartphone sensing app. Depression and anxiety
were assessed using weekly self-reported ecological momentary assessments, including the Patient Health Questionnaire-4. The
participants were 217 undergraduate students. Differences in behaviors and self-reported mental health collected during the Spring
2020 term, as compared to previous terms in the same cohort, were modeled using mixed linear models.

Results: Linear mixed models demonstrated differences in phone use, sleep, sedentary time and number of locations visited
associated with the COVID-19 pandemic. In further models, these behaviors were strongly associated with increased interest in
COVID fatigue. When mental health metrics (eg, depression and anxiety) were added to the previous measures (week of term,
number of locations visited, phone use, sedentary time), both anxiety and depression (P<.001) were significantly associated with
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interest in COVID fatigue. Notably, these behavioral and mental health changes are consistent with those observed around the
initial implementation of COVID-19 lockdowns in the spring of 2020.

Conclusions: In the initial lockdown phase of the COVID-19 pandemic, people spent more time on their phones, were more
sedentary, visited fewer locations, and exhibited increased symptoms of anxiety and depression. As the pandemic persisted through
the spring, people continued to exhibit very similar changes in both mental health and behaviors. Although these large-scale shifts
in mental health and behaviors are unsurprising, understanding them is critical in disrupting the negative consequences to mental
health during the ongoing pandemic.

(J Med Internet Res 2021;23(6):e28892)   doi:10.2196/28892

KEYWORDS

anxiety; college; COVID-19; COVID fatigue; depression; George Floyd; mobile sensing; phone usage; sleep; digital phenotyping

Introduction

The COVID-19 Pandemic
COVID-19 has drastically changed life for people worldwide.
The World Health Organization (WHO) declared COVID-19 a
pandemic on March 11, 2020 [1]. In this work, we extend our
previous research beyond the initial phases of the pandemic to
June 25, 2020. By this time, the world had seen over 2,000,000
confirmed COVID-19 cases and 100,000 deaths [2], and the
severe long-term political, economic, educational, and social
ramifications of COVID-19 had grown increasingly acute.
Understanding the behavioral and mental health implications
for individuals during the spring of 2020, an unprecedented
period of high stress, is critical for the upkeep of mental health
during the pandemic.

College students seem to be vulnerable to the impact of
COVID-19 on mental health [3-5]. In the spring of 2020, global
health measures forced many colleges to shut down in an effort
to mitigate the spread of the virus. On March 12, 2020,
Dartmouth College requested that students leave the campus,
with hope that the campus could resume normal operations in
5 weeks. At that time, it was believed that the COVID-19
situation would end rather quickly; however, by March 17, the
severity of the virus became more apparent, and Dartmouth
College announced that all classes and office hours would be
held remotely during the Spring 2020 academic term. Students
were asked to leave campus and not return until further notice.
Following changes in school, local, and federal policies, drastic
alterations in students’ behavior were observed. Prior research
found that during the initial stages of the pandemic, this cohort
of students visited fewer locations, spent more time sedentary,
and increased its phone use [6]. All these behavioral changes
were linked with increased levels of anxiety and depression [6],
a trend observed by other researchers among various groups of
college students [7,8]. Despite the negative impact on their
mental health, many students continued to practice physical
distancing with the hope of a swift return to normalcy.
Unfortunately, improved knowledge about the ways in which
COVID-19 spreads made it increasingly clear that physical
distancing and other measures needed to continue for the sake
of public health. Although some localities began to ease their
restrictions and reopen in April 2020, it was still widely
suggested that people avoid public gatherings and maintain
physical distance from others.

COVID-19 Restrictions Over the Long Term
Towns and cities across the United States were forced to sustain
COVID-19 “Stay Home, Stay Safe” restrictions in an effort to
stem the spread of COVID-19. The effort of adhering to these
restrictions seems to have bred fatigue among people
nationwide. Although there is evidence that these
stay-at-home-orders resulted in an immediate suppression of
negative changes in mental health brought on during this time
[9], people grew weary of the effort required to maintain
constant vigilance. For many, staying at home began to feel like
a monotonous rut—many referred to this feeling as “COVID
fatigue.” Search term interest in COVID fatigue is seen alongside
interest in coronavirus and the total number of confirmed
COVID-19 cases [2] (Figure 1). Interest in COVID fatigue began
to grow about a month into the pandemic (spiking in April) and
continued to grow throughout the spring, while interest in
coronavirus peaked around the time when policy changes were
implemented in March before sharply and steadily declining.
Therefore, COVID fatigue became an appropriate metric for
measuring pandemic intensity at a given moment in time, while
interest in the search term coronavirus seemed to capture the
initial pandemic-related changes, reaching peak interest levels
in late March. because many students continued to live under
“Stay Home, Stay Safe” restrictions throughout the spring, it is
necessary to understand how the sustenance of these behaviors
is related to mental health.

Over the last year, the COVID-19 pandemic has prompted
multiple lockdowns, which have brought about increased interest
in the search term COVID fatigue, a term that has quickly
become the subject of much discussion in public health research
[10-13]. Cross-sectional research in Istanbul, Turkey, suggests
that those with higher education levels experience more
COVID-19–based fatigue [14], which may be attributable to a
greater likelihood of this population to adhere to virus protocols
and practice physical distancing [14,15]. Recent work proposes
that college students may experience increases in depression
due to COVID fatigue [16]. Most work measuring COVID
fatigue has been limited to the use of web-based surveys. Using
smartphone mobile sensing for digital phenotyping enables
increased sampling frequency [17] and an ecologically valid
approach [18,19], particularly when paired with ecological
momentary assessments (EMAs). How behavioral and mental
health changes related to COVID fatigue among populations at
high risk for mental health issues (eg, college students) remains
an unresolved question that we investigate in this work.
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Figure 1. Number of confirmed COVID-19 cases graphed alongside search term interest (scaled from 0-100) during the winter and spring of 2020.
COVID-19 case data were taken from the COVID-19 Data Repository by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins
University [2]. Search term interest was taken from Google Trends.

Modeling Stages of the Pandemic With Changes in
Behavior and Mental Health
Using previously successful methods, this work seeks to infer
the behavioral and mental health impacts of the initial onset and
duration of the COVID-19 pandemic among a cohort of
Dartmouth College undergraduate students. Search
query–related data are a promising metric in gathering
population-based interest, which can be used to successfully
identify changes in mental health [9,20,21]. Prior work has
shown EMAs to be an excellent tool for gathering real-time
assessments of mental health [22]. Notably, researchers have
also used EMAs to assess mental health changes during the
COVID-19 pandemic [6,23]. Interest in the search terms
coronavirus and COVID fatigue was gathered from Google
Trends to quantify the initial and ongoing phases of the
pandemic (Figure 1). Interest levels were linearly inferred based
on smartphone behavioral sensing data (gathered via passive
sensing) and reported levels of anxiety and depression. Linear
models are a useful tool in understanding the impact of the
COVID-19 pandemic on daily behaviors and mental health in
previous work, as a nearly identical method using COVID-19
media presence was previously successful [6]. Previously, we
observed that the early media presence of COVID-19 was
associated with increased levels of anxiety and depression as
well as increased sedentary time and phone use [6]. This work
seeks to build on prior work conducted by this and other groups

to gain further insight into the ways in which COVID-19 has
impacted daily life and mental health. We hypothesized that
over nearly 3 months, students would continue to exhibit
changes in depression, anxiety, and daily behaviors similar to
those seen in the initial response to the COVID-19 pandemic.

Objective
In this work, we seek to understand the behaviors and mental
health changes associated with the continuing phases of the
pandemic, as inferred by interest in the search terms COVID
fatigue and coronavirus.

Methods

Study Design
All data from this study were obtained from the StudentLife
study [24], which is a longitudinal multimodal study designed
to follow the experiences of undergraduate students throughout
their academic tenure with a focus on mental health. Study
components include smartphone mobile sensing through the
StudentLife app [25], EMAs, and surveys focusing on a variety
of college experience components and functional neuroimaging
[26].

Participants
Data were collected from 219 participants who agreed to provide
mobile sensing data via the StudentLife app [25]. One
participant was removed from the study for having a phone
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incompatible with the app, and one participant withdrew within
a week of starting the study. Data for both participants were
excluded from further analyses. Of the remaining 217
participants, 67.8% (147) were female, with an age range of
18-22 years at the time of enrollment. Recruitment for this study
began in August 2017 and concluded in November 2018. This
study was reviewed and approved by Dartmouth College’s
Committee for the Protection of Human Subjects. All data
analyzed were collected from September 9, 2017, through June
25, 2020.

Academic Terms
At Dartmouth College, the academic schedule consists of a
flexible, year-round calendar that is roughly divided into 4
10-week academic terms (quarters), typically followed by 2 or
more weeks of break. COVID-19 was first discovered in the
United States during Dartmouth College’s Winter 2020 term,
which began on January 6, 2020. The Spring 2020 academic
term (March 30 start date) was the first complete academic term
that occurred during the COVID-19 pandemic. To graphically
show differences in anxiety and depression related to
COVID-19, academic terms, including the subsequent 2 weeks
of break prior to the Winter 2020 term, were included as control
terms.

Mobile Sensing and Ecological Momentary
Assessments
Smartphone sensing data and EMA surveys were administered
using the StudentLife application (iOS and Android) [25]. The
StudentLife app collects data from several of the phone’s
sensors, including but not limited to GPS, accelerometer, and
lock/unlock status. Anonymized data from the StudentLife app
are uploaded to a secure server whenever a participant is both
connected to a Wi-Fi network and charging their phone. Data
from these sensors are used to assess items such as the
day-to-day and week-by-week impact of workload on stress,
sleep, activity, mood, sociability, mental well-being, and
academic performance [25]. Students are prompted weekly by
the StudentLife application to complete a few short surveys,
administered as EMAs [22]. These EMAs include the Patient
Health Questionnaire-4 (PHQ-4), which combines a brief
measure of depressive and anxious symptoms [27] that assesses
how often individuals were bothered by specific symptoms over
the last 2 weeks with values ranging from 0 to 6 for each
subscale. The PHQ-4 combines the Patient Health
Questionnaire-2 (PHQ-2) and the Generalized Anxiety
Disorder-2 (GAD-2) tool.

Sedentary Time
Sedentary time, or stationary duration, is computed with
algorithms that detect a lack of movement based on
accelerometer data from a phone’s sensors. This enables us to
measure students’ activity or, more precisely, their lack of
activity level. The StudentLife app continuously infers physical
activities using the Android activity recognition application
programming interface [28,29] or iOS Core Motion [30].

Sleep
Sleep was inferred through a combination of passive sensing
features (ambient light, movement activity, screen on/off). In

this way, three features were computed: sleep onset, wake time,
and sleep duration. These measures of sleep have been shown
to be accurate within ±30 minutes of total sleep duration [25].

Location
Density-based spatial clustering of applications with noise
(DBSCAN) [31] was used to cluster GPS coordinates to
determine the number of locations visited and distance traveled
during a given time period. Locations were detected when 3
GPS samples (sampled every 10 minutes) were within a radius
of 30 meters. Distance was calculated in meters traveled between
all locations throughout the day.

Phone Use
Unlock duration is a measurement of time during which a user’s
phone is unlocked and the screen is on, calculated as the time
between the user unlocking the phone and the user either
manually relocking the phone or autolocking due to disuse (the
iOS default is 30 seconds, Android defaults vary by
manufacturer, and users can alter this time through their phone
settings). Notification and system services do not influence the
measurement of unlock duration. For the iOS app (189 users),
from the start of the study in September 2017 until September
2018, unlock duration was measured by remotely triggering
phones every 10 minutes, sampling 1 minute every 10 minute
period (minimum 10% temporal coverage). After September
2018, phones were remotely triggered every 3 minutes, with
subsequent sampling for 1 minute. Lock/unlock behaviors within
that minute are recorded in real time, while locks/unlocks for
the remaining 2 minutes are logged during the next remote
trigger. The Android phone app natively supports phone use
tracking and does not need to be triggered (28 users).

Google Trends
Google is the world’s leading search engine, and Google Trends
is an excellent tool to quantify topic interest. In turn, interest
data from Google Trends have been successfully used to
quantify changes in mental health [9,20,21]. Google data are
posted publicly, and data can be downloaded directly through
Google’s web portals or through freely available software.
Google normalizes search data by region (in this case, the United
States). To normalize the data, each data point is divided by the
total searches of the geographic and time range it represents to
compare relative popularity; the results are then scaled from a
range of 0 to 100 based on a topic’s proportion to all searches
on all topics [32]. Search terms with low interest appear as “0,”
while “100” reflects peak interest during a given period. To
obtain an unbiased measurement of interest in coronavirus and
COVID fatigue, interest in both search terms was pulled for the
duration of the entire study (September 7, 2017, to June 25,
2020). Data received from Google Trends were reported on a
weekly scale; interest was reported for each Sunday. To gather
a more finely grained real-time view of interest, the data was
linearly interpolated using the “approxm” function from the
Freqprof package in RStudio.

Data Processing, Modeling, and Visualization in
RStudio
Modeling was implemented in lme4 [33] and lmerTest [34].
All plots were generated using ggplot2 [35]. Result tables were
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produced using stargazer [36]. On average, 164/217 participants
(75.6%) reported mobile sensing data each day. For all
participants with data, for the following behaviors, inferred
through mobile sensing, daily group-level averages were
calculated, standardized, and plotted over the time course of
January to July 2020: locations visited, phone use, sleep, and
time still (Figure 2). The objective of the analyses was to
determine how the shock and sustained nature of the pandemic
impacted the participants’ behaviors and mental health. The
term week was modeled as linear and quadratic factors. To
obtain a variable mirroring interest in coronavirus and COVID

fatigue, topic interest in both coronavirus and COVID fatigue
was gathered from Google Trends. Interest levels were modeled
with fixed effects of reported depression and anxiety levels,
unlock duration, unlock number, sedentary time, sleep duration,
number of locations visited, and term week (linear and
quadratic) variables, as well as random intercepts for each
participant. For each variable, any days with missing data
(14.47%) were excluded from the analysis. Each variable except
participant was scaled to aid model convergence. P values were
calculated using the Satterthwaite method as implemented in
lmerModLmerTest as part of lmerTest.

Figure 2. Standardized daily scores of the number of locations visited, duration of time phone unlocked, sleep duration, and sedentary time before and
after the World Health Organization declared COVID-19 a global pandemic (March 11, 2020). All behaviors were calculated using data from the
StudentLife app.

Results

Behavioral and Mental Health Changes Associated
With the COVID-19 Pandemic
To visually observe shifts in behaviors due to the COVID-19
pandemic, standardized scores were produced for each behavior
plotted with a vertical line marking the date on which the WHO
named COVID-19 a pandemic (Figure 2). Students visited fewer
locations, used their phones more, spent more time sedentary,
and initially exhibited increases in sleep before a sustained
decrease in sleep. Notably, the graph shows less extreme peaks
and valleys, suggesting that differences in behavior between
weekdays and weekends were less pronounced during the

COVID-19 pandemic. The mean values of depression and
anxiety were plotted by week of the term; data were combined
from all study participants from all terms prior to the Winter
2020 term, which was plotted as a separate line along with the
Spring 2020 term. Standard error was plotted as a shaded ribbon
surrounding the mean. Sustained increased levels of depression
and anxiety throughout the Spring 2020 academic term
compared to Winter 2020 and control terms were plotted (Figure
3). Peak self-reported anxiety and depression symptoms were
observed during the ninth week of the Spring term,
corresponding to the time before final examinations, increases
in COVID-19 cases, and the murder of George Floyd. Linear
models were produced to better assess these differences in a
more quantitative manner.
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Figure 3. Depression (top) and anxiety (bottom) scores across an academic term and the first 2 weeks of break, with the term influenced by the outbreak
of the COVID-19 pandemic as a separate line. The shaded ribbons represent the standard error for each week. Winter 2020 weeks influenced by policy
changes related to COVID-19 are represented with a shaded box from weeks 9 to 12. Colored text corresponds to the term in which the event took place.
Depression and anxiety were measured with the PHQ-2 and GAD-2 scales through the StudentLife app. Control terms include data from the same group
of individuals across previous academic terms. Finals: final examinations; GAD-2: Generalized Anxiety Disorder-2; PHQ-2: Patient Health Questionnaire-2.

Multiple models for sedentary time, phone use, sleep, locations
visited, depression, and anxiety were tested (see the Methods
section for specific details). For all mobile sensing variables
except phone use, superior fit was observed with the most
complex model that included the COVID-19 academic term,
linear and quadratic term week trends, the interaction of the

COVID-19 academic term with each of the term week trends,
and allowance for random intercepts for each participant’s data
(random effects). For phone use, superior fit (measured by
lowest deviance) was observed with the model including the
COVID-19 academic term, linear and quadratic term week
trends, and the interaction between the linear term week variable
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and the COVID-19 academic term. Modeling of the COVID-19
academic term compared with non–COVID-19 academic terms
identified significantly increased sedentary time, phone use,
sleep, depression, and anxiety, along with a decrease in locations
visited (P<.001; Table 1). Significant interactions of the
COVID-19 term and quadratic term week regressor for sedentary

time, locations visited, and anxiety (P<.001), as well as sleep
and depression (P=.05), were observed. Significant interactions
between the COVID-19 term and the linear term week regressor
for locations visited, phone use, and anxiety (P<.001) as well
as sedentary time (P=.01) and depression (P=.05) were also
observed.

Table 1. Models of sedentary time, locations visited, sleep duration, phone use, depression, and anxiety by week and by presence of COVID-19 during
the academic term.

Anxiety (6) (21,284
observations)

Depression (5)
(21,284 observa-
tions)

Phone use (4)
(91,541 observa-
tions)

Sleep duration (3)
(91,541 observa-
tions)

Locations visited (2)
(85,148 observa-
tions)

Sedentary time (1)
(91,541 observa-
tions)

Variable

P valueStandard-
ized coef-
ficient
(SE)

P valueStandard-
ized coef-
ficient
(SE)

P valueStandard-
ized coef-
ficient
(SE)

P valueStandard-
ized coef-
ficient
(SE)

P valueStandard-
ized coef-
ficient
(SE)

P valueStandard-
ized coef-
ficient
(SE)

<.0010.150
(0.013)

<.0010.262
(0.013)

<.0010.406
(0.007)

<.0010.061
(0.008)

<.001–0.851
(0.008)

<.0010.469
(0.007)

COVID-19
Term

<.001–0.042
(0.006)

.02–0.014
(0.006)

<.0010.072
(0.003)

<.0010.041
(0.003)

<.001–0.218
(0.003)

<.001–0.056
(0.003)

Term week
(linear)

<.001–0.108
(0.006)

<.001–0.074
(0.006)

<.0010.013
(0.003)

<.0010.060
(0.003)

<.001–0.140
(0.003)

<.001–0.036
(0.003)

Term week
(quadratic)

<.0010.086
(0.013)

.010.033
(0.013)

<.001–0.032
(0.006)

.50–0.005
(0.007)

<.0010.121
(0.008)

.003–0.021
(0.007)

COVID-19
term: term
week (linear)

<.0010.088
(0.013)

.020.029
(0.013)

N/AN/Aa.02–0.017
(0.007)

<.0010.071
(0.008)

.0010.025
(0.007)

COVID-19
term: term
week
(quadratic)

.490.031
(0.045)

.82–0.011
(0.046)

.02–0.102
(0.043)

.750.010
(0.032)

<.0010.148
(0.025)

.003–0.099
(0.033)

Constant

aN/A: not applicable.

COVID-19 Interest, Mental Health, and Mobile
Sensing
After observing broad differences in sleep, phone use, locations
visited, sedentary time, depression, and anxiety between the
Winter 2020 term and previous terms, the next goal was to see
if these behaviors changed on a daily scale, particularly
mirroring the relative interests in coronavirus and COVID
fatigue over the duration of the study. Interest in both variables
was at zero until March 2020 (Figure 1). To gather what
behaviors changed with coronavirus interest and how they
changed, we included fixed effects for phone use (unlock
duration and unlock number), sedentary time, sleep duration,
number of locations visited, and linear and quadratic academic
term week regressors. Random intercepts per participant were
included in the model. Each variable was scaled to help with
convergence of the restricted maximum likelihood model and
to obtain regression coefficients that can be compared for
relative importance. Models inferring interest in COVID fatigue
had a better fit (lower deviance) than models of coronavirus
interest. All variables were significantly associated with interest
in the search term coronavirus, and all variables except distance
traveled were significantly associated with interest in COVID
fatigue. In both models, phone use (unlock duration) had the
largest positive standardized coefficient, followed by sedentary

time. The number of locations visited had the largest magnitude
of negative standardized coefficient, followed by the number
of phone unlocks and sleep duration (P<.001).

In the second set of models of interest data, we again made
inferences with mobile sensing features, this time with the
addition of self-reported anxiety and depression scores. Again,
all variables seemed to produce a better fit when inferring
interest in COVID fatigue. When anxiety and depression were
added to the previously used sensing model, our model
demonstrated that increased anxiety and depression were
significantly associated with rising interest in coronavirus and
COVID fatigue (P<.001). Again, we observed increased phone
use (unlock duration), increased sedentary time, and decreased
number of locations visited, with standardized beta weights
stable across both models. Sleep was negatively associated with
interest in COVID fatigue (P=.05) but no longer had a significant
association with coronavirus interest, perhaps due to the weekly
measured mental health metrics accounting for variance.
Notably, both the linear and quadratic term week variables were
positively associated with COVID fatigue interest, though only
the quadratic term week variables were positively associated
with coronavirus interest. A coefficient plot depicting the
relative impacts on behaviors and mental health is shown in
Figure 4.
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Figure 4. Coefficient plots from mixed linear models of interest in the search terms coronavirus and COVID fatigue, inferred by mobile smartphone
features and self-reported mental health. Intercepts and random intercepts per participant are not plotted. *P<.05; **P<.01; ***P<.001.

Discussion

Principal Findings
As in our previous work, we found increased interest in
COVID-19 to be associated with increased depression and
anxiety alongside stark behavioral changes. Further linear
models showed that as initial interest in the search term
coronavirus increased, a cohort of 217 Dartmouth College
undergraduate students became more sedentary, visited fewer
locations, slept less, used their phones more, and showed
increases in anxiety and depression. Although initial models
suggested an increase in sleep during academic terms affected
by COVID-19, controlling for other sensing variables revealed
that students exhibited decreases in sleep as the pandemic
endured. Although we observed an increase in distance traveled
as coronavirus interest rose, we attribute this finding to students
returning home, as it coincides with Dartmouth College closing
its campus. We found that the search term coronavirus had a
stronger relationship with changes in behaviors and mental
health, with the exception of levels of depression. With sustained
adherence to “Stay Home and Stay Safe” guidelines
implemented by many national and international governments,
we found that as the pandemic endured, students were more
sedentary, visited fewer locations (as inferred from GPS
tracking), slept less, used their phones more, and exhibited
increases in anxiety and depression. Notably, over the entire
course of the study, self-reported anxiety and depression levels

were highest in the week after George Floyd was murdered.
Future digital phenotyping work should investigate the impact
of current events on mental health and behavior.

Our models revealed that behaviors and mental health changed
in response to the pandemic over a sustained period of time.
Although this work is descriptive by nature, behavioral changes
sometimes drive changes in mental health in a lagged manner.
Notably, a comparison of contemporaneous correlations of data
collected prior to and during the COVID-19 pandemic revealed
a decrease in the strength of the correlations between sedentary
time and mental health (anxiety and depression). Notably, the
correlation between locations visited and anxiety also became
weaker. Future COVID-19–related work investigating causal
relationships between general daily travel, particular sedentary
behaviors, and changes in mental health would be of high
interest.

Unfortunately, we remain engaged in a battle against the
continued spread of COVID-19, necessitating long-term
adherence to physical distancing and other mitigation protocols.
Although the initial impact of these unprecedented shifts in
behavior has been documented, the effects of the longevity of
the pandemic are less known. This work uses longitudinal data
from a cohort of 217 college students to observe what behavioral
and mental health changes are associated with the enduring
pandemic. As in previous work, we found increased interest in
COVID-19 to be associated with increased depression and
behavioral changes. Further linear models showed that as initial
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interest in coronavirus increased, participants became more
sedentary, visited fewer locations, slept less, used their phones
more, and showed increases in anxiety and depression. Although
initial models suggested an increase in sleep during academic
terms affected by the COVID-19 pandemic, controlling for other
sensing variables revealed that students exhibited decreases in
sleep as the pandemic endured.

As in previous work [6], we again observed that COVID-19 is
associated with decreased sleep, increased sedentary time, and
negative mental health outcomes. Recent work, collected
prepandemic, suggests that sleep may mediate a relationship
between physical activity and stress [37]. An overwhelming
body of research supports the claim that increased physical
activity is associated with longer, better quality sleep [38-40].
On the other hand, physical inactivity tends to be associated
with increased stress [41], and recent work suggests that
exercising during the pandemic may help reduce levels of stress
[42]. Stress has been implicated in changes in mental health
[43,44] and poor sleep [45-47]. Importantly, other work
identifies disturbances in sleep and physical activity that
coincide with COVID-19 fatigue [12]. Although the observed
prolonged decreases in sleep may potentially mediate a
relationship between sustained decreased physical activity and
mental well-being during the pandemic, mental health research
currently remains uncertain.

Our finding of sustained increased phone use during the
COVID-19 pandemic presents a quandary. Work prior to the
pandemic suggests that smartphone overuse is associated with
negative changes in mental health [48]. However, at a time of
widespread social distancing, it seems that smartphones may
have a more complex relationship with mental health. Recent
research has shown that using smartphones to connect with
friends and colleagues may be associated with increased
well-being during the pandemic [49]. Moreover, social
connection may provide resilience in battling COVID-19 fatigue
[50]. Simultaneously, increased phone use during the pandemic
may reflect increased social media use and negative changes in
mental health [49,51]. Given the observance of increased phone
use among college students during the COVID-19 pandemic,
future work may seek to uncover the various impacts of phone
use during the pandemic.

Primary takeaways from the models are that individuals are
maintaining previously seen changes in behavior and mental
health. This finding suggests the importance of prioritizing
communication with loved ones, and it emphasizes the benefit
of maintaining a regular sleep schedule and physical activity to
help improve mental health.

Study Limitations and Future Directions
One possible limitation of this study is the search terms used.
Although other literature reports use the term “COVID fatigue”
to refer to behavioral exhaustion, it is worth noting that similar
search terms listed on Google Trends are related to the
symptomatology of COVID-19 (ie, fatigue related to virus
contraction) rather than to behavioral fatigue. Our graphs show
that interest in COVID fatigue begins to increase well into the
pandemic, but after interest in coronavirus increases; however,
it is possible that we are partially capturing interest in symptoms.

Still, we observed that behaviors and mental health model
interest in covid fatigue with a better fit than with interest in the
term coronavirus; this finding suggests that the gradually
building interest in COVID-19 fatigue accurately reflects the
continuing phases, while interest in the disease itself reflects
the initial phase. Future work may consider identifying trending
search terms such as covid mutation or covid vaccine to help
quantify the interest in the continuation of the pandemic and
how that interest may be impacting mental health. Similarly, as
vaccines are more widely distributed, using the terms covid
vaccine and herd immunity along with the terms used in this
work could be an effective way to model the impacts of later
and (hopefully) final stages of the COVID-19 pandemic on
mental health.

Although the mobile smartphone sensing data gathered by the
StudentLife app are quite robust, they too have potential
limitations. When mobility is decreased, such as during a
stay-at-home order, people may not always have their phones
with them, which could lead to an overestimation of sedentary
time and sleep. Our moderate sample size of 217 total
participants across all terms and 212 participants during the
COVID-19 pandemic (97.6%) limits the generalizability of the
findings. Further, participants may be preferentially accessing
larger screens (eg, tablets, laptops, or televisions). Because the
app was only installed on the students’ mobile phones, our
metric of phone use (as measured by screen unlock duration or
number of unlocks) may underestimate the total amount of
screen time. However, we did observe increased phone use,
suggesting that the effect sizes we observe are underestimated.
Future digital phenotyping work capable of distinguishing
different types of screen time during the pandemic would be of
high interest, as would work that distinguishes the purposes (ie,
working, watching Netflix, reading) and proportions of screen
use. Further work could also use smartwatches to improve the
measurement of behaviors such as sedentary time and allow for
more frequent sampling of phone use, location and other
measures. Additionally, the use of smartwatches could facilitate
highly accurate inferences of time spent exercising, sleep and
sedentary time, as these watches typically track heart rate.
Despite the moderate sample size and potential data
inaccuracies, strong significant effects on mental health and
behaviors were observed, suggesting robust effects.

Although finding ways to combat COVID-19 fatigue is beyond
the scope of this work, we encourage more research on the
subject. In our work, we were unable to infer daily changes in
mental health, as to maximize long-term retention, the
StudentLife app prompted participants to respond to weekly,
not daily, EMAs. Although we presume that college students
are likely to be more susceptible to experiencing pandemic
fatigue, we do not directly gather fatigue-related feedback.
Future studies may consider addressing fatigue more directly,
although one should be cautious when choosing metrics of
fatigue, as they may also be symptoms of depression (eg,
physical exhaustion, anhedonia, trouble sleeping). Administering
EMAs on a daily, rather than weekly, basis could help parse
day-to-day changes in mental health related to fatigue. In light
of the drastic changes in sedentary time, it is critical to find
day-to-day activities or routines that may help prevent or reduce
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fatigue levels. There may be differences in the degree of reported
mental health changes between those who spend more time
watching television compared to those using social media.
Although gathering enough participants may be challenging,
using questionnaires to investigate specific behaviors that drive
or reduce fatigue levels is critical.

Comparison With Prior Work
In the initial stage of the COVID-19 pandemic, as the media
presence of COVID-19 increased, individuals exhibited
increased levels of depression and anxiety alongside increased
sedentary time, phone use, and a decrease in the number of
locations visited. This work examined if the same cohort of
individuals exhibited the same changes in behaviors and mental
health over the course of a 12-week academic term. Rather than
using media presence, this work uses search term interest
gathered from Google Trends, a tactic that has recently proved
fruitful during the pandemic [9,20]. In this work, we chose the
search term COVID fatigue to measure the intensity of the
pandemic at a given moment to add to the prior knowledge
gained during the initial phases of the pandemic. This tactic
enabled us to observe what behavioral and mental health changes
were associated with the ongoing COVID-19 pandemic, as
opposed to focusing on the initial phase, as in prior work. In
addition to previously observed shifts in mental health and

behaviors, we observed significant decreases in sleep as the
COVID-19 pandemic endured.

Conclusions
While the long fight against COVID-19 continues, we must
further our understanding of its impacts on mental health. This
study provides additional insight into mental health and related
behaviors during the ongoing COVID-19 pandemic. Using
mixed linear models of smartphone mobile sensing and
self-reported mental health questions, we were able to infer the
initial and ongoing phases of the COVID-19 pandemic, as
measured by search term interest in coronavirus and COVID
fatigue; moreover, we were able to validate that the participants’
mental health and related behaviors changed contemporaneously
with relative interest levels in these terms. Increases in
depression, anxiety, sedentary time, and phone use, alongside
decreases in sleep and the number of locations visited, are
significantly associated with the ongoing pandemic. All of these
changes seem very similar to those seen during the initial phases
of the pandemic. As the virus continues to mutate, in future
work, we may attempt to identify behaviors as resilience factors
for changes in mental health. Similarly, work tracking the
distribution of vaccines may elucidate a return to pre–COVID-19
pandemic levels of behavior and mental health.
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Abstract

Background: Due to strict, nationwide, comprehensive COVID-19 protective measures, including home quarantine, all Chinese
medical students began taking web-based classes beginning in the spring semester of 2020. Home quarantine, web-based classes,
and the stress surrounding the COVID-19 pandemic may have triggered an increased incidence of mental health problems among
medical students. Although there have been increasing amounts of literature on depression among medical students, studies
focusing on positive psychological resources, such as resilience during the COVID-19 pandemic, still need to be expanded.

Objective: This study aims to assess depression among medical students who are taking web-based classes during the COVID-19
pandemic and to investigate the role of coping styles as mediators between resilience and depression.

Methods: A cross-sectional study of 666 medical students involving stratified sampling in Shenyang, Liaoning Province, China,
was completed between March 20 and April 10, 2020. The participants responded to a self-administered, smartphone-based
questionnaire, which included the Patient Health Questionnaire-9, Simplified Coping Style Questionnaire, and Ego Resilience
89 Scale. Hierarchical linear regression and structural equation modeling were used in this study.

Results: The prevalence of depression among the participants was 9.6% (64/666) in this study. The regression analysis revealed
that grade (the year in which the medical student was in training) (P=.013), how well students adapted to web-based classes
(P<.001), their levels of resilience (P=.04), and their coping styles were independent predictors for depression (P<.001). Resilience
and positive coping styles were negatively related to depression (resilience: P=.04; positive coping styles: P<.001), and negative
coping styles were positively related to depression (P<.001). The structural equation modeling analysis showed that the effect of
resilience on depression was partially mediated by coping styles (P=.007).

Conclusions: In this study, it was found that the prevalence of depression was slightly low and coping styles mediated the
association between resilience and depression among medical students during the COVID-19 pandemic. These findings have
significant implications for future studies. Future studies and interventions should aim to improve resilience and promote positive
coping styles.

(J Med Internet Res 2021;23(6):e25259)   doi:10.2196/25259
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Introduction

The COVID-19 pandemic has deeply affected peoples’ lives
all over the world since its emergence in 2019. Both isolation
and economic pressure have had a profound impact on the
psychosocial environment in each affected country. The
pandemic has also increased the public’s susceptibility to
detrimental psychological consequences [1]. According to a
Chinese study, more than half the study population reported
moderate or severe psychological impacts resulting from the
COVID-19 pandemic [2]. Quarantine-associated mental health
issues involve depression, anxiety, and irritability [3].

School lockdowns were implemented in many countries [4]. In
order to better prevent and control the further spread of
COVID-19, many universities in China began conducting
web-based classes in February 2020. With the unprecedented
number of web-based classes, home-quarantined medical
students' psychological status is an important area of
investigation. It has been reported that the rate of anxiety and
depression among medical students is high [5], and the
COVID-19 pandemic might bring about further risks to their
mental health. Medical courses usually involve practice and
experiments. However, web-based classes cannot provide such
opportunities, which may add to medical students' worries about
their academic achievements and result in high amounts of
mental stress. Students have been reported to prefer studying
in classrooms over having web-based classes due to the feeling
of being together during classroom learning and the ability to
share perspectives [6]. Therefore, the lack of peer contact and
face-to-face communication with teachers in web-based classes
may increase the risk of developing worry, anxiety, or even
depression among medical students.

Depression—a mood disorder defined by sadness, inactivity,
the loss of appetite or overeating, and difficulty in
concentrating—can result in the reduced ability to perform daily
activities among some people. Depression is one of the most
often identified health issues among college undergraduates
[7,8] and is especially common among medical undergraduates
[9,10]. Previous studies have found that approximately 30% of
medical undergraduates in Europe experience anxiety or
depression [11,12]. Mental health disorders among
home-quarantined university students have also been found in
a previous study, which reported that the prevalence of
depression was as high as 9% among university students about
1 month after COVID-19 outbreak in China [13]. A large
cross-sectional study that included 44,447 Chinese college
students reported an overall prevalence of depression symptoms
of 12.2% during the COVID-19 pandemic [14]. The increased
prevalence of depression was also observed in the winter 2020
academic semester in a US study [15].

The cognitive-behavioral model of health anxiety [16] suggests
that some individuals have maladaptive assumptions about their
health and, consequently, tend to overconsume health

information, which could lead to high levels of anxiety [17].
Based on this model, individuals who have high levels of anxiety
tend to be more anxious during a pandemic [18,19]. The
transactional stress model theory [20] states that the responses
of individuals who are faced with stress are affected by the
coping process during a stressful experience [21] and that
situation appraisal and coping can be influenced by positive
personal resources.

There are many recent, positive psychology [22,23] studies that
focus on depression, and resilience—a positive capability—is
a topic of wide concern [24,25]. Resilience refers to one’s
capability to adjust to challenges and adverse events [26,27]
such as trauma, threats, or other major stresses, and resilience
may prevent depression [28-30]. People who are less resilient
are more susceptible to pathological reactions to adversities,
while people who are more resilient are more likely to be
protected against adversities [31].

According to the transactional stress model theory, the process
of coping plays a significant role in individuals’ responses to
stress [21]. Coping presents strategies of cognition and behavior
that individuals can use to master, decrease, or stand up to the
inward or outward demands of stressful situations [32]. Dynamic
reactions to adversities aid individuals in preventing themselves
from developing psychological impairments. Coping styles
generally consist of two categories—positive coping and
negative coping. Positive coping involves managing problems,
adjusting quickly to stressors, and allaying pressure, whereas
negative coping includes avoidance, social withdrawal, and the
pitying of oneself, which all exacerbate anxiety. Studies have
shown the significant correlation between negative coping styles
and depression [33,34]. Positive coping styles help individuals
to cope with adversities actively. This may involve seeking
others’ advice and finding out solutions to problems, which is
beneficial for mental well-being. Previous studies have indicated
that coping styles play a mediating role in the relationship
between perfectionism and depression among undergraduate
students [35] and mediate the association between depression
and eating disorders among Chinese female undergraduates
[36]. Thus, it has been speculated that coping styles would
mediate the relationship between resilience and depression.

This study assessed the prevalence of depression among medical
students and determined whether coping styles play a mediating
role in the relationship between resilience and depression among
medical students during the COVID-19 pandemic. This study
examined the following three hypotheses: (1) higher levels of
resilience predict lower depression scores; (2) coping exerts a
positive effect on relieving depression; and (3) coping styles
mediate the relationship between resilience and depression.
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Methods

Study Design and Participants
A cross-sectional study involving stratified sampling was carried
out by conducting a self-administered questionnaire on
Wenjuanxing—a smartphone- and web-based questionnaire
platform—between March 20 and April 10, 2020. Wenjuanxing
is a widely used, open, web-based questionnaire platform that
was developed by Changsha Ranxing Information and
Technology Limited Company. The free and self-design version
was used in this study. The validity and reliability of the
questionnaire that we designed and used in this study were
examined.

Medical students who were home-quarantined in their first,
second, or third year at China Medical University were eligible
for this study. In total, 8 classes from each grade in which the
medical students were in training were randomly selected. The
medical students from 24 classes in their first, second, or third
year at China Medical University were selected as the
participants and finished the questionnaire. Of the total 720
medical students who were recruited in this study, 666
participants responded completely to the questionnaire, resulting
in a valid response rate of 92.5% (666/720).

Ethics Statement
All participants were fully informed of the study protocol and
provided informed consent prior to taking the web-based
questionnaire. Participation was voluntary and anonymous. The
study protocol was approved by the Ethics Committee of China
Medical University.

Demographic Characteristics of Participants
Demographic information, including grade (the year in which
the medical student was in training; ie, freshman, sophomore,
and junior year), gender, age (<20 years and ≥20 years), fathers’
education (junior middle school and below and specialized
secondary school and above), mothers’ education (junior middle
school and below and specialized secondary school and above),
monthly income (≤RMB 5000 [US $778.30] and >RMB 5000
[US $778.30]), major (clinical medicine and others), and
whether students adapted to web-based classes (yes or no), was
collected.

Measurement of Depression
Depression was measured with the Patient Health
Questionnaire-9 (PHQ-9), which is commonly used for the
measurement of depression based on the Diagnostic and
Statistical Manual of Mental Disorders, Fourth Edition criteria,
is comparably sensitive and specific, and includes 9 items [37].
A score of ≥10 on the PHQ-9 was considered as the indicator
for the existence of depression. The PHQ-9 has been widely
used in previous studies among the Chinese population [38].
Many previous studies have confirmed that the PHQ-9 has good
reliability, ranging from 0.749 to 0.92 [38-41], and the Cronbach
α coefficient of the PHQ-9 was .927 in this study.

Measurement of Coping Styles
Coping styles were assessed with the Simplified Coping Style
Questionnaire, which included 20 items using a Likert scale of
0 (never) to 3 (frequently). In this study, the Cronbach α
coefficient of the Simplified Coping Style Questionnaire was
.862.

Measurement of Resilience
Resilience was measured with the Ego Resilience 89 Scale,
which has good internal reliability [42] as well as superior
construct validity [43]. Participants completed the 14-item,
4-point scale by indicating the degree to which they approved
of each statement, with scores ranging from 1 to 4 (1=“does not
apply at all”; 2=“applies slightly, if at all”; 3=“applies
somewhat”; 4=“applies quite strongly”). In this study, the
Cronbach α coefficient of the Ego Resilience 89 Scale was .935.

Statistical Analysis
SPSS 17.0 (IBM Corporation) and AMOS (Analysis of Moment
Structures) 24.0 (IBM Corporation) were used for statistical
analyses in the present study. The comparison of differences
among classified groups was conducted with t tests (two-tailed)
and one-way analysis of variance tests, and a two-tailed P value
of less than .05 considered statistically significant.

In order to examine the incremental variance of any given set
of independent variables and to assess the mediating role of
coping styles in the association between resilience and
depression, hierarchical linear regression analysis was used.
Depression was used as the dependent variable. Resilience and
coping styles were used as the independent variables. The
variables were entered into models via the following
step-by-step process: in step 1, the demographic characteristics
of the medical students were entered; in step 2, resilience was
entered; and in step 3, coping styles were entered. The following
criteria for establishing the mediating effects, according to Baron
and Kenny [44] in their approach to analyzing mediation, are
supposed to be met: (1) the independent variable (resilience) is
significantly related to both the dependent variable (depression)
and the mediator (coping styles); (2) the mediator (coping styles)
is significantly related to the dependent variable (depression);
and (3) the adding of the mediator (coping styles) in the model
significantly lessens or clears away the independent variable's
(resilience's) impact on the dependent variable (depression).

To prove that coping styles played a mediating role in the
relationship between resilience and depression, structural
equation modeling was used. Bootstrapping strategies were
used to examine the mediating role (a×b product) of coping
styles in the relationship between resilience and depression.
The bootstrap estimate was based on 5000 bootstrap samples,
and the bias-corrected and accelerated (BCa) 95% CI for each
a×b product was examined. The goodness of fit was determined
by the following: a chi-square to df ratio of <5, a goodness-of-fit
index (GFI) of >0.90, a comparative fit index (CFI) of >0.90,
a root mean square error of approximation (RMSEA) of <0.08,
and a Tucker-Lewis Index (TLI) of >0.90.
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Ethical Approval
The study protocol conformed to the ethical standards of and
was approved by the Ethic Committee of China Medical
University. All participants gave their consent after being
informed of the purpose and procedure of the study via a
web-based platform. The confidentiality and anonymity of all
participants' collected information were ensured.

Informed Consent
The informed consent of every participant was acquired before
the launch of the procedures of this research.

Results

Demographic Characteristics and Depression
Distribution Among the Participants
The demographic characteristics and their respective mean
depression scores are shown in Table 1. Approximately 41.7%

(278/666) of study participants were freshmen. The average age
of the participants was 20 years. Approximately 39.3%
(262/666) of the participants were males. The students reported
their fathers’education and mothers’education as junior middle
school or below, accounting for 55.4% (369/666) and 59.9%
(399/666) of the responses, respectively. About 49.2% (328/666)
of the participants reported their family’s monthly income as
more than RMB 5000 (US $778.30). Most students were
studying clinical medicine (460/666, 69.1%). With respect to
gender, the depression scores of the male students were
significantly higher than those of the female students (P=.045).
Up to 88.9% (592/666) of the participants were adapting to
web-based classes, while 11.1% (74/666) were not. The
depression scores among the students who were not adapting
to web-based classes were significantly higher than those among
the students who were adapting to web-based classes (P<.001).

Table 1. Demographic characteristics and the distributions of depression among students (N=666).

Depression score, mean (SD)Value, n (%)Variables

Grade

4.31 (4.83)278 (41.7)Freshman

3.67 (4.20)388 (58.3)Sophomore and junior

Gender

4.37 (5.12)a262 (39.3)Male

3.66 (3.98)404 (60.7)Female

Age (years)

3.84 (4.48)315 (47.3)<20

4.02 (4.48)351 (52.7)≥20

Fathers’ education

4.02 (4.69)369 (55.4)Junior middle school and below

3.84 (4.21)297 (44.6)Specialized secondary school and above

Mothers’ education

3.99 (4.47)399 (59.9)Junior middle school and below

3.86 (4.50)267 (40.1)Specialized secondary school and above

Monthly income (RMB [US $])

3.84 (4.16)338 (50.8)≤5000 (US $778.30)

4.04 (4.79)328 (49.2)>5000 (US $778.30)

Major

3.91 (4.54)460 (69.1)Clinical medicine

4.00 (4.35)206 (30.9)Others

Adapting to web-based classes

3.44 (4.07)592 (88.9)Yes

7.88 (5.54)b74 (11.1)No

aSignificant at the .05 level (two-tailed).
bSignificant at the .01 level (two-tailed).
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Correlations Between Depression and Continuous
Variables
The correlations between depression and the continuous
variables are shown in Table 2. Depression among medical

students was significantly and negatively associated with both
resilience (P<.001) and positive coping styles (P<.001), while
depression was significantly and positively associated with
negative coping styles among medical students (P<.001).

Table 2. The correlations among depression and continuous variables.

Negative coping stylesPositive coping stylesResilienceDepressionVariablesa

Depression

0.356b−0.332b−0.288b1r

<.001<.001<.001—cP value

Resilience

−0.089b0.558b1−0.288br

<.001<.001—<.001P value

Positive coping styles

0.078b10.558b−0.332br

<.001—<.001<.001P value

Negative coping styles

10.078b−0.089b0.356br

—<.001<.001<.001P value

aThe mean scores for depression, resilience, positive coping styles, and negative coping styles are 3.94 (SD 4.48), 43.88 (SD 7.77), 38.80 (SD 6.76),
and 17.79 (SD 4.83), respectively.
bSignificant at the .01 level (two-tailed).
cNot applicable.

The linear regression models of depression among medical
students are presented in Table 3. The final regression model
(model 3) explained 31% of the total variance in depression
scores. Resilience and coping styles explained 7% and 13.5%
of the total variance in depression scores, respectively. Grade

(P=.013), resilience (P=.04), positive coping styles (P<.001),
and negative coping styles (P<.001) were significant predictors
for depression. Grade, resilience, and positive coping styles
were negatively associated with depression, while negative
coping styles were positively associated with depression.
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Table 3. The hierarchical linear regression analysis of depression.

Depression, standardized βVariables

Model 3cModel 2bModel 1a

Block 1: demographic characteristics

−.103d−.112d−.088Grade (freshman vs sophomore and junior)

.000−.040−.029Gender (male vs female)

.079.073.051Age (<20 years vs ≥20 years）

.022.018−.019Fathers’ education (junior middle school and below vs specialized secondary
school and above)

−.019−.022−.019Mothers’education (junior middle school and below vs specialized secondary
school and above)

.041.049.043Monthly income (≤RMB 5000 [US $778.30] vs >RMB 5000 [US $778.30])

−.053−.037−.019Major (clinical medicine vs others)

.197e.270d.303Adapting to web-based classes (yes vs no)

−.087d−.270e—fBlock 2: resilience

Block 3: coping styles

−.287e——Positive coping style

.335e——Negative coping style

aThe R2 and ΔR2 values of model 1 are 0.105 and 0.105, respectively.
bThe R2 and ΔR2 values of model 2 are 0.175 and 0.070, respectively.
cThe R2 and ΔR2 values of model are 0.310 and 0.135, respectively.
dSignificant at the .05 level (two-tailed).
eSignificant at the .01 level (two-tailed).
fNot applicable.

The Mediating Role of Coping Styles in the
Relationship Between Resilience and Depression
Figure 1 presents the direct effect of resilience on depression
(c=−.34; P<.001) before coping styles were entered as a

mediator. The model revealed that resilience had a significant
negative effect on depression (P<.001), and this model had good
model fit indices (chi-square to df ratio<5; RMSEA=0.052;
CFI=0.962; GFI=0.928; adjusted GFI=0.904; TLI=0.954; Figure
1).

Figure 1. Standardized solutions for the structural equation model of resilience and depression. The standardized path coefficient is shown on the
unidirectional arrow path. *The coefficient of the path is significant at the P<.05 level.

Figure 2 represents the structural equation modeling of the
mediating role of coping styles in the relationship between
resilience and depression, and the standardized path coefficients
are presented on the unidirectional arrow paths. When coping
styles were used as the mediator, the path coefficient between
resilience and depression decreased significantly (from −.34 in
Figure 1 to −.12 in Figure 2; P=.007), which confirmed coping
styles' partial mediating role in the association between

resilience and depression. This model yielded a good model fit
(chi-square to df ratio<5; RMSEA=0.051; CFI=0.957;
GFI=0.923; adjusted GFI=0.900; TLI=0.949). According to the
BCa bootstrap test, coping styles played a significant mediating
role in the association between resilience and depression
(P=.007; a×b=−0.22; BCa 95% CI −0.324 to −0.153), which
proved that coping styles had a significant role as a mediator
between resilience and depression.
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Figure 2. Structural equation modeling of the mediating role of coping styles in the relationship between resilience and depression. Standardized path
coefficients are shown on the unidirectional arrow paths. *The coefficient of the path is significant at the P<.05 level.

Discussion

As far as we know, this study presents the first attempt to
investigate the relationship among resilience, coping styles, and
depression among Chinese medical students in the context of
web-based classes during the COVID-19 pandemic. In this
study, 64 out of the 666 (9.6%) participants reported depression,
which was slightly higher than the depression prevalence of 9%
in a study of home-quarantined Chinese college students that
was conducted during the COVID-19 pandemic [13] but lower
than the prevalence rates in most previous studies. Such studies
have indicated high prevalence rates of depression among
college students (ranging from 12.2% to 25.3%) during the
COVID-19 pandemic [14,45,46]. Depression is one of the most
commonly occurring mental health issues among college
students [47-49], and the prevalence of depression is especially
high among medical students [10,50-52]. However, the
prevalence of depression among medical students in this study
was slightly lower than that of a Swedish study (12.9%) [53]
and much lower than that of a study (25%) on US and Canadian
medical students [10,54]. One possible reason why this study
found lower rates of depression among Chinese medical students
may be that staying with family helped ease symptoms of
depression. This is good for mental health, and web-based
classes provided the students with more opportunities to use
available resources at home for entertainment, which might
have helped with easing symptoms of depression. Furthermore,
due to their medical knowledge, medical students may be more
likely to perceive the pandemic objectively, which might prevent
depression.

In this study, grade (P=.013) and whether students adapted to
web-based classes (P<.001) had significant impacts on
depression. With the national requirement of “suspending classes
without suspension of learning” in China during the COVID-19
pandemic, web-based studying at home provided the only
feasible method for keeping up with the learning schedule. The
results in this study showed that the 11.1% (74/666) of
participants who did not adapt to web-based classes had
significantly higher depression scores (P<.001). This may be
because the students who failed to adapt to web-based classes
were more accustomed to face-to-face instruction and web-based
classes added to their stress, which could result in increased
levels of depression.

It was found that resilience was negatively related to depression
in this study. With regard to our hypotheses, which were based
on the transactional stress model theory [20], the findings from
this study indicated that higher levels of resilience were
predictive of lower levels of depression. This is in line with a
substantial number of previous studies [55-58]. A prospective,
multi-institutional study focusing on US medical students
reported that resilient students were less susceptible to
depression [59]. It was clarified in previous studies that
resilience played a role in attenuating depression in different
populations [56,57], such as college students and medical and
nursing students [60,61]. Our study indicated that resilience
played a protective role against depression, which is in line with
prior studies [62,63]. Higher levels of resilience have been found
to correlate with better subjective health [60], less distress [64],
and more optimism among medical students [65]. Previous
studies have also found that resilience among medical students
might play a critical role in maintaining mental well-being
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during the COVID-19 pandemic. Web-based classes have been
viewed as an intervention that plays a role in decreasing levels
of anxiety associated with the pandemic [66]. However, there
have been some students who might have had low resilience
and failed to adapt to web-based classes well. Lower resilience
has been found to be related to higher incidence rates for
psychological issues [67,68]. Home-quarantined medical
students who transitioned from learning in classrooms on
campus to web-based learning at home might have experienced
added stress, which might trigger depression. Resilience might
help medical students adapt to uncertainty and maintain mental
well-being while taking web-based classes at home during the
COVID-19 pandemic. First, high resilience might help medical
students combat the stressful situations of web-based classes,
thus relieving the symptoms of depression. However, students
with low resilience might be less likely to adapt to web-based
classes well and, consequently, could be more susceptible to
anxiety or even depression. Second, students with high levels
of resilience might recover more quickly from adversities and
cope with problems more actively, which could help with
lowering their susceptibility to depression during the pandemic.
Third, students who have high levels of resilience might be
more likely to have successful experiences of coping with and
recovering from adversities, including the pandemic.

The findings from this study showed that coping styles had a
significant effect on relieving depression (P<.001), which is in
line with previous studies [69,70]. Our study also showed that
positive coping was inversely related to depression, while
negative coping was positively related to depression among
Chinese medical students. A positive coping style could help
students cope with problems (eg, web-based classes) more
rationally and might reduce stress, which in turn might prevent
depression. This study also indicated that coping styles mediated
the effect of resilience on depression. The coefficient of the
resilience to depression path decreased after the coping style
variables were added to the model, which indicated that coping
styles had a partial mediating role in the relationship between
resilience and depression. It is possible that individuals who are

more resilient might be more likely to adopt a positive coping
style, which might increase their likelihood of perceiving
stressful situations, such as being quarantined at home while
taking web-based classes during the COVID-19 pandemic, as
surmountable. Therefore, they might be less likely to experience
depression. Such individuals are also more likely to have better
control over their emotions and be more motivated to figure out
the solutions to problems, thus allowing them adapt to adverse
situations. This could be beneficial for their mental well-being.
Our results implied that positive coping and resilience training
would be beneficial to medical students in terms of confronting
the COVID-19 pandemic more positively and adapting to
web-based classes more easily, which might help them to fight
stress, reduce depression levels, and maintain mental well-being.

A few limitations exist in this study. First, this study is
cross-sectional, which limits its ability to identify causal
associations between variables. Second, self-reported measures
may have resulted in response bias in this study. Third, the study
sample only included medical students in years 1 to 3 from 1
university in northeastern China, which might limit the
generalizability of our results.

Conclusion
This study found that Chinese medical students in web-based
classes experienced slightly low levels of depression during the
COVID-19 pandemic. Resilience (P=.04) and coping styles
(P<.001) were significantly related to depression. Positive
coping styles played an essential role in decreasing depression
levels among medical students, while negative coping styles
were positively related to depression. It was also found that
coping styles mediated the association between resilience and
depression. This study indicates that interventions that aim to
enable the development of positive coping styles among
individuals and improve their resilience are of great practical
importance to decreasing depression levels among medical
students while they are taking web-based classes during the
large-scale COVID-19 pandemic.
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Abstract

Background: Overcoming the COVID-19 crisis requires new ideas and strategies for online communication of personal medical
information and patient empowerment. Rapid testing of a large number of subjects is essential for monitoring and delaying the
spread of SARS-CoV-2 in order to mitigate the pandemic’s consequences. People who do not know that they are infected may
not stay in quarantine and, thus, risk infecting others. Unfortunately, the massive number of COVID-19 tests performed is
challenging for both laboratories and the units that conduct throat swabs and communicate the results.

Objective: The goal of this study was to reduce the communication burden for health care professionals. We developed a secure
and easy-to-use tracking system to report COVID-19 test results online that is simple to understand for the tested subjects as soon
as these results become available. Instead of personal calls, the system updates the status and the results of the tests automatically.
This aims to reduce the delay when informing testees about their results and, consequently, to slow down the virus spread.

Methods: The application in this study draws on an existing tracking tool. With this open-source and browser-based online
tracking system, we aim to minimize the time required to inform the tested person and the testing units (eg, hospitals or the public
health care system). The system can be integrated into the clinical workflow with very modest effort and avoids excessive load
to telephone hotlines.
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Results: The test statuses and results are published on a secured webpage, enabling regular status checks by patients; status
checks are performed without the use of smartphones, which has some importance, as smartphone usage diminishes with age.
Stress tests and statistics show the performance of our software. CTest is currently running at two university hospitals in
Germany—University Hospital Ulm and University Hospital Tübingen—with thousands of tests being performed each week.
Results show a mean number of 10 (SD 2.8) views per testee.

Conclusions: CTest runs independently of existing infrastructures, aims at straightforward integration, and aims for the safe
transmission of information. The system is easy to use for testees. QR (Quick Response) code links allow for quick access to the
test results. The mean number of views per entry indicates a reduced amount of time for both health care professionals and testees.
The system is quite generic and can be extended and adapted to other communication tasks.

(J Med Internet Res 2021;23(6):e27348)   doi:10.2196/27348

KEYWORDS

process optimization; patient empowerment; data security; COVID-19; clinical information system; platform independent; eHealth;
telemedicine; quality management

Introduction

After the first outbreak of SARS-CoV-2 in December 2019 in
Wuhan, Hubei province, China, the virus spread rapidly
worldwide [1,2]. Thus, the management of its induced crisis
has become a ubiquitous topic [3]. Each day, the number of
new infections increases worldwide, and reached 107,021,165
confirmed cases globally on February 10, 2021, at 4:22 PM [4].

The current pandemic has significantly affected the possibility
of direct interpersonal communication, together with a massive
overload of the public health care system. In this context, digital
technologies have become crucial sources of support. While
surveys and data collection have empowered the evaluation of
the first lockdown measures [5], the development of apps and
dashboards is paramount in controlling the virus’s spread [6].
Here, rapid case identification is one of the demanding tasks in
controlling its spread. The most common available test for
COVID-19 infections is to take a throat swab and test by
real-time reverse transcription–polymerase chain reaction
(RT-PCR) [7-9]. While speeding up this diagnostic test itself
has limited feasibility, the time lag between administration of
the test and the communication of results can be improved to
ensure adequate isolation of positive cases. For ensuring
maximal containment of spread, different digital solutions have

been applied: (1) rapid identification of cases has been supported
by apps concerning contact tracing and tracking of self-reported
symptoms [10-14] and (2) special attention has been paid to
artificial intelligence approaches supporting home-based
self-testing and diagnosis [10,14]. In the case of Germany,
available official apps to support health management have been
developed and are provided in Table 1 [15-25]. Nevertheless,
given the lack of standardization of home-based testing and
self-made diagnosis [26,27], empowering the communication
between testees and public health institutions is crucial in
overcoming the current pandemic crisis. Here, the natural delay
between hospital-based tests and the resulting communication
with testees has not yet been addressed. Timely communication
of results is essential for taking appropriate action; however, it
is challenging, due to the high throughput and the high demand
under the circumstances in which the tests are carried out. In
most European countries, the current practice is to call the
respective clinic or laboratory for information about test results
[28]. This process ties up considerable resources and does not
scale well for large numbers of tests [28]. Communication
channels become overloaded and time-consuming for medical
staff due to the testees’ repeated calls, as waiting times and
anxiety of the testees increases, altogether affecting patient
empowerment.
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Table 1. Official COVID-19–associated apps released in Germany.

FunctionInstitution of release in GermanyApp

Anonymized contact tracking

Incidence and case reporting

Personalized contact tracking

Federal Government, Robert Koch InstituteCorona-Warn-App [15]

Collection of provided health data from fitness trackers and smart-
watches

Robert Koch InstituteCorona-Datenspende [16]

Anonymized questionnaire providing contacts and guidanceCharité and Data4LifeCovApp [17]

Basic information about the COVID-19 crisis

Local valid regulations

Federal Department of Civil Protection and
Disaster Assistance

Warn-App NINA [18]

Private diary on the tolerability of COVID-19 vaccination based on
a standardized questionnaire

Aggregated analysis and presentation of events that have occurred
on a public dashboard

University Hospital UlmCoCoV app [19]

Self-screening of symptoms with recommendations for action based
on the results

Live ticker with official regulations

Recommendations on how to protect oneself and others

University Hospital WürzburgCorona Check [20]

Anonymized questionnaires on the psychological and physical
health-related impacts of COVID-19

Screening analysis

News

University Hospital WürzburgCorona Health app [21]

Anonymized tracking of tolerability of COVID-19 vaccinationPaul-Ehrlich-InstitutSafe Vac 2.0 [22]

Guidance for case management, infection prevention control, and
laboratory testing

Epidemiology

Regional and international information and regulations

Research and development

World Health OrganizationWHO Academy: Covid-19 Learn-
ing [23]

Survey of study participantsUniversity Medical Center MainzGutenberg COVID-19 Studien app
[24]

Health documentation of people in quarantine

Hygiene checklist

CharitéCoronaBoXX [25]

We set up a framework to ensure fast and secure communication
of health-related results to testees. This was applied to accelerate
the COVID-19 testing procedure. Therefore, we implemented
an online query system, called CTest, that provides convenient
digital access to the status and results of the respective
COVID-19 tests to testees (Figure 1). This approach avoids

unnecessary and repeated phone calls, avoids manual
transcription errors, limits language-associated barriers, and,
consequently, reduces the burden on the clinical staff. CTest
empowers testees, since they can check their test results and
statuses independently through a secure online system [29].
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Figure 1. Workflow of the COVID-19 test process using CTest. First, a COVID-19 swab test is performed. The test is then added to the CTest system
via an order number. Based on this order number, CTest generates a cryptographically secure tracking ID. An information sheet with a test-specific
weblink and QR (Quick Response) code is generated by CTest and handed over to the person tested. After laboratory analysis is complete, the results
are sent to CTest. CTest updates the test results, which can be queried via the individual weblink.

The CTest system extends the functionalities of the previously
developed online tracking tool TraqBio [30]. We created this
application to simplify and standardize communication between
users and core facilities. Its clean design and its open-source
license allow for the development (ie, refactoring), deployment,
establishment, and integration of CTest within a short period.

CTest runs on Java Virtual Machine [30,31]. The web
application can be deployed independently of the operating
system and platform.

Methods

Implementation and Setup
We based the CTest application on the TraqBio software [30].
The back-end functionality of the CTest server was implemented
in the Lisp dialect Clojure. Clojure runs on Java Virtual Machine

(Oracle) [31] and is, thus, platform independent. The back end
comprises a database that stores the scheduled COVID-19 tests
and corresponding results. Clojure supports different databases
and connectors. We chose to use SQLite, version 3.29.0 [32],
to keep the setup independent of additional database servers. A
local database file holds the data. Additionally, CTest provides
functionality for user management and data backup.

Every new order number entered and supplied by the laboratory
staff in the CTest system generates a database entry with a
unique identifier and unique tracking number. Here, this order
number is used as the primary unambiguous identifier. CTest
can be configured to append the current date to the order number
to create a primary unambiguous identifier in setups where order
numbers are only guaranteed to be unique within the same day.
Using a secure random number generator, we generate a
corresponding tracking number for each new entry [33]. This
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random number generator generates 6 bytes, which are then
translated into a sequence of 12 characters containing numbers
from 0 to 9 and letters from A to F. This sequence of characters
is unique and is not created in sequential order. Every tracking
number generated is checked for uniqueness prior to use (ie,
there is no link between the tracking number and the order
number).

Web-based front-end functionality is implemented using
JavaScript and HTML templates. We used freely available
standard web frameworks, such as Bootstrap v3 (Twitter)
[34,35], jQuery (OpenJS Foundation) [36], and extensions to
these frameworks. Using these state-of-the-art frameworks, we
aim to enable a straightforward adaptation of the front end for
integration at other institutions. The front end features a
responsive graphical user interface for the management
functions, the creation of tests, and accessibility for users to
their test results. Persons may query their test status and results
via a unique weblink without requiring an account or log-in.
As an alternative to the weblink, a QR (Quick Response) code
is provided for easy access.

To secure web communication, creation of new entries, and
queuing of test results, our setup consists of different security
layers. Only Secure Sockets Layer (SSL)–certified access to
the websites is allowed via HTTP Secure (HTTPS). Connection
and transferred data are encrypted, and the certificate
authority–signed server certificates are used. A reverse-proxy
setup forwards the external hostname to a virtual machine within
the hospital’s secure network infrastructure. On the virtual
server, another reverse proxy is in place to allow for running of
the Java application as a nonprivileged user. As the standard
HTTP port 80 is privileged, it can only be used by a system
user, so running the application as a user with system-wide
rights is a security risk. Therefore, proxy settings forward the
privileged port to a high port (above 1024) that normal users
can control. Hence, no system rights are necessary for managing
the application at the operating system level. For the clinical
environment setup, we also set up a firewall with specific ban
rules—iptables and fail2ban service on a Linux operating
system—to prevent brute force attacks on log-in or tracking
numbers. Also, network Internet Protocols (IPs) and subnets
can be white-listed to allow access to management functions of
the application. Thus, other computers and devices are blocked

from accessing these functions after failed attempts. For the
tracking interface, a brute force attack, such as trying all
combinations of possible tracking numbers, is shielded by
blocking IPs after too many failed attempts with wrong or
nonexistent tracking numbers.

Query Performance Test
We first performed 1024 simultaneous requests for our
performance test using a single machine and a single network
connection. Next, we created a mixed data set (ie,
interleaved_urls), including 758 available database entries (ie,
available_urls) and the same number of unavailable tracking
numbers (ie, notavailable_urls). Furthermore, we measured
repeated queries of a single available URL, repeated queries of
a single unavailable URL, as well as repeats of these two URLs
consecutively. That makes six data sets in total, each of which
was accessed 1516 times. Queries were carried out once in
sequence (ie, ordered) and randomly (ie, random). Also, we
tested the two-scenario caching function of the browser (ie,
1filePerRequest) and complete reloading (ie,
23or1filesPerRequest). This means that unchanged files are not
reloaded (caching), whereas in the other scenario, all required
files and displayed images (eg, flag graphics or Cascading Style
Sheets) are reloaded.

For the second scenario, one file is loaded if the tracking number
is not available and 23 files are loaded if the tracking number
is available. Stress tests were measured using Siege 4.0.4
(JoeDog Software) [37].

Data Availability
The source code, documentation, and an installation guide are
freely available from GitHub [38] under the Eclipse Public
License v2.0.

Results

CTest was built based on an existing, proven software stack:
TraqBio [30]. It extends TraqBio to the functionality required
for COVID-19 tests. We were able to successfully integrate it
into the existing clinical testing workflows for SARS-CoV-2
infections in two major German university medical
centers—University Hospital Ulm and University Hospital
Tübingen—within a few days (Figure 2).
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Figure 2. COVID-19 test procedure and setup. (A) The left-hand panel shows the detailed process flow of the COVID-19 tests. CTest (gray) is tightly
integrated into the test process. The test framework comprises a web-based front end (turquoise) and a Clojure back end, including a mySQL (Structured
Query Language) database (DB) (purple). After the swab test for COVID-19, the health care professional creates a CTest entry via entering the laboratory
ID in the CTest front end. Based on that, a secure tracking ID is created by the back end and a corresponding personalized URL is created. CTest then
automatically creates a test-specific information sheet for each testee. This sheet contains the test-specific weblink and a QR (Quick Response) code,
both based on the tracking ID. The URL does not provide any information to track back the test results to the corresponding testee (blue). Via this URL,
a testee can request the corresponding test status at any time. After the analysis in the laboratory, results are transmitted to the CTest database. The
CTest front end automatically updates the status on the test-specific weblink based on the corresponding test results. (B) In the right-hand panel, a
possible integration scenario of CTest into a clinical infrastructure is shown. CTest runs on a virtual machine within the secured network of a university
hospital. The external hostname, with weblinks to the testee's status, is forwarded via reverse proxy. A second reverse proxy forwards the port to the
application to a nonprivileged port. Thus, the application does not need to run with a system user. Inside the hospital's network, the test unit communicates
to the CTest server to create new test cases via an order number. The CTest server returns back the tracking number and the corresponding weblink and
QR code. The laboratory pushes test results as comma-separated values (CSV) files to the CTest server. The test-specific webpage content is then
updated according to the test result.

The workflow starts with taking a sample for testing. In the first
step, an order number is generated by the testing lab and added
as a barcode label to the sample. Analogous to other medical
applications, order numbers within the clinical or laboratory
information system are unique but do not contain personal
information about the patient [39]. This order number is
transferred to the CTest system via scanning or typing the
number into the dialogue window’s input field. We implemented
format restrictions via regular expressions to the input field to
minimize incorrect entries. Afterward, CTest generates an
unambiguous, nonconsecutive tracking number. Therefore, a
cryptographically strong pseudo-random number generator [33]
creates 6 bytes that are transferred into a 12-digit character code,

including letters from A to F and numbers from 0 to 9. Using
this tracking number ensures that no personal information about
any testee can be inferred.

After taking the sample, the tracking number is given to each
testee on a printed sheet, including information on how to access
the status of their COVID-19 test (Figure 3, A). After the sample
has been processed, the lab system sends updated files as
comma-separated values (CSV) files via an encrypted Secure
File Transfer Protocol (SFTP) connection to the CTest server.
Results in the CSV file are then automatically parsed, backed
up, and imported into the CTest database, which leads to an
automatic status update of each processed test.
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Figure 3. Information for testees. Information concerning access to the test status and its results are given in eight languages. (A) The information
sheet handed over to testees informs them of how to access the COVID-19 test results online. (B) The test-specific URL links to a page that includes
information about the test result (eg, negative test result) or (C) information stating that the test is still in progress. (D) Scanning the QR (Quick Response)
code with a smartphone link takes the testee directly to the current test status or its result.

Currently, the CTest system distinguishes multiple potential
outcomes: (1) the COVID-19 test is negative (Figure 3, B), (2)
the COVID-19 test is still in progress (Figure 3, C), (3) the
COVID-19 test is positive, or (4) the COVID-19 test is flawed.
As the software is generic, one can implement other outcomes.
Phone calls from the health department still inform people who
have tested positive for COVID-19. Thereby, officials can
inform them about health arrangements and how to avoid further
spreading of the virus.

We provide two possibilities to query the status of the
COVID-19 test. Testees can either scan a QR code on the
information letter they received with a smartphone and get
redirected to a test status webpage (Figure 3, D) or they can
enter the weblink from the information letter into a web browser
directly. The status of the individual test result is automatically
displayed in a responsive form on the device (Figure 3, D). We
have observed that both possibilities for requesting test results
have been used. A total of 30.6% (64,201/209,808) of people
preferred to query the test results via a web browser, while the
rest of the testees preferred to scan the provided QR code.

To overcome language barriers, we translated information
concerning the procedure to obtain test results, and the results

themselves, into eight languages: German, English, French,
Turkish, Italian, Russian, Chinese, and Arabic. Here,
native-language speakers were asked to translate the information
and kindly supported the translation process to ensure correct
translations. Additionally, in the context of accessibility for
medical information and patient empowerment, we paid
particular attention to the use of easily understandable language
and integration of behavioral recommendations.

Highlighting the reduced burden for clinical staff during the
pandemic and the potential scalability of this approach in
general, we estimate that there will be a personnel expense
according to the derived data. On the one hand, we assume a
mean of 10 (SD 2.8) views per entry, as shown in our data
(Figure 4, A), and a duration of 30 seconds per access event via
CTest. These numbers result in a total time consumption of 5
minutes via the use of CTest. On the other hand, a telephone
inquiry is estimated to take 3 minutes if the lines are not busy.
Using the number of times that CTest was accessed as the
number of phone calls, the estimated amount of time per entry
increases to 30 minutes. However, as a more realistic approach,
we assume three calls per entry per day, which, at best, would
lead to around 9 minutes of inquiry time for the patient.
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Figure 4. Requests to the CTest server. (A) Since its introduction into the routine at the University Hospital Ulm (Germany) in week 14 (2020), a mean
of about 10 (SD 2.8) views per test entry was recorded. The plot shows the mean number of views per entry per calendar week in 2020 as bars. (B) The
server can respond within 200 ms to >80% of requests when responding to up to 1024 simultaneous requests. In this simulation, requests were made
using a single machine and a single network connection.

Furthermore, we checked its performance and robustness in
load tests (Figure 4, B, and Figures S1-S6 in Multimedia
Appendix 1). Our CTest server can respond within 200
milliseconds to over 80% of requests and within 500
milliseconds to over 90% of requests when responding to up to
1024 simultaneous requests (Figure 4, B). Additionally, we
performed stress tests with available and unavailable tracking
numbers (Figures S1-S6 in Multimedia Appendix 1). Based on
these tests, we are confident that CTest is well-suited to rapid
testing demands even if deployed in an ad hoc manner on
standard hardware. Its platform independence allows for its
deployment on a wide variety of existing infrastructures.

Due to the high number of tests being administered during the
peak times of COVID-19 infection waves, CTest was designed
to handle large numbers of queries in a short amount of time.
At Ulm University Hospital, a maximum of 394 laboratory tests
were added to CTest per day. In total, 24,643 tests were added
to CTest in 2020. In contrast, we registered up to 5263 access
events to the website within one day and 209,808 in total in
2020. Since the introduction of CTest into the clinical routine,
there have been around 12 queries performed per test (Figure
4, A). The handling of all these requests via phone calls would
lead to communication overload. Consequently, CTest can
reduce the burden on clinical staff. On top of that, CTest data
at Ulm University Hospital shows that test results are provided
to testees within one day.

Another feature of CTest is its functionality for error reporting
and statistics. A dedicated reporter account is required to access
the reporting data. Here, all data are provided in the
machine-readable JavaScript Object Notation (JSON) format
and the path “/reports/list” can be accessed to get a list of
information and error reports. The included information is about
the successful backup runs and successful test status imports

from the CSV files. Also, the number of test result views per
day can be accessed at “/reports/views.” General system
information, such as memory consumption and central
processing unit usage, is available at “/reports/system.”
Furthermore, the sample collection dates are available at
“/reports/test-dates” for analysis.

We present CTest as a web interface. In addition to its web
interface, CTest facilitates third-party software (ie, apps) access
if the testee decides to use it. These apps can query the status
using the tracking link with appended “?app=true,” which
returns only the test status instead of the complete HTML
document.

Discussion

Fast and efficient communication with patients is the key to
effective treatments and avoidance of health-related
misunderstandings [40-42]. The COVID-19 crisis has brought
a greater level of attention to this topic. In particular, hospital
overload and lack of possibilities for direct and in-person
communication have highlighted huge limitations for patient
empowerment and compliance. On these grounds, we developed
a framework to reduce the communication burden and to
empower patients. The CTest framework enables an automated
system that is always available and that does not require
continuous human supervision and office hours. This framework
thus reduces the burden on clinical staff involved in the
COVID-19 crisis and slows down the spread of the virus by
quickly and easily informing people who have been tested with
concrete recommendations for action. Furthermore, we wanted
to empower testees to obtain their results in a facile and
easy-to-access way while, at the same time, ensuring efficient
and almost instantaneous and exclusive communication. In the
same way, other applications have tried to address patient
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empowerment and rapid isolation of positive cases [10-14].
Here, home-based self-tests and diagnoses, together with contact
tracking, are major pillars that attempt to relieve the burden on
public health. These approaches are meant to reduce the number
of people with potential COVID-19 infections coming to
hospitals for testing and to empower patients by providing
insights into their health status [6]. Nevertheless, they still lack
reliability and sensitivity [6]. For this reason, it is of relevance
to support the information process in the public health context.
In general, both aspects together are crucial in the effort to
contain the spread of COVID-19. With our approach, we provide
a unique workflow to support communication. Even if our
implementation attempts to speed up hospital-related processing,
we are aware that other steps, from testing to communicating
results, are affected by delays. Nevertheless, the presented
approach has the potential to support multiple testing locations,
therefore, synergistically complementing the effort to provide
reliable testing for patients. In this context, our results encourage
the application of CTest.

CTest has already been successfully integrated into the hospital
information system and captures thousands of COVID-19 tests
per week at the University Hospital Ulm and at the University
Hospital Tübingen in Germany. As part of the clinical routine,
the first analyses of CTest showed a mean of 10 queries per test
performed. Even half of that number of telephone inquiries
would lead to communication overload. Consequently, the
introduction of CTest into the clinical routine could achieve our
primary goal of reducing the burden on clinical staff. The
open-source license of TraqBio and its clean and simple setup
were beneficial for this purpose [30]. This made it possible to
implement and integrate the CTest system within a very short
period (4 days) into the clinical workflow. Another advantage
is that users do not have to create an account to request their
test results. Besides, we provide two possibilities for querying
the status of the test results. The fact that 30.6% of users queried
their test results via QR codes encourages us in this
implementation.

Our workload tests demonstrated the ability of CTest to deal
with a massive number of parallel access events. These could
not be processed via telephone calls. With the numbers estimated
in our Results section, one employee could handle around 50
phone calls per 8-hour shift. This fact highlights the potential
for increasing the speed of informing testees and for slowing
down the virus spread. Using CTest, test results at Ulm
University Hospital are available within a mean of one day. In
contrast to that, for instance, Omar et al [43] imputed an average
delay of 5.56 days in notifying testees with COVID-19–positive
results using the conventional way. The estimated results from
this study emphasize the reduced amount of time for testees to
receive results regardless of business hours and, accordingly,
the increasing potential for self-empowerment. Additionally,
modeling approaches highlighted the relevance of rapid testing
in flattening the infection curve [44,45].

Reducing public health burden is crucial in the final aim of
providing digital health support for patient empowerment. In
fact, the first consequence for patients of a rapid test response
is an overall effect on their stress levels. After being tested,
people are worried until they know the result of their test [46].

Notably, in the oncological context, it was shown that stress
levels of patients waiting for their diagnosis were comparable
to the ones of patients receiving severe diagnostic results [47].
Moreover, not knowing the outcome might tempt testees not to
act according to recommendations and, thus, increase the risk
of infecting others. Another crucial point we wanted to address
with our workflow is ensuring comprehensible and secure
communication. For this reason, we implemented translations
in eight different languages in CTest to avoid language barriers
as much as possible. To ensure the correct understanding of the
provided information, we contacted native-language speakers
who kindly provided translations. Previous studies outside of
the pandemic context already showed that nonnative speakers
experienced more stress and uncertainty in communicating with
local health care providers. Steinberg and colleagues [42]
reported a case study on safe and high-quality health care for
children whose parents have limited English proficiencies in
the United States. By performing 48 interviews with Latina
mothers from two independent cities, they were able to show
that these mothers experienced frustration with health care
providers. Similar results were obtained from a South African
study from Hunter-Adams and Rother [41]. Here, they
investigated language barriers between local health care
providers and cross-border migrants. Again, interviewed subjects
reported frustration in understanding health care indications.
Strikingly, some of the participants reported invasive medical
procedures performed without explicit consent. Overall, not
understanding indications increases fears over unwanted
procedures and inaccessibility of health care, which, in the end,
affects patient compliance. In the context of the COVID-19
pandemic, these issues would lead to increased communication
overload and, consequently, to uncontrolled viral spread. For
this reason, we tried to maximize the availability of translation
options. The presented workflow also limits the occurrence of
third-party translation that would affect patient privacy. In
addition, it was shown that partners that try to play the role of
interpreter caused additional nonprofessional nonmedical
interpretations, again affecting patient empowerment and
compliance [41].

In the interest of privacy protection, tracking numbers for test
results in our workflow are created based on nonpersonalized
order numbers. Based on this implementation, we address big
data challenges in personalized medicine [29] and respect the
German and European data protection laws. To tackle these
data protection issues, clinical or laboratory information systems
are often closed-source systems. Therefore, development or
integration of new interfaces can be time-consuming. To
overcome these barriers, we developed an independent,
stand-alone software solution without storing personalized data.
Nevertheless, this has the limitation wherein CTest alone cannot
automatically transfer positive case results to the public health
department. Since this transfer is compulsory in Germany,
additional communication still has to be made by employees.
In addition, a required step is the input of test results from
external sources. Consequently, CTest is independent of existing
infrastructures, such as specific laboratory information systems.
Data import interfaces can be adapted for a broad range of
scenarios (eg, hospitals, independent test centers, or resident
physicians).
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Currently, CTest is specialized for the query of COVID-19 test
results and their status. However, it is a generic framework that
can readily be adapted to other queries or to the distribution of
different types of test results in all medical fields. Even
integrating the CTest system into apps is possible if the HTML
view presented here is not desired. For this purpose, the token
“?app=true” has to be added after the tracking number. All in
all, the idea of CTest is a generalizable approach that can be

adapted to various uses in medical communication, such as
blood analysis for resident physicians. In this context, an outlook
for further development of the software is to have a user
interface for configuration. Respective requirements for results,
the connected database, and other parameters could be set via
a graphic user interface to ease a roll-out into other domains.
This might become interesting in the context of electronic prior
authorization processes.
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Abstract

Background: Studies have highlighted that fear and anxiety generated by COVID-19 are important psychological factors that
affect all populations. There currently remains a lack of research on specific amplification factors regarding fear and anxiety in
the context of the COVID-19 pandemic. Despite established associations between anxiety sensitivity, intolerance of uncertainty,
and cyberchondria, empirical data investigating the associations between these three variables, particularly in the context of the
COVID-19 pandemic, are currently lacking. Urgent research is needed to better understand the role of repeated media consumption
concerning COVID-19 in amplifying fear and anxiety related to COVID-19.

Objective: This study investigated the associations between fear of COVID-19, COVID-19 anxiety, and cyberchondria.

Methods: Convenience sampling was used to recruit respondents to participate in an online survey. The survey, which was
distributed via social media and academic forums, comprised the Cyberchondria Severity Scale, Fear of COVID-19 Scale,
Coronavirus Anxiety Scale, Anxiety Sensitivity Index, and Intolerance of Uncertainty Scale. Multiple mediation analyses were
conducted using structural equation modeling.

Results: A total of 694 respondents (males: n=343, females: n=351) completed the online survey. The results showed that fear
and anxiety generated by COVID-19 predicted cyberchondria (fear: β=.39, SE 0.04, P<.001, t=11.16, 95% CI 0.31-0.45; anxiety:
β=.25, SE 0.03, P<.001, t=7.67, 95% CI 0.19-0.32). In addition, intolerance of uncertainty and anxiety sensitivity mediated the
relationship between fear and anxiety generated by COVID-19 with cyberchondria. In a reciprocal model, the standardized total
effects of cyberchondria on fear of COVID-19 (β=.45, SE 0.04, P<.001, t=15.31, 95% CI 0.39-0.51) and COVID-19 anxiety
(β=.36, SE 0.03, P<.001, t=11.29, 95% CI 0.30-0.41) were statistically significant, with moderate effect sizes. Compared to
males, females obtained significantly higher scores for cyberchondria (t1,692=–2.85, P=.004, Cohen d=0.22), COVID-19 anxiety
(t1,692=–3.32, P<.001, Cohen d=0.26), and anxiety sensitivity (t1,692=–3.69, P<.001, Cohen d=0.29).

Conclusions: The findings provide a better understanding of the role of COVID-19 in amplifying cyberchondria. Based on
these results, cyberchondria must be viewed as a significant public health issue. Importantly, increasing awareness about
cyberchondria and online behavior at both the individual and collective levels must be prioritized to enhance preparedness and
to reduce the adverse effects of current and future medical crises.

(J Med Internet Res 2021;23(6):e26285)   doi:10.2196/26285

KEYWORDS

COVID-19; cyberchondria; COVID-19 fear; COVID-19 anxiety; anxiety sensitivity; anxiety; intolerance of uncertainty; mental
health; survey; SEM
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Introduction

Background
The COVID-19 outbreak is more of a global emergency than a
medical challenge. Research highlights the intense and broad
spectrum of psychosocial ramifications that pandemics can
inflict on the general population [1]. Fear of COVID-19 and
COVID-19 anxiety, coupled with quarantine and isolation [2],
can generate specific negative psychological responses such as
maladaptive behaviors, emotional distress, and avoidance
reactions among both general and patient populations [3,4].
Compared with previous pandemics (eg, severe acute respiratory
syndrome [SARS]), psychological distress and anxiety disorders
related to the increasingly widespread use of the internet are
relatively novel problems in psychiatric and medical settings.
The internet can be a useful source of health information [5]
and has become increasingly prevalent among all members of
the public. However, repeated media exposure to
pandemic-related information and excessive searching for
health-related information on the internet can significantly
exacerbate anxiety and create an escalating pattern of
psychological distress that is difficult to break. This has been
termed “cyberchondria” [6,7].

Cyberchondria in the Context of the COVID-19
Pandemic
Cyberchondria has been defined as “anxiety resulting from a
health-related search online” [8,9]. Cyberchondria is
conceptualized as a multidimensional construct, including
repetitive (excessive) online searching for health-related
information, distress (increased negative affect), compulsion
(interruption of daily routine), and reassurance seeking. Seeking
health-related information on the internet to reduce anxiety may
result in more anxiety or distress [10]. In the latest (fifth) edition
of the Diagnostic and Statistical Manual of Mental Disorders
(DSM-5), individuals can receive one of two anxiety-related
diagnoses. Somatic symptom disorder refers to anxiety
concerning health diagnoses in the context of significant somatic
symptoms whereas illness anxiety disorder refers to a health
anxiety diagnosis without somatic symptoms. Individuals
affected by these mental health problems tend to misinterpret
minor bodily sensations or symptoms as if they were severe
illnesses [11]. When individuals with these diagnoses use online
networks to search for health-related information, they are
classified as having cyberchondria [12]. As a safety behavior,
cyberchondria (ie, anxiety when searching online for
health-related information) may fuel psychopathological
vulnerabilities [12]. This indicates a strong relationship between
health anxiety and cyberchondria [13,14]. Individuals with
elevated health anxiety exhibit higher anxiety levels during and
after online health-related searches and report more frequent
and longer online searches than those with lower levels of health
anxiety [15,16]. These discrepancies between the purpose and
outcome of cyberchondria may complicate our understanding
of patterns of cyberchondria. In addition to anxiety, fear is a
substantial motivating factor in seeking health-related
information [17]. Cyberchondria may also exacerbate fear of
illness and have a negative impact on relationships with primary

care physicians. Cyberchondria is also associated with accessing
increased health resources, as measured by the number of visits
to general practitioners and other health professionals [18].

Fear in the Context of the COVID-19 Pandemic
Fear, generated by trauma-related stimuli, is a prominent
emotion in psychopathology [19]. Fear can be viewed as an
adaptive response to threat, which can be a motivating factor
that facilitates protective and preventive behavior among
individuals to avoid infection and follow pandemic-related
health instructions. However, for individuals who experience
fear intensely, it may result in an elevated risk perception.
Consequently, this adaptive response to fear becomes
maladaptive when these emotional responses fail to provide
accurate information. Prior experience, cognitive and attentional
biases, and mental disorders can all generate faulty appraisals
of the physical and social environment, leading to maladaptive
emotional reactions. In the context of the current COVID-19
pandemic, fear and anxiety can elicit additional media
consumption [20]. In addition, the consumption of
pandemic-related media coverage may be an important factor
that is associated with anxiety and psychological distress [7,21].
For example, exposure to warning messages, as well as
inaccurate and misleading information concerning
life-threatening aspects of COVID-19 during online searching,
can exacerbate anxiety and worries related to the pandemic [22].
Moreover, a significant positive association has been found
between anxiety resulting from online health searches for oneself
and anxiety resulting from online health searches for others [8].
Fear of self-infection or infecting family members is one of the
most common reactions to pandemics [23,24] and can result in
health anxiety, worries, specific phobias, and psychological
distress [25-27]. There is also a strong relationship between
cyberchondria and health anxiety [28]. Health anxiety can
motivate excessive or repeated health-related information
seeking on the internet, which can amplify anxiety or distress
(eg, fear) [9,15,29]. Therefore, individuals with cyberchondria
may be anxious about the health of family members, attempt
to diagnose them online, and/or take additional measures as a
consequence of their fear of COVID-19.

Uncertainty and Anxiety Sensitivity During the
COVID-19 Pandemic
The current pandemic has caused much uncertainty about many
different aspects of daily life. Intolerance of uncertainty is
recognized as a strong predictor of cyberchondria. In times of
uncertainty, reducing uncertainty has a central role in motivating
searching for health information on the internet [30]. In addition,
individuals with a higher level of intolerance of uncertainty
exhibit prospective anxiety due to dispositional fear of unknown
future events [31,32]. Individuals with a higher intolerance of
uncertainty levels may perceive uncertain situations as both
threatening and aversive. Therefore, individuals engage in
uncertainty-reducing behaviors (eg, repeatedly seeking
reassurance due to worries) to moderate the perceptions of
uncertainty and threat [33].

Anxiety sensitivity, defined as “the fear of sensations of anxious
arousal based on beliefs about their harmful consequences,” is
conceptualized as a cognitive-emotional individual difference

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26285 | p.1316https://www.jmir.org/2021/6/e26285
(page number not for citation purposes)

Wu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


factor of the fear related to bodily sensations [34]. Experimental
studies have demonstrated a positive association between anxiety
sensitivity and oversearching of medical information. Compared
to individuals with generalized anxiety disorder, anxiety
sensitivity is recognized as a potential risk factor for increased
anxiety related to COVID-19 [35]. Research also indicates that
accurate knowledge about pandemics may be associated with
anxiety. During the COVID-19 pandemic, it is possible that
such individuals search for information and medical news related
to COVID-19 with high sensitivity to anxiety, which leads to
an increase in their fear.

Purpose of This Study
Understanding COVID-19 pandemic–related psychopathology
development is limited due to numerous individual and
contextual factors. There is currently a lack of research on
specific amplification factors regarding fear and anxiety in the
context of the COVID-19 pandemic. Cyberchondria is a
maladaptive behavioral pattern, more likely during public health
crises such as the COVID-19 pandemic. Research is urgently
needed to better understand the role of repeated media
consumption concerning COVID-19 [36]. Despite established
associations between anxiety sensitivity, intolerance of
uncertainty, and online medical information seeking [37-39],
there is currently a lack of empirical data concerning the
associations between anxiety sensitivity, intolerance of
uncertainty, and cyberchondria, particularly in the context of
the COVID-19 pandemic.

Therefore, this study investigated the associations between fear
of COVID-19, COVID-19 anxiety, and cyberchondria. Using
structural equation modeling (SEM), a mediation analysis was
carried out to investigate the underlying mechanism between
cyberchondria and fear of COVID-19, COVID-19 anxiety,
intolerance of uncertainty, and anxiety sensitivity. In addition,
an evaluation of the reverse mediation model of the association
between the study variables was also carried out. The study may
potentially contribute to a better understanding of the pandemic
in relation to cyberchondria. Moreover, the findings provide
additional insight into cyberchondria and the pandemic,
providing important information to clinical practitioners and
policymakers. It was hypothesized that intolerance of uncertainty
and anxiety sensitivity would mediate the association between
fear of COVID-19 and COVID-19 anxiety on cyberchondria.

Methods

Inclusion Criteria
The eligibility criteria included (1) age >18 years, (2) not
hospitalized or quarantined in the current or a past viral
pandemic due to infection, (3) not having (or suspect as having)
COVID-19, (4) being able to read and complete an online survey
and provide informed consent, (5) fluency in the Persian
language, and (6) currently living in Iran. Only completed
questionnaires were analyzed.

Measures
The survey comprised the Cyberchondria Severity Scale, Fear
of COVID-19 Scale, Coronavirus Anxiety Scale, Anxiety
Sensitivity Index, and Intolerance of Uncertainty Scale.

Cyberchondria Severity Scale–Short Form
The Cyberchondria Severity Scale–Short Form (CSS-12) [40]
is a 12-item self-report scale designed to assess anxiety
attributable to health-related online searches. The items (eg, “If
I notice an unexplained bodily sensation, I will search for it on
the Internet”) are rated on 5-point scale from 1 (never) to 5
(always). The scale comprises three subscales: compulsion,
distress, and mistrust of medical professionals. Higher scores
indicate greater cyberchondria. The internal consistency of the
CSS-12 in this study was excellent (Cronbach α=.90).

Fear of COVID-19 Scale
The Fear of COVID-19 Scale (FCV-19S) [41] is a 7-item
unidimensional scale that assesses fear of COVID-19. The items
(eg, “I am afraid of losing my life because of COVID-19”) are
rated on a 5-point scale ranging from 1 (strongly disagree) to 5
(strongly agree). Higher scores indicate a greater fear of
COVID-19. The internal consistency of the FCV-19S in this
study was very good (Cronbach α=.83).

Coronavirus Anxiety Scale
The 5-item Coronavirus Anxiety Scale (CAS) [42] assesses
dysfunctional anxiety associated with COVID-19. The items
(eg, “I had trouble falling or staying asleep because I was
thinking about the coronavirus”) are rated on a 5-point scale,
ranging from 1 (strongly disagree) to 5 (strongly agree). Higher
scores are associated with a COVID-19 anxiety diagnosis,
impairment, maladaptive coping, and suicidal ideation. The
internal consistency of the CAS in this study was excellent
(Cronbach α=.90).

The Anxiety Sensitivity Index-3
The Anxiety Sensitivity Index-3 (ASI-3) [43] is an 18-item
self-report scale that assesses anxiety-related symptoms. Items
(eg, “It scares me when my heart beats rapidly”) are rated on a
5-point scale from 0 (not at all) to 4 (very much). Higher scores
indicate a more severe anxiety sensitivity level. The internal
consistency of the ASI-3 in this study was very good (Cronbach
α=.85).

Intolerance of Uncertainty Scale-12
The Intolerance of Uncertainty Scale-12 (IUS-12) [44] is a
12-item scale that assesses individuals’ responses to uncertainty.
The items (eg, “It frustrates me not having all the information
I need”) are rated on a 5-point scale from 1 (not at all
characteristic of me) to 5 (entirely characteristic of me). Higher
scores indicate greater uncertainty. The internal consistency of
the IUS-12 in this study was very good (Cronbach α=.82).

Participant Recruitment
The study was conducted during the COVID-19 pandemic
(October and November 2020) via convenience sampling; hence,
all data were collected online because face-to-face data
collection was not possible. The participants were recruited over
a 6-week period using an online platform to complete the survey.
The recruitment process included advertising the study via social
media platforms (Instagram, WhatsApp) with links to the survey.
In addition, the link was distributed on several academic forums.
Once the link was clicked, it led to an informed consent page
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to be read and agreed upon before proceeding to the survey.
Only those who provided informed consent were able to access
the survey. The informed consent page included information
about the study goals, such as the study’s objectives and
confidentiality.

Sample Size
A priori power analysis for multiple linear regression was
calculated using G*Power (Heinrich-Heine-Universität
Düsseldorf) to determine the sample size, with an alpha of .025,

a power of 0.80, Cohen f2 of 0.02, and two predictors [45]. The

effect size value (Cohen f2=0.02) signifies small effect sizes,
according to Cohen’s guidelines [46]. The desired total sample
size was 576. In total, 694 participants were recruited in this
study, which allowed for a 20% data attrition.

Ethics
The study, including all assessments and procedures for the
study, were reviewed by the National Institute for Medical
Research and Development and the Institutional Human
Research Ethics Committee. The corresponding author’s
institutional review board also approved the research protocol
to ensure participant confidentiality, sampling, and informed
consent.

Data Analysis

Descriptive Statistics
Descriptive statistics were used to calculate the sample
characteristics. Absolute skewness and kurtosis values assessed
the normality assumption [47]. Variance inflation factor (VIF)
was utilized to examine multicollinearity (1<VIF<3) [48].
Pearson coefficient correlation analysis was carried out to
calculate the association between cyberchondria and the study
variables. There were no missing values in the assessed
variables. Therefore, no imputation method was implemented.

Multiple Mediation Analysis
Parallel multiple mediation analysis was conducted using SEM
with a 95% CI for indirect effects and 5000 bootstrapping [49].
Once the measurement models were fitted to the data, 2 SEM
models were examined. The first SEM investigated the
relationships between fear of COVID-19 and COVID-19 anxiety
(as independent variables) with cyberchondria. Anxiety

sensitivity and intolerance of uncertainty were potential
mediators. In the second SEM, the reverse model was examined.
An indirect effect was considered statistically significant when

the bias-corrected CI does not include zero [50,51]. Cohen f2

values of ≥0.15 and ≥0.35 signified approximately moderate to
large effect sizes, according to Cohen’s guidelines [46]. SPSS
(version 25, IBM Corp) and AMOS (version 24, IBM Corp)
were utilized to test hypothesizes (two-tailed), and an alpha
level of .05 was used to indicate statistical significance.

Results

Descriptive Statistics
Of the 820 returned surveys, 694 met the inclusion criteria and
were included in the analysis. Therefore, the sample comprised
694 adults from the general population (males: n=343, 49.4%;
females: n=351, 50.6%) , with a mean age of 27.92 years (SD
5.22, range 19-41 years). The demographic characteristics of
the sample are shown in Table 1.

There was no significant difference between males and females
(χ²=0.09, P=.76). The participants were well educated and
young. With respect to educational level, 25.8% (n=179) had
completed high school, 49.2% (n=341) had a bachelor’s degree,
and 25% (n=174) had a master’s and/or higher degree.
Compared to males, females had significantly higher scores for
cyberchondria (t1,692=–2.85, P=.004, Cohen d=0.22), COVID-19
anxiety (t1,692=–3.32, P<.001, Cohen d=0.26), and anxiety
sensitivity (t1,692=–3.69, P<.001, Cohen d=0.29). Compared to
females, males had significantly higher scores for intolerance
of uncertainty (t1,692=2.29, P=.02, Cohen d=0.18). Gender
differences for other variables were nonsignificant (P>.05)
(Table 1).

The univariate normality of the data was checked. Values of
skewness and kurtosis were within <|1|, suggesting the absence
of severe normality. The VIF values demonstrated no violation
of multicollinearity (Table 2). The Pearson coefficient
correlation analyses showed a moderate to large correlations
between variables (Table 2). Correlation analysis revealed a
moderate to large correlation between cyberchondria and fear
of COVID-19, COVID-19 anxiety, anxiety sensitivity, and
intolerance of uncertainty.
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Table 1. Demographic characteristics and descriptive statistics of the sample (N=694).

P valueStatisticsaParticipantsCharacteristic

.76χ²=0.09Gender, n (%)

343 (49.4)Male

351 (50.6)Female

.003χ²=11.60Age group, n (%)

193 (27.8)19-25 years

266 (38.3)26-31 years

235 (33.9)>31 years

.41t1,692=0.8227.92 (5.29)Age (years), mean (SD)

004t1,692=–2.8533.17 (8.04)Cyberchondria, mean (SD)

.001t1,692=–3.3211.91 (2.51)Coronavirus anxiety, mean (SD)

.09t1,692=–1.7015.21 (4.93)Fear of COVID-19, mean (SD)

.02t1,692=2.2938.82 (9.52)Intolerance of uncertainty, mean (SD)

<.001t1,692= –3.6928.52 (8.29)Anxiety sensitivity, mean (SD)

aNegative t values indicate that females obtained higher scores.

Table 2. Correlation matrix of main variables (N=694).

VIFaKurtosisSkewness654321Item

—b–0.990.491.001. Age

2.510.850.381.00–0.09c2. Cyberchondria

1.82–0.690.701.000.36d0.043. Coronavirus anxiety

1.350.750.391.000.29d0.46d–0.064. Fear of COVID-19

2.23–0.960.651.000.29d0.31d0.43d0.26d5. Intolerance of uncertainty

1.92–1.020.221.000.36d0.44d0.27d0.31d–0.036. Anxiety sensitivity

aVIF: variance inflation factor.
bNot applicable.
cCorrelation significant at the P<.05 level (two-tailed).
dCorrelation significant at the P<.01 level (two-tailed).

Multiple Mediation Analysis
The first SEM mediation analysis showed that fear of COVID-19
and COVID-19 anxiety were significantly associated with
cyberchondria via both direct and indirect paths. The
standardized total effects for fear of COVID-19 and COVID-19
anxiety on cyberchondria were both statistically significant
(fear: β=.39, SE 0.04, P<.001, t=11.16, 95% CI 0.31-0.45;
anxiety: β=.25, SE 0.03, P<.001, t=7.67, 95% CI 0.19-0.32).
Anxiety sensitivity and intolerance of uncertainty were also
positively associated with cyberchondria (Figure 1). In addition,
for fear of COVID-19 and COVID-19 anxiety, the indirect

effects of anxiety sensitivity and intolerance of uncertainty on
cyberchondria were significant (Table 3).

In the reciprocal model, the standardized total effects of
cyberchondria on both fear of COVID-19 and COVID-19
anxiety were statistically significant (fear: β=.45, SE 0.04,
P<.001, t=15.31, 95% CI 0.39-0.51; anxiety: β=.36, SE 0.03,
P<.001, t=11.29, 95% CI 0.30-0.41. The indirect effects of
cyberchondria on COVID-19 anxiety via anxiety sensitivity
and intolerance of uncertainty were both significant. However,
only cyberchondria’s indirect effect on fear of COVID-19 via
anxiety sensitivity was significant (Figure 2). The effect sizes
for associations in both mediation models are reported in Table
4.
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Figure 1. The multiple mediation model. Path coefficient: standardized coefficient (t value). ***P<.001 level (two-tailed).

Table 3. Standardized indirect effects of model paths.

95% CIP valuet valueSEBetabModel and indirect patha

Model 1

0.04 to 0.09<.0014.980.02.06Coronavirus anxiety –> intolerance of uncertainty –> cyberchondria

0.03 to 0.08<.0014.520.01.06Fear of COVID-19 –> intolerance of uncertainty –> cyberchondria

0.004 to 0.03.032.230.01.02Coronavirus anxiety –> anxiety sensitivity –> cyberchondria

0.01 to 0.07.012.670.02.04Fear of COVID-19 –> anxiety sensitivity –> cyberchondria

Model 2 (reciprocal model)

0.04 to 0.11<.0014.260.02.07Cyberchondria –> intolerance of uncertainty –> coronavirus anxiety

0.01 to 0.07.0042.980.01.04Cyberchondria –> anxiety sensitivity –> coronavirus anxiety

–0.01 to 0.05.251.150.02.02Cyberchondria –> intolerance of uncertainty –> fear of COVID-19

0.08 to 0.15<.0016.990.02.11Cyberchondria –> anxiety sensitivity –> fear of COVID-19

aArrow indicates path direction.
bBeta: standardized path coefficient.
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Figure 2. The reciprocal multiple mediation model. Path coefficient: standardized coefficient (t value), dash line: nonsignificant path. ***P<.001 level
(two-tailed).

Table 4. Effect sizes of model paths.

95% CIP valueCohen f2Model and patha

Model 1

0.06-0.16<.0010.10Fear of COVID-19 –> cyberchondria

0.03-0.09.0020.06Fear of COVID-19 –> intolerance of uncertainty

0.13-0.27<.0010.19Fear of COVID-19 –> anxiety sensitivity

0.02-0.07.0080.04Coronavirus anxiety –> cyberchondria

0.04-0.11.0010.07Coronavirus anxiety –> intolerance of uncertainty

0.01-0.06.040.03Coronavirus anxiety –> anxiety sensitivity

0.04-0.14.0020.08Intolerance of uncertainty –> cyberchondria

0.001-0.04.180.01Anxiety sensitivity –> cyberchondria

Model 2 ( reciprocal model )

0.03-0.10.0010.06Cyberchondria –> coronavirus anxiety

0.07-0.19<.0010.12Cyberchondria –> fear of COVID-19

0.15-0.31<.0010.23Cyberchondria –> intolerance of uncertainty

0.11-0.25<.0010.16Cyberchondria –> anxiety sensitivity

0.01-0.05.030.02Intolerance of uncertainty –> coronavirus anxiety

0.00-0.01.650.002Intolerance of uncertainty –> fear of COVID-19

0.001-0.03.150.01Anxiety sensitivity –> coronavirus anxiety

0.06-0.17<.0010.11Anxiety sensitivity –> fear of COVID-19

aArrow indicates path direction.
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Discussion

Principal Findings
Understanding COVID-19 pandemic–related psychopathological
development has been limited due to numerous individual and
contextual factors. There is concern that individuals affected
by fear and anxiety generated by the pandemic will rapidly
outnumber infected cases. This study investigated the impact
of the relationship between cyberchondria and the fear and
anxiety generated by COVID-19. The study also explored
whether the relationships would be mediated by the intolerance
of uncertainty and anxiety sensitivity. Results indicated that
greater fear and anxiety related to COVID-19 directly predicted
cyberchondria [52-54] and indirectly via the mediator variables.
Cyberchondria and anxiety generated by COVID-19 was
bidirectional. A higher level of cyberchondria directly predicted
a higher level of fear and anxiety generated by COVID-19, and
indirectly via the mediators.

The mediation analysis empirically showed that intolerance of
uncertainty and anxiety sensitivity mediated the associations
between fear and anxiety generated by COVID-19 on
cyberchondria. In the context of COVID-19, individuals with
a higher intolerance of uncertainty levels may search for medical
information to reduce uncertainty that results in additional
negative experience [55-57]. Intolerance of uncertainty amplifies
both threat perception and uncertainty perception [58], which
can lead to more engagement in safety behaviors (eg, checking
behavior) [59]. Like a vicious circle, seeking health-related
information on the internet to reduce uncertainty may be
associated with greater levels of uncertainty and therefore
amplify health anxiety. These safety-seeking behaviors to reduce
uncertainty are often not long lasting. In addition, most
uncertainty reduction attempts meet with information that is
overly brief and inaccurate, which can lead to greater levels of
uncertainty. Moreover, uncertainty-reducing behaviors can lead
to greater uncertainty perceptions and/or higher perceived threat
severity. During a pandemic, individuals with a high intolerance
of uncertainty perceive low-risk situations as highly threatening
and report higher anxiety levels [34].

Individuals with high anxiety sensitivity (1) are more afraid of
pain and more likely to seek unnecessary treatment for minor
pain symptoms [60]; and (2) may misinterpret symptoms, which
can result in bodily sensations related to anxiety (eg, sweating,
shaky hands) that may be interpreted as severe physical
symptoms or illness [61]. Since individuals with elevated anxiety
sensitivity interpret anxiety-related bodily sensations to be
dangerous, they exhibit increased online medical
information-seeking behaviors in an attempt to placate concerns
about the origins of anxiety-related bodily sensations.
Specifically, this cognitive-affective condition is considered
conceptually distinct from anxiety and reflects the fear of
anxious arousal symptoms. Anxiety sensitivity is a more robust
predictor of posttraumatic symptoms with a moderate to large
effect size [62]. On the other hand, the reduction in anxiety
sensitivity positively predicts a reduction in the severity of
anxiety symptoms [63,64]. This theoretical process is consistent
with research that has found the engagement in safety behaviors,

including using medical websites to investigate medical
symptoms, results in increased levels of health anxiety. With
respect to the bidirectional associations between intolerance of
uncertainty and anxiety sensitivity, findings suggest that
evaluation of both conditions can add to the diagnosis process
for individuals with cyberchondria.

This study also found some gender differences. In line with the
few studies to date, females reported a higher levels for
cyberchondria than males [65]. Females also reported higher
levels of COVID-19 anxiety and anxiety sensitivity than males
in this study. In line with recent studies, females reported more
psychological problems associated with COVID-19 than males
[66-68]. Our findings concur with previous studies indicating
that females report greater psychological problems and are more
likely to develop anxiety symptoms than males [69]. Regarding
age, the results suggest that behaviors related to cyberchondria
appear to be more prevalent among younger individuals [70,71].

Limitations
The findings of this study should be interpreted in light of
several limitations. This study was conducted during October
2020 at the height of the COVID-19 pandemic in Iran.
Therefore, to minimize infection risk, online data collection
was utilized rather than a traditional face-to-face method. Online
data collection may limit the participation of specific relevant
population groups (eg, disadvantaged groups such as those
living in poverty who may not have internet access). Therefore,
the data do not represent all groups’ views, affecting the
generalizability of the study’s findings. However, online data
collection tends to provide more honest and truthful responses
than offline methods [72]. Moreover, all data were self-reported
and are therefore subject to well-established method biases. It
should also be noted that the data collected did not include some
potentially important variables such as whether (1) the
participants were currently working or whether they had lost
their job as a result of the pandemic, (2) they and/or their family
members had experienced COVID-19, and (3) whether they
had financial problems as a result of the pandemic. These are
all variables that could be considered in future research when
reexamining the variables of this study. Finally, the data were
cross-sectional; therefore, determining the true relationships
and directions of causality between the study variables is not
possible. Future studies would need longitudinal designs to
determine true causality.

Conclusion
Despite these limitations, the findings of the first SEM suggest
that anxiety sensitivity and/or intolerance of uncertainty may
lead to the development of cyberchondria in the context of the
COVID-19 pandemic, with small to moderate effect sizes. In
this study, greater fear and anxiety of COVID-19 were
associated with greater cyberchondria. However, the reverse
SEM demonstrated that cyberchondria is also associated with
the study construct, with moderate to large effect sizes. In
addition to the pandemic, anxiety sensitivity and intolerance of
uncertainty can be critical in increasing or maintaining
psychopathological development, as well as physical and
psychological dysfunctions [73-75]. Given the co-occurring
nature of mental health problems during the current pandemic,
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disorder-specific interventions may be difficult to justify when
the clinical reality is complex and comorbidities are the norm
[76]. Many clinical studies have recommended shifting from
the traditional specific disorder–focused approach toward a
transdiagnostic treatment as an alternative approach. Despite
some scholars’ assertions [77], the findings of this study do not
justify cyberchondria as a transdiagnostic condition. However,
the transdiagnostic treatments or application of the relative
modules may be effective in treatment for cyberchondria. For
example, higher self-awareness and contextual awareness enable
individuals to clearly identify the triggering of negative
responses and can help reduce maladaptive cognitive patterns
by facilitating awareness or attention toward an object (eg,
heartbeat, breathing) in a mindful manner [78,79]. To provide
adaptive emotional responding to anxiety-related bodily
sensations, self-awareness can be promoted by the

mindfulness-based stress reduction therapy or other unified
protocols [80].

This study’s findings help to explain how the consequences of
the pandemic can be associated with cyberchondria. The role
of cyberchondria in the exacerbation of pandemic-related
psychological distress can provide further evidence that
maladaptive new age issues related to human-internet interaction
need further attention from scholars, policymakers, and health
care practitioners. Finally, based on the findings here,
cyberchondria must be viewed as a significant public health
issue. Importantly, increasing awareness about cyberchondria
and online behavior at both the individual and collective levels
must be prioritized to enhance preparedness and reduce adverse
effects associated with the current pandemic and future medical
crises.
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Abstract

Background: Monitoring public confidence and hesitancy is crucial for the COVID-19 vaccine rollout. Social media listening
(infoveillance) can not only monitor public attitudes on COVID-19 vaccines but also assess the dissemination of and public
engagement with these opinions.

Objective: This study aims to assess global hesitancy, confidence, and public engagement toward COVID-19 vaccination.

Methods: We collected posts mentioning the COVID-19 vaccine between June and July 2020 on Twitter from New York
(United States), London (United Kingdom), Mumbai (India), and Sao Paulo (Brazil), and Sina Weibo posts from Beijing (China).
In total, we manually coded 12,886 posts from the five global metropolises with high COVID-19 burdens, and after assessment,
7032 posts were included in the analysis. We manually double-coded these posts using a coding framework developed according
to the World Health Organization’s Confidence, Complacency, and Convenience model of vaccine hesitancy, and conducted
engagement analysis to investigate public communication about COVID-19 vaccines on social media.

Results: Among social media users, 36.4% (571/1568) in New York, 51.3% (738/1440) in London, 67.3% (144/214) in Sao
Paulo, 69.8% (726/1040) in Mumbai, and 76.8% (2128/2770) in Beijing indicated that they intended to accept a COVID-19
vaccination. With a high perceived risk of getting COVID-19, more tweeters in New York and London expressed a lack of
confidence in vaccine safety, distrust in governments and experts, and widespread misinformation or rumors. Tweeters from
Mumbai, Sao Paulo, and Beijing worried more about vaccine production and supply, whereas tweeters from New York and
London had more concerns about vaccine distribution and inequity. Negative tweets expressing lack of vaccine confidence and
misinformation or rumors had more followers and attracted more public engagement online.

Conclusions: COVID-19 vaccine hesitancy is prevalent worldwide, and negative tweets attract higher engagement on social
media. It is urgent to develop an effective vaccine campaign that boosts public confidence and addresses hesitancy for COVID-19
vaccine rollouts.

(J Med Internet Res 2021;23(6):e27632)   doi:10.2196/27632
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Introduction

As of January 2021, the COVID-19 pandemic has led to more
than 100 million cases and 2 million deaths worldwide [1].
Although personal prevention measures such as mask wearing
and social distancing have been shown to be effective in curbing
the spread of COVID-19 [2], vaccination is expected to be the
key to the long-term prevention and control of the pandemic
[3,4]. The COVID-19 pandemic has triggered intense global
research and development (R&D) of vaccines against the
disease. Several candidate vaccines advanced to Phase III
clinical trials in mid-2020, including the Oxford/AstraZeneca,
Sinopharm, Sinovac, BioNTech/Pfizer, and Moderna vaccines,
and had finished clinical trials at the end of 2020. These vaccines
have been approved for use by December 2020 in some
countries such as the United Kingdom, the United States, and
China [5]. To ensure universal vaccination coverage,
governments must enhance public confidence, address the issue
of vaccine hesitancy, and design community engagement
strategies for COVID-19 vaccine rollouts.

Although immunization has proved successful in reducing the
global burden of illness and death, a range of concerns have
converged to affect public confidence in vaccines. When vaccine
confidence breaks down, hesitancy can cause serious
consequences such as delays, refusals, and disruptions to
research and delivery programs, and sometimes leads to the
resurgence of disease outbreaks [6]. Vaccine hesitancy has
proliferated over the decades and was cited by the World Health
Organization (WHO) as one of the top 10 global health threats
in 2019 [7,8]. Vaccine hesitancy is complex, multifactorial, and
influenced by a combination of emotional, cultural, social,
spiritual, and political factors. It can vary across countries,
vaccines, and time. Reports have indicated that hesitancy toward
general vaccines is prevalent among caregivers of children
worldwide, at rates such as 45.8% in France (2016) [7], 31.8%
in the United States (2014) [9], 24.6% in Italy (2017) [10], and
23% in Brazil (2016) [11]. The prevalence of vaccine hesitancy
among health care providers ranges from 2% to 16% across
different countries [12]. The accelerated R&D process of the
COVID-19 vaccine may further exacerbate public concern on
its safety and effectiveness [13]. Similarly, the novelty of the
disease, politicization of the vaccine, and distrust in experts and
governments have increased uncertainty about COVID-19
vaccination [3]. Therefore, it is necessary to assess public
confidence and acceptance toward the COVID-19 vaccine to
prepare for vaccine introduction.

Social media has become a source of data for detecting
outbreaks and understanding public attitudes and behaviors
during public health emergencies [14-16]. Large amounts of
real-time data posted on social media platforms can be used to
quickly identify public attitudes on COVID-19 vaccines as a
way to support health communication and health promotion
messaging. A growing body of literature has used social media
platforms such as Twitter and Facebook for public health
research [15]. Compared with traditional surveys, social media
listening can not only monitor public attitudes in a timely
manner but also assess the dissemination of and public
engagement with these opinions [17]. Individuals are

increasingly using social media to communicate with each other,
and public engagement can assess how various messages around
COVID-19 vaccines spread on social media. Although several
previous studies investigated public acceptance toward
COVID-19 vaccines using questionnaire surveys, it is unknown
how these opinions spread among the public.

By using social media listening data from the largest
metropolises worldwide, this study aimed to assess global
vaccine hesitancy and confidence toward COVID-19 vaccination
and public engagement in communications about COVID-19
vaccines.

Methods

Data Collection
Twitter is one of the most popular social media platforms in the
world; Sina Weibo, Twitter in China, is the most influential
social media platform in China, with over 500 million users.
Users can share information or opinions by tweets or posts on
these platforms. Using the Meltwater platform [18], we collected
posts mentioning COVID-19 vaccines on Twitter from New
York (United States), London (United Kingdom), Mumbai
(India), Sao Paulo (Brazil), and Sina Weibo posts from Beijing
(China). The five metropolises were selected due to their high
disease burden of COVID-19. The data covered the period from
June 13 to July 31, 2020, when five COVID-19 vaccines started
their Phase III clinical trials worldwide, including the
Oxford/AstraZeneca, Sinopharm, Sinovac, BioNTech/Pfizer,
and Moderna vaccines [19]. The keywords included “COVID
vaccin*” OR “COVID-19 vaccin*” OR “COVID19 vaccin*”
OR “coronavirus vaccin*” OR “vaccin* for coronavirus” OR
“vaccin* for COVID.” Each post record comprised account
name, contents, post time, the number of followers, and
engagement data. Since our study aimed to assess public
attitudes toward COVID-19 vaccination, we only included
tweets or Weibo posts from individual accounts and excluded
those from news and organizational accounts. Duplicate tweets,
tweets with identical text but different tweet identifications,
retweets, quotes without comments, and irrelevant tweets were
removed [20]. This study was exempt from ethical review
because it examined retrospective publicly available data.

Content Analysis
We identified and classified posts describing personal opinions
or discussion of COVID-19 vaccines from Twitter and Sina
Weibo. A coding framework (Multimedia Appendix 1) was
developed for content analysis according to the WHO’s
Confidence, Complacency, and Convenience (“3 Cs”) model
of vaccine hesitancy [21] and validated through manual
annotation of the subset with 500 posts. All posts were
double-coded independently, and a third coder resolved
disagreements. Posts were initially classified as relevant or
irrelevant to personal opinions toward COVID-19 vaccines, and
relevant posts were further classified to the predefined categories
in Multimedia Appendix 1. Predefined categories included
attitudes toward COVID-19 vaccination (accept, neutral, doubt,
or refuse), expectations of COVID-19 vaccine R&D and
introduction (positive, neutral, or negative), confidence in
COVID-19 vaccine importance (important or not), confidence
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in COVID-19 vaccine effectiveness (effective or not),
confidence in COVID-19 vaccine safety (safe or not), trust in
governments (trust or not), trust in experts (trust or not),
misinformation or rumors about all vaccines, complacency
(perceived risk of getting COVID-19: high or low), COVID-19
vaccine convenience (accessibility, distribution, or affordability),
COVID-19 vaccine types (AstraZeneca, Moderna, Pfizer, or
Chinese vaccines), and others. Each post could be classified as
one category, multiple categories, or no category. We described
simple counts and percentages of posts for each topic on
COVID-19 vaccination.

Social Media Engagement Analysis
We also conducted social media engagement analysis to
investigate public communication and interaction about various
topics relating to the COVID-19 vaccine online. In Twitter, the
engagement metric measures all actions viewers have taken as
a result of seeing tweets and engaging with tweets [22]. At the
level of public engagement and interaction, Twitter engagement
refers to retweets, follows, replies, favorites, and clicks on the

tweets. It covers the three metrics of social media engagement:
popularity based on the number of likes for tweets, commitment
based on the number of comments for tweets, and virality based
on the number of shares for tweets [22]. The mean number and
SD of engagement with and followers of tweeters were presented
for each topic of COVID-19 vaccines.

Results

Description of Analyzed Social Media Posts
Figure 1 shows the process of data selection and analysis. In
total, we collected 12,886 social media posts mentioning a
COVID-19 vaccine. There were 3028 tweets on Twitter from
New York, 2672 tweets from London, 2166 tweets from
Mumbai, 396 tweets from Sao Paulo, and 4624 Sina Weibo
posts from Beijing. After assessment, 7032 posts met the
inclusion criteria and were included in our content analysis,
including 1568 tweets from New York, 1440 tweets from
London, 1040 tweets from Mumbai, 214 tweets from Sao Paulo,
and 2770 Sina Weibo posts from Beijing.

Figure 1. Flowchart of data process and analysis.

COVID-19 Vaccine Hesitancy and Confidence
Figure 2 presents social media users’ attitudes toward
COVID-19 vaccination. Among social media users, 36.4%
(571/1568) in New York and 51.3% (738/1440) in London
reported willingness to accept COVID-19 vaccines, much lower
than observed in metropolises in lower- and middle-income
countries (LMICs), such as 69.8% (726/1040) in Mumbai,
67.3% (144/214) in Sao Paulo, and 76.8% (2128/2770) in
Beijing. Although about 10% to 20% of users doubted the safety
or effectiveness of COVID-19 vaccines in each metropolis, 20%

(313/1568) in New York and 15.1% (218/1440) in London
expressed refusal, much higher than other metropolises (<5%),
leading to prevalent vaccine hesitancy. About 50% to 80% of
users discussed the R&D and introduction of the COVID-19
vaccine globally, with most showing positive expectations, and
the remaining users did not mention the R&D and introduction
of COVID-19 vaccines (Figure 3). The discussion levels on the
R&D and introduction of the COVID-19 vaccine in New York
and London were lower than those in Mumbai, Beijing, and
Sao Paulo.
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Figure 2. Social media users’ attitudes toward COVID-19 vaccination.

Figure 3. Expectations of COVID-19 vaccine R&D and introduction. R&D: research and development.

Table 1 conveys confidence, complacency, and convenience
related to COVID-19 vaccination on social media. Although
most tweets in each metropolis regarded COVID-19 vaccination
as important and effective, proportions of tweets perceiving
COVID-19 vaccines as unsafe in high-income countries (HICs;
133/1568, 8.5% in New York and 157/1440, 10.9% in London)
were much higher than those in other metropolises (<4%). These

HIC users expressed distrust in governments (>10%) and experts
(around 5%). Furthermore, 11.8% (185/1568) and 11%
(158/1440) of users in New York and London, respectively,
mentioned misinformation, rumors, or antivaccine campaigns,
but few users in LMIC metropolises (<7%) shared these
concerns.
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Table 1. Confidence, complacency, and convenience related to COVID-19 vaccines on social media in 2020.

Sao Paulo, BrazilMumbai, IndiaBeijing, ChinaLondon, UKNew York, USTopics

3962166462426723028Total postsa, n

1821126185412321460Irrelevant posts

2141040277014401568Relevant posts

Topics among relevant postsb, n (%)

Vaccine confidence

22 (10.3)140 (13.5)712 (25.7)130 (9.0)115 (7.3)Perceived importance of vaccines

22 (10.3)132 (12.7)651 (23.5)115 (8.0)96 (6.1)Important

0 (0.0)8 (0.8)61 (2.2)16 (1.1)19 (1.2)Unimportant

71 (33.2)294 (28.3)928 (33.5)361 (25.1)217 (13.8)Perceived effectiveness of vaccines

68 (31.8)261 (25.1)674 (24.3)305 (21.2)142 (9.1)Effective

3 (1.4)32 (3.1)254 (9.2)56 (3.9)75 (4.8)Ineffective

47 (22.0)190 (18.3)201 (7.3)354 (24.6)168 (10.7)Perceived safety of vaccines

43 (20.1)149 (14.3)143 (5.2)197 (13.7)35 (2.2)Safe

4 (1.9)41 (3.9)58 (2.1)157 (10.9)133 (8.5)Unsafe

8 (3.7)72 (6.9)148 (5.3)177 (12.3)294 (18.8)Trust in governments

1 (0.5)16 (1.5)138 (5.0)19 (1.3)14 (0.9)Trust

7 (3.3)56 (5.4)10 (0.4)158 (11.0)280 (17.9)Distrust

2 (0.9)78 (7.5)—c111 (7.7)90 (5.7)Trust in experts

2 (0.9)24 (2.3)—44 (3.1)14 (0.9)Trust

0 (0.0)54 (5.2)—67 (4.7)76 (4.8)Distrust

Information around vaccines

12 (5.6)30 (2.9)188 (6.8)158 (11.0)185 (11.8)Misinformation or rumors

Complacency

4 (1.9)45 (4.3)742 (26.8)52 (3.6)89 (5.7)Perceived risk of getting COVID-19

4 (1.9)41 (3.9)688 (24.8)45 (3.1)80 (5.1)High

0 (0.0)4 (0.4)54 (1.9)7 (0.5)9 (0.6)Low

Vaccine convenience

49 (22.9)99 (9.5)283 (10.2)76 (5.3)94 (6.0)Vaccine accessibility

26 (12.1)63 (6.1)325 (11.7)261 (18.1)309 (19.7)Vaccine distribution

20 (9.3)33 (3.2)197 (7.1)40 (2.8)107 (6.8)Vaccine affordability

122 (57.0)270 (26.0)941 (34.0)470 (32.6)259 (16.5)Vaccine types

63 (29.4)218 (21.0)82 (3.0)388 (26.9)102 (6.5)AstraZeneca

21 (9.8)31 (3.0)37 (1.3)30 (2.1)51 (3.3)Moderna

27 (12.6)18 (1.7)34 (1.2)26 (1.8)88 (5.6)Pfizer

13 (6.1)19 (1.8)831 (30.0)26 (1.8)25 (1.6)Chinese vaccines

5 (2.3)34 (3.3)990 (35.7)51 (3.5)83 (5.3)Others

aWe assessed 50% random samples from New York and London due to the large sample size, and full samples in Beijing, Mumbai, and Sao Paulo.
bTopics are calculated among relevant posts.
cTrust in experts is not measured specifically for Sina Weibo posts from Beijing.

Regarding complacency, most social media users perceived the
risk of getting COVID-19 to be high despite only a small number
of them (around 5% except Beijing) directly mentioning the

risk of getting COVID-19. For vaccination convenience,
approximately 5% of HIC users mentioned vaccine accessibility,
whereas more users in LMIC metropolises (10%-20%) worried
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about vaccine accessibility, including production and supply
capacity for COVID-19 vaccines. Nearly 20% of HIC users
worried about vaccine distribution, including priority vaccination
groups, whereas less users in LMIC metropolises (around 10%)
mentioned this subject. Few users (about 5%) considered vaccine
affordability in mid-2020. There were differential concerns on
vaccine accessibility worldwide.

The proportion of tweets mentioning specific vaccine types was
16.5% (259/1568) in New York, 57% (122/214) in Sao Paulo,
and around 30% in the remaining three metropolises. Tweets
in New York mainly discussed COVID-19 vaccines produced
in the United States, and tweets in other metropolises discussed
vaccines produced worldwide. In terms of specific COVID-19
vaccines that had started Phase III clinical trials, social media
users in metropolises except for Beijing mostly mentioned the
Oxford/AstraZeneca vaccine, followed by the BioNTech/Pfizer
and Moderna vaccines; the Chinese vaccine was the least
frequently mentioned. This indicated that public attention was
consistent to the development progress of specific vaccines.

Engagement Levels of COVID-19 Vaccine–Related
Tweets
Table 2 presents the engagement metrics of COVID-19
vaccine–related tweets by topic. On average, tweeters who
posted COVID-19 vaccine–related tweets had 3634 followers,
and their followers ranged from 1637 (expressing COVID-19
vaccination is important) to 4778 followers (expressing

COVID-19 vaccination is unsafe) and 7430 followers
(expressing COVID-19 vaccination is ineffective). Overall,
tweeters expressing negative attitudes toward COVID-19
vaccines, such as doubt or refusal to vaccinate, lack of
confidence in vaccines (importance, effectiveness, and safety),
and misinformation or rumors, had more followers than those
expressing positive attitudes.

COVID-19 vaccine–related tweets attracted 6.1 engagement
values on average. When comparing engagement levels on
different topics regarding COVID-19 vaccines, we found that
the most active topics were misinformation (engagement value
14.0), followed by confidence in vaccine safety (13.1), vaccine
effectiveness (10.9), and governments (9.7), whereas the least
active topics were vaccine convenience (2.6-5.8), confidence
in vaccine importance (3.6) and experts (3.8), and complacency
(5.4). For topics on vaccine hesitancy and expectations in
vaccine R&D and introduction, tweets with clear attitudes
attracted more engagement than neutral tweets, but there was
little difference in public engagement between tweets with
positive and negative attitudes. For each topic regarding vaccine
confidence except distrust in governments, lack of confidence
propagated more than having confidence, especially for vaccine
safety (16.7 engagement for tweets expressing vaccine is unsafe
vs 10.3 engagement for tweets expressing vaccine is safe); trust
in governments attracted much more engagement than distrust
(52.8 vs 5.4), representing the public’s common expectations
of governments taking an active role in controlling the epidemic.
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Table 2. Followers and engagements of COVID-19 vaccine–related tweets in 2020.

Engagements, mean (SD)Followers, mean (SD)Topics

Vaccine hesitancy

6.1 (61.4)3633.6 (12,614.4)Attitudes toward COVID-19 vaccination

7.9 (93.3)2448.8 (8614.6)Accept

5.8 (28.5)4333.0 (16,250.7)Neutral

10.0 (93.4)4593.3 (18,245.7)Doubt

6.4 (35.4)2708.4 (12,504.3)Refuse

8.4 (94.4)3011.0 (11,759.4)Expectations of COVID-19 vaccine R&Da and introduction

8.8 (104.3)2527.7 (9083.2)Positive

5.9 (31.9)4449.8 (16,399.9)Neutral

8.2 (84.0)3629.4 (14,833.2)Negative

Vaccine confidence

3.6 (10.7)1763.6 (3727.9)Perceived importance of vaccines

3.4 (9.9)1636.5 (3167.2)Important

5.4 (16.5)2843.1 (6811.7)Unimportant

10.9 (115.5)3373.4 (13,960.7)Perceived effectiveness of vaccines

10.6 (119.5)2505.6 (8366.8)Effective

12.2 (94.7)7430.1 (27,615.6)Ineffective

13.1 (137.2)3274.3 (14,058.0)Perceived safety of vaccines

10.3 (137.4)2086.2 (6191.7)Safe

16.7 (137.1)4778.0 (19,897.0)Unsafe

9.7 (111.8)3865.2 (16,363.8)Trust in governments

52.8 (360.4)3055.6 (6573.5)Trust

5.4 (28.7)3946.0 (17,036.6)Distrust

3.8 (14.7)1887.9 (4812.1)Trust in experts

3.0 (6.5)2029.1 (4076.9)Trust

4.1 (17.1)1827.7 (5102.0)Distrust

Information around vaccines

14.0 (121.2)3127.7 (11,610.5)Misinformation or rumors

Vaccine complacency

5.4 (15.6)3017.9 (8282.9)Perceived risk of getting COVID-19

5.1 (15.5)2909.7 (7848.9)High

8.1 (16.5)3937.6 (11,554.1)Low

Vaccine convenience

2.6 (7.8)2351.5 (8915.4)Vaccine accessibility

5.8 (26.2)3531.5 (12,541.6)Vaccine distribution

3.1 (8.3)2525.3 (4895.6)Vaccine affordability

aR&D: research and development.

Discussion

Principal Findings
This social listening study in large metropolitan areas in five
countries examined hesitancy toward COVID-19 vaccination;

perceptions of vaccine confidence, complacency, and
convenience; and level of online public engagement. We found
that COVID-19 vaccine hesitancy was prevalent worldwide,
with the highest prevalence in New York and London, followed
by Sao Paulo and Mumbai, and the lowest in Beijing. With high
perceived risk of getting COVID-19, social media users in HICs,
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including the United States and the United Kingdom, expressed
low acceptance of COVID-19 vaccines, serious concerns
regarding vaccine safety, and distrust in governments and
experts. There were different concerns about vaccination
convenience and accessibility between HICs and LMICs.
Negative tweets expressing lack of vaccine confidence and
misinformation or rumors had more followers and attracted
more online public engagement.

Overall, social media users expressed relatively high hesitancy
toward COVID-19 vaccination across metropolises with high
COVID-19 burdens. There were no metropolises where
willingness to accept a COVID-19 vaccine exceeded 80%, and
only between 36% to 50% of tweeters accepted the COVID-19
vaccine especially in New York and London. These social
listening results were similar to global survey studies [13,23],
which showed that COVID-19 vaccine acceptance was higher
in China, India, and Brazil but lower in the United States and
the United Kingdom. Over the past decade, vaccine refusal has
accelerated worldwide, and antivaccine activities have been
amplified through political activities and social media [24]. The
prevalent hesitancy toward COVID-19 vaccines could
potentially lead to low vaccination coverage, which will further
delay global control of the pandemic and societal and economic
recovery. Recent studies estimated a COVID-19 R0 of around
3.87 for Europe and around 3.45 for the United States [25,26],
implying herd immunity thresholds of 74% and 71%,
respectively. The current acceptance levels among tweeters in
New York, London, Mumbai, and Sao Paulo is insufficient to
reach this 71% to 74% threshold; one exception is Beijing with
an acceptance level at 76.8%. As governments are preparing to
introduce COVID-19 vaccines and initiate postpandemic
recovery, the need to develop an effective vaccine campaign
for the rollout that boosts public confidence and addresses
hesitancy is urgent.

A previous study showed that confidence in vaccines and
governments was strongly associated with vaccine acceptance
and uptake [13]. However, our findings showed lack of
confidence in vaccine safety, distrust in governments and
experts, and widespread misinformation or rumors, especially
in HICs. Public confidence in the safety and effectiveness of
COVID-19 vaccines was far lower than the confidence level in
general vaccines. In the 2018 Global Monitor Survey, 79% and
84% of the public agreed that vaccines were safe and effective
globally [27]. During COVID-19, the development of a vaccine
for a new pathogen has been pushed much faster than ever
before, and new bioscience technologies (eg, mRNA vaccine)
are being used in humans for the first time [5,28]. In light of
the accelerated R&D process, any negative news related to
vaccine failure may weaken public confidence in its safety and
effectiveness [13,29]. Therefore, effective communication
campaigns should be designed to explain the safety of
COVID-19 vaccines to the public and clarify misinformation
or rumors, especially in HICs. Communication campaigns
should be supported by the scientific community to address
public concerns in COVID-19 vaccines. Through creating a
space for a collaborative dialogue between the scientific
community and the public, these campaigns would aim to not

only provide the public with the latest information but also build
public confidence in vaccine programs.

Social media users in HICs and LMICs expressed different
concerns about vaccination convenience and accessibility. HIC
users had less concerns about production and supply capacity
of COVID-19 vaccines but more concerns on vaccine
distribution and inequity. In contrast, LMIC users worried more
about vaccine production and supply instead of vaccine
distribution. Although HICs can ensure the supply of COVID-19
vaccines, systemic racial and economic disparities have existed
for a long time in many fields, including health care and
vaccination. The COVID-19 pandemic has disproportionately
affected low-income groups and communities of color [24].
Disparities in access to COVID-19 vaccines possibly still occur
and may be a point of concern that needs to be addressed in
HICs. There is also much concern regarding access to
COVID-19 vaccines and rollout gaps in LMICs compared with
HICs. Many HICs have sought to gain priority access to
COVID-19 vaccines by striking advance purchase agreements
with vaccine manufacturers, instead of through WHO’s global
allocation mechanism, leaving few vaccine doses for LMICs
[23,30]. Therefore, vaccine campaigns should be tailored to
each context to address local concerns: LMICs should take
efforts to address vaccine supply issues and HICs should focus
more on equitable distribution within countries. This study calls
for strengthened international partnerships and coordination to
address the equitable access to COVID-19 vaccines worldwide,
and the WHO should be empowered to take a leading role in
guiding more preparedness actions to control the epidemic [31].

According to social media engagement analysis, we found that
negative tweets had more followers and higher engagement than
positive tweets. This finding might demonstrate that users on
Twitter are more interested in communicating and disseminating
negative messages such as those expressing misinformation or
rumors and lack of vaccine confidence. Previous studies showed
that Twitter users sharing misinformation tend to be more
connected and clustered [32], and false information travels faster
than true information does in social networks [33]. Although
scientific experts received considerable attention early on in the
COVID-19 pandemic, online attention shifted toward political
communities as the pandemic developed [34]. During the
evolution of the pandemic, scientific experts lost some of their
influence, and it became harder for scientific information to
reach a broad audience. In addition, the spread of misinformation
or rumors on social media has been found to be significantly
associated with vaccine hesitancy [35]. Social media is therefore
a double-edged sword that not only can help disseminate public
health knowledge directly to the public but also that can, through
inappropriate use, be destructive to public health efforts,
especially during a public health emergency [36-38]. Therefore,
more efforts are needed to build a more proactive public health
presence on social media, and health systems should listen to
tweets from the public to help inform policies related to public
health response.

Limitations
This study captured routine populations who may not be
represented in traditional research designs, and social media
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data can eliminate reporting bias that occurs from speaking with
a researcher [20]. However, this study has some limitations.
First, there is an inherent bias shared among all social media
studies, where users might present themselves differently online
or represent a skewed-younger population [39]. Second, we did
not extract demographic data because of difficulty to refer to
users’ profiles. Third, we used manual coding methods rather

than automated annotation, which increased the length of time
taken to annotate. Therefore, we only assessed vaccine hesitancy
in large metropolises in a short period, and it reduced the
generalizability of our findings. In the future, based on our
coding data set from this study, we plan to develop a machine
learning program to continuously track public attitudes toward
COVID-19 vaccination.
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Abstract

Background: In recent years, medical journals have emphasized the increasingly critical role that social media plays in the
dissemination of public health information and disease prevention guidelines. However, platforms such as Facebook and Twitter
continue to pose unique challenges for clinical health care providers and public health officials alike. In order to effectively
communicate during public health emergencies, such as the COVID-19 pandemic, it is increasingly critical for health care providers
and public health officials to understand how patients gather health-related information on the internet and adjudicate the merits
of such information.

Objective: With that goal in mind, we conducted a survey of 1003 US-based adults to better understand how health consumers
have used social media to learn and stay informed about the COVID-19 pandemic, the extent to which they have relied on credible
scientific information sources, and how they have gone about fact-checking pandemic-related information.

Methods: A web-based survey was conducted with a sample that was purchased through an industry-leading market research
provider. The results were reported with a 95% confidence level and a margin of error of 3. Participants included 1003 US-based
adults (aged ≥18 years). Participants were selected via a stratified quota sampling approach to ensure that the sample was
representative of the US population. Balanced quotas were determined (by region of the country) for gender, age, race, and
ethnicity.

Results: The results showed a heavy reliance on social media during the COVID-19 pandemic; more than three-quarters of
respondents (762/1003, 76%) reported that they have relied on social media at least “a little,” and 59.2% (594/1003) of respondents
indicated that they read information about COVID-19 on social media at least once per week. According to the findings, most
social media users (638/1003, 63.6%) were unlikely to fact-check what they see on the internet with a health professional, despite
the high levels of mistrust in the accuracy of COVID-19–related information on social media. We also found a greater likelihood
of undergoing vaccination among those following more credible scientific sources on social media during the pandemic

(χ2
16=50.790; φ=0.258; P<.001).
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Conclusions: The findings suggest that health professionals will need to be both strategic and proactive when engaging with
health consumers on social media if they hope to counteract the deleterious effects of misinformation and disinformation. Effective
training, institutional support, and proactive collaboration can help health professionals adapt to the evolving patterns of health
information seeking.

(J Med Internet Res 2021;23(6):e29802)   doi:10.2196/29802

KEYWORDS

social media; internet; communication; public health; COVID-19; usage; United States; information seeking; web-based health
information; survey; mistrust

Introduction

In recent years, medical journals have emphasized the
increasingly critical role that social networking sites (SNSs)
play in the dissemination of public health information and
disease prevention guidelines [1,2]. Still, platforms such as
Facebook and Twitter continue to pose unique challenges for
clinical health care providers and public health officials alike.
Although the public has grown more reliant on social media to
stay informed during times of crisis [3], the information they
receive comes from a variety of sources that are not always
official or objective in nature. Health professionals often lack
the time and resources that are necessary to keep pace with the
rapidity of these web-based information environments.
Moreover, effective health communications are increasingly
complicated by factors such as politicization, antiscientific
sentiments, and the potential that social networks have in rapidly
spreading false information [4-6]. These challenges are perhaps
the most acute under crisis conditions, which place unique
strains on both health care systems and traditional information
networks [7,8].

Although these concerns extend beyond the COVID-19
pandemic, their urgency has been underscored by the ongoing
crisis. From the outset of the pandemic, public health officials
noted an alarming volume of erroneous misinformation (as well
as malicious disinformation) associated with COVID-19 on
social media. Estimates from early studies have suggested that
as much as 25% of the COVID-19–related information
circulating on platforms like Twitter may contain some degree
of misinformation [9]. The World Health Organization labeled
this phenomenon as an “infodemic” and suggested that such
misinformation can “lead to poor observance of public health
measures, thus reducing their effectiveness and endangering
countries’ ability to stop the pandemic” [10].

In order to effectively communicate during public health
emergencies, it is increasingly critical for health professionals
to understand how patients gather health-related information
on the internet and adjudicate the merits of such information.
However, while much has been written about social media’s
expanding role in health communications, very little empirical
data have been collected to examine how the public actually

uses social media to learn and stay informed about ongoing
health emergencies. To that end, we conducted a survey of 1003
American adults in order to better understand how heavily they
have relied on social media and the specific ways in which they
have used social media to learn about the COVID-19 pandemic.
In light of the growing concerns over the proliferation of
misinformation on social media, this study also aims to aid both
health care practitioners and researchers in understanding how
SNS users interact with and rely on credible scientific sources
and how they have gone about fact-checking pandemic-related
information. Collectively, this study seeks to better inform health
communications through an enriched understanding of social
media’s evolving role in health information seeking.

Methods

A web-based survey of 1003 US-based adults was conducted
(January 9 to January 12, 2021) through Prodege MR, an
industry-leading market research provider. This survey was
funded by Florida’s Center for Cybersecurity at the University
of South Florida. Survey respondents were selected by using a
stratified quota sampling approach to ensure that the sample
was representative. Balanced quotas were determined (by region
of the country) for gender, age, race, ethnicity, and education
based on the US Census Bureau’s 2019 American Community
Survey (ACS). Table 1 provides a summary of the comparison
between sample respondents and the 2019 ACS data.

The initial sampling target was a total of 1067 individuals
(which represents a margin of error 3.0 for the US population).
However, data cleaning revealed a small number of incomplete
and unusable responses, resulting in a total sample size of 1003
(a margin of error 3.09 for the US population). The results were
reported with a 95% confidence level and a margin of error of
3.09. It is worth noting that the data collection method
necessarily excluded those who lack internet access. However,
given that the focus of the study was on social media users, this
did not represent a serious threat to validity. Perhaps more
importantly, the method naturally underrepresented those with
lower levels of education. We made deliberate attempts to target
this group during survey administration, though a gap persisted
for those lacking a high school diploma (Table 1).
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Table 1. Sample comparison.a

2019 American Community Survey, %Sample in this study, %Characteristic

Gender

51.151.2Female

48.948.8Male

Age (years)

11.911.318-24

17.817.825-34

16.51735-44

161645-54

16.617.155-64

21.220.8≥65

Race

15.115.7Black or African American

76.473.2White

7.67.9Asian or Pacific Islander

0.81American Indian or Alaska Native

0.22.2Other

Ethnicity

17.517.7Hispanic

82.582.3Non-Hispanic

Education

11.46.8Less than high school

27.625.9High school or equivalent

30.434Some college or an associate degree

19.321.54-year degree

11.411.7Graduate or professional degree

aData are from the Florida Center for Cybersecurity’s January 2021 COVID-19 survey.

Results

Summary of Results
Although the growing importance of social media in health
communications has been widely discussed, our understanding
of these trends, particularly those at the consumer level, has
been largely anecdotal. The results reported below add some
empirical context to our general understanding of these trends
while also contributing important new data to enhance our
understanding of how SNS users seek out and fact-check
medical information during a public health emergency. The
results are reported in subsections that follow the organization
of the survey.

Reliance and Confidence
The results from the survey affirm that Americans have relied
heavily on social media to stay informed about COVID-19.
Among the survey respondents, more than three-quarters
(762/1003, 76%) stated that they have relied on social media at
least “a little” to stay informed about the COVID-19 pandemic,
while just under half (458/1003, 45.6%) reported that they have
relied on social media “a lot” (Table 2). Further, 59.2%
(594/1003) of respondents indicated that they read information
about COVID-19 on social media at least once per week, while
roughly one-third (323/1003, 32.2%) do so every day. These
responses highlight the extent to which social media has become
a primary source of health information for Americans; a large
number of users (762/1003, 76%) reported that they do not
merely encounter such content on the internet but also rely on
platforms such as Facebook and Twitter for health information.
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Table 2. Reliance on social media for pandemic-related information.a

Respondents, n (%)Questions and responses

How much have you relied on social media to stay informed about the COVID-19 pandemic?

208 (20.7)A great deal

250 (24.9)A lot

304 (30.3)A little

241 (24)Not at all

On average, how often do you read information about COVID-19 on social media?

323 (32.2)Every day

271 (27)A few days a week

112 (11.2)Once a week

297 (29.6)Less often

I am confident in the accuracy of the information I see about COVID-19 on social media

73 (7.3)Strongly agree

250 (24.9)Somewhat agree

252 (25.1)Neither agree nor disagree

188 (18.7)Somewhat disagree

240 (23.9)Strongly disagree

aData are from the Florida Center for Cybersecurity’s January 2021 COVID-19 survey.

Although people’s reliance on SNSs has been remarkably high
throughout the pandemic, only about one-third of respondents
(323/1003, 32.2%) expressed confidence in the accuracy of the
information that they receive about COVID-19 on social media.
Although paradoxical, this finding is consistent with prior
studies that have shown a similar lack of confidence in the
accuracy of news and political information on the internet,
despite the increased reliance on such web-based media for
information seeking [11]. In our study, this may, at least in part,
reflect the sharp politicization of the COVID-19 pandemic [12].
Among the survey respondents, more three-quarters (761/1003,
76.1%) agreed that “politics has made it harder to learn the truth
about Covid-19.” For health professionals, this highlights the
extent to which the politicization of public health efforts can
obscure scientific guidance and complicate health
communications, especially when treatment and mitigation
become matters of public policy.

Fact-checking Social Media
It has been recently been noted in medical literature that
identifying and mitigating misinformation on social media is a

growing priority for health professionals [4]. It has also been
pointed out that doing so will require proactive steps, such as
“meeting people where they are and through the information
networks and devices they use for day-to-day interactions” [13].
With these goals in mind, it is important for health professionals
to understand the propensity of social media users to validate
and verify (ie, fact-check) potential misinformation that they
encounter on the internet and to understand the types of sources
that social media users are turning to for guidance during public
health crises. Prior research has suggested that rigorous
fact-checking is less common on social media [14], and the
survey responses appear to affirm this suggestion. Only about
one-third of respondents (365/1003, 36.4%) indicated that they
have “talked to a doctor or healthcare professional about the
accuracy of something they saw on social media related to
Covid-19” (Table 3). In contrast, respondents were almost twice
as likely to have “talked to friends, family, or coworkers” about
such information (686/1003, 68.4%), and 22% of respondents
were more likely to have conducted their own internet research
(578/1003, 57.6%) to fact-check COVID-19–related information
on social media.

Table 3. Fact-checking pandemic-related information on social media.a

Respondents, n (%)Responses to the following question: “Please indicate whether or not you've done each of the following since the start
of the pandemic?”

578 (57.6)“…done internet research to fact-check something that I saw on social media related to COVID-19”

686 (68.4)“…talked to friends, family, or coworkers about the accuracy of something I saw on social media related to COVID-
19”

365 (36.4)“…talked to my doctor or a healthcare professional about the accuracy of something that I saw on social media related
to COVID-19”

aData are from the Florida Center for Cybersecurity’s January 2021 COVID-19 survey.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e29802 | p.1342https://www.jmir.org/2021/6/e29802
(page number not for citation purposes)

Neely et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Following Scientific Sources
Although only about one-third of respondents reported actively
fact-checking information with a medical professional, 581/762
(76.2%) reported that they followed at least 1 authoritative
scientific source on social media during the pandemic (Figure
1). The data in Figure 1 only represent those who reported at
least “a little” reliance on social media to stay informed about
COVID-19 (n=762). More than one-quarter of respondents

began following the Centers for Disease Control (210/762,
27.6%), their state public health department (205/762, 26.9%),
or their local public health department (201/762, 26.4%). Just
under one-quarter of respondents reported following an
infectious disease expert such as Dr Anthony Fauci (171/762,
22.4%). Further, one-fifth of respondents (154/762, 20.2%)
reported following their own personal doctor or physician, while
101/762 (13.2%) began following “another healthcare
professional.”

Figure 1. Health Information Sources "Followed" (As % of Respondents).

Perhaps surprisingly, the data showed that respondents were
slightly more likely to have followed institutional actors on
social media (ie, the Centers for Disease Control and Prevention
or a public health department) than they were to have followed
individual health experts (ie, their personal physician or an
infectious disease expert). This is somewhat inconsistent with
findings from prior research, which have suggested that
individual actors are typically more influential on social media
[15,16]. The nature and severity of the COVID-19 pandemic
may account for this difference, though additional research into
this topic is warranted in order to better inform professional
best practices.

On one hand, the responses were promising in the sense that
most social media users did appear to have intentionally
expanded their web-based networks during the pandemic to
include credible institutional and individual medical and
scientific sources (ie, 581/762 [76.2%] have followed at least
1 authoritative scientific source). On the other hand, it was
noteworthy that nearly one-quarter of those who relied on social
media for pandemic-related information (181/762, 23.8%) did

not choose to follow such sources, and only one-fifth of
respondents (154/762, 20.2%) began engaging with their own
personal physician (ie, the health care provider whom they are
most likely to trust for personalized health guidance) on social
media.

Scientific Credibility and Vaccine Intentions
As previous literature has suggested, the dissemination of
credible scientific information on social media is necessary for
disease prevention and effective public health management.
The crosstabs from our survey highlighted one specific example
of this; those who opted to follow credible scientific sources
were significantly more likely to indicate that they will accept
a COVID-19 vaccine (P<.001). When asked, 588/1003 (58.6%)
of respondents to the survey reported that they would definitely
or probably undergo vaccination [17]. Those who followed at
least 2 credible public health or medical sources were 10% more
likely to indicate that they would “definitely get vaccinated”
than those who did not follow any such sources (Table 4). Those
who followed 4 or more such sources were over 25% more
likely to report the same response.
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Table 4. Medical sources and vaccine intentions.a

Number of medical sources followedIntentions

≥64-52-31None

55.65538.831.728.2Will definitely undergo vaccination, %

14.817.524.92324.9Will probably undergo vaccination, %

18.523.819.615.516.6May or may not undergo vaccination, %

3.706.211.714.4Will probably not undergo vaccination, %

7.43.810.518.116Will definitely not undergo vaccination, %

aChi-square test results: χ2
16=50.790; φ=0.258; P<.001.

In contrast, nearly one-third (55/181, 30.4%) of those who did
not follow any public health or medical sources said that they
would either “probably not” or “definitely not” undergo
vaccination. This number fell by roughly 50% among those
following at least 2 of the aforementioned sources. A chi-square
test showed that the differences were statistically significant

(χ2
16=50.790; φ=0.258; P<.001). This observed relationship

likely reflects some degree of simultaneity. However, the data
did suggest that exposure to credible scientific information on
the internet is positively related to compliance with pandemic
mitigation measures. Given the high vaccination levels needed
to achieve herd immunity, closing even small informational
gaps could prove critical to ending the COVID-19 pandemic.

Discussion

Data from the Pew Research Center show that social media is
slowly but steadily supplanting traditional information mediums
as a primary source of news and information for many
Americans [18]. It has become increasingly clear from existing
literature (including our own research) that this trend includes
personal and public health information seeking behaviors as
well. In this study, we surveyed 1003 American adults on their
use of social media to learn about the COVID-19 pandemic.
The survey responses confirmed that health consumers have
relied heavily on social media to stay up to date with and
informed about the COVID-19 pandemic. More than
three-quarters (762/1003, 76%) of respondents stated that they
have relied on social media at least “a little,” and 59.2%
(594/1003) of respondents indicated that they read information
about COVID-19 on social media at least once per week. The
heavy reliance on social media observed among US-based SNS
users is consistent with findings from recent research conducted
in various international settings, including China [19] and
Europe [20].

Our findings also showed that only about one-third of SNS users
(365/1003, 36.4%) have fact-checked pandemic-related
information with a medical professional, despite the widespread
distrust in the accuracy of COVID-19–related information that
is shared on social media. Although disconcerting, this
observation is consistent with the previous finding that rigorous
fact-checking is relatively uncommon on social media [14]. We
also found a greater likelihood of undergoing vaccination among
those following more credible scientific sources on social media

(χ2
16=50.790; φ=0.258; P<.001), suggesting that scientific

credibility may be crucial when promoting compliance with
public health guidelines. Recent research has suggested that
social media has been instrumental in the spread of vaccine
hesitancy [21,22], thereby underscoring the need for health
professionals and scientific experts to actively engage with
patients and health consumers on social networks in order to
address common misconceptions about vaccine safety and
efficacy.

Our findings highlight the increasing importance of social media
in health information seeking and thus highlight its potential
value to health professionals as a conduit for personal and public
health communications. However, the growing popularity of
SNS platforms for health information seeking is not without its
potential drawbacks. Among such drawbacks is the noted
propensity for SNSs to facilitate the rapid and widespread
dissemination of misinformation and disinformation [4,5,23].
Several studies have examined the presence and effects of
misinformation related to COVID-19 since the start of the
pandemic. One early analysis of pandemic-related messaging
on Twitter suggested that as much as 25% of COVID-19–related
information that is being circulated on the platform may contain
some degree of misinformation [9]. Recent studies have found
that exposure to misinformation on the internet is linked to
decreases in the awareness of and compliance with preventative
and mitigation measures [24,25]. Although the anonymous and
instantaneous nature of social networks can contribute to the
rapid spread of health-related misinformation, some research
has suggested that social media may also offer an effective
avenue for health professionals to counter speculation and
misinformation. For example, in a recent experimental study,
corrective infographics circulated by the World Health
Organization were found to reduce scientific misperceptions
about COVID-19 prevention [26].

Another potential drawback of people’s increasing reliance on
SNS platforms is the potential for social media overload to
increase anxiety and adversely impact the psychological
well-being of patients and SNS users. Several recent studies
have documented this propensity during the COVID-19
pandemic, though these concerns are likely to be germane to
any sustained public health or emergency scenario. One study
of young SNS users in the United Kingdom found that
information overload related to the COVID-19 pandemic
resulted in diminished psychological well-being, including
unhealthy levels of the fear of COVID-19 [27]. A similar study
that was conducted in Hong Kong during 2020 found a
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correlation between social media usage and pandemic-related
anxiety as well as diminished social trust in information [28].
Although our results showed an increased reliance on social
media for health information seeking, these previous findings
have suggested that this trend may have adverse mental health
impacts for some SNS users—a fact that health professionals
will need to be increasingly cognizant of when considering best
practices for health communications.

When put into context with the emerging body of literature, our
findings suggest that health professionals will need to become
increasingly savvy when it comes to social media usage—not
just reactively (ie, “setting the record straight”) but also
proactively. Given the fact that 76% (762/1003) of health
consumers in this survey have relied on social media at least “a
little” as a source of health information during the pandemic,
accurate and consistent messaging by credible public health
organizations is just a start. Based on our research, we believe
that this will require more active engagement between health
professionals and patients and consumers. To achieve this degree
of engagement, health professionals and public health
organizations will need to cultivate and customize
state-of-the-art social engineering skills to include data mining
and natural language processing skills as well as skills that can
only be called “active measures” (ie, those for monitoring,
anticipating, and responding to misinformation and
disinformation on social media platforms), especially during a
public health crisis [29]. Furthermore, future research should
explore recommendations for institutional policies regarding
social media use by government and public health institutions
[30].

At the patient level, given the apparent reticence of many social
media users to connect with health professionals when
fact-checking web-based information, it may be necessary for
providers to more deliberately engage patients in conversations
about the medical information that they are encountering on
social media. Along with raising these issues individually in
clinical settings, health care providers can also leverage the
evolving functionality of platforms such as Twitter and
Facebook to organize live question-and-answer sessions or
fact-checking sessions for their patients and communities. For
example, during the Zika virus outbreak, the US Department
of Health and Human Services held digital town halls via social
media. These were routinely advertised through posts such as
the following:

Don't miss the @HHSGov #AtoZika Twitter Town
Hall tomorrow, Aug. 30, 10 a.m. Submit questions
using #AtoZika. #Zika [31]

More deliberate networking efforts between local providers and
public health agencies may be an effective means of organizing
and promoting such events in order to counter misinformation
on the internet.

Although these types of broadly targeted communications are
critical to effective pandemic management, recent research has
also suggested that for many SNS users, personal appeals from
reputable practicing physicians may be a more effective means
of public health messaging via social media [32]. This type of
messaging may be of particular importance in the case of
politicized public health emergencies, such as the COVID-19
pandemic. For example, one recent study found that reliance
and trust in institutional information sources declined between
March and April of 2020 as the pandemic became increasingly
politicized [33]. However, our findings suggest that even during
the COVID-19 pandemic, a notably low number of Americans
have chosen to follow their own clinical providers on social
media. Although this may be due to personal choice, the lack
of a health care provider presence on social media could be a
factor of that choice. For example, a prior survey of physicians
indicated that confidentiality, organizational support, and time
are all significant barriers to social media adoption [30].
Physicians, physician assistants, and nurse practitioners may
need more training on how to effectively use social media to
engage with and inform their patient populations. Among other
things, such training should address health care providers’
concerns regarding governance, ethics, trust, and patient privacy
[34,35]. Notably, prominent organizations such as the Mayo
Clinic have already begun incorporating social media literacy
into the academic training of health professionals [36].

It is important to acknowledge that adding social media–related
duties to the duties of an already overextended health care
workforce may further exacerbate the burnout that is
experienced by many care providers [37]. However, these data
underscore the increasing tendency of patients and consumers
to rely on SNS platforms for health-related information. We
believe that effective training, institutional support, and
proactive collaboration can help health professionals adapt to
the evolving patterns of health information seeking behaviors
while also protecting the well-being of providers, especially in
the midst of an already taxing pandemic.
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Abstract

Background: Advanced prediction of the daily incidence of COVID-19 can aid policy making on the prevention of disease
spread, which can profoundly affect people's livelihood. In previous studies, predictions were investigated for single or several
countries and territories.

Objective: We aimed to develop models that can be applied for real-time prediction of COVID-19 activity in all individual
countries and territories worldwide.

Methods: Data of the previous daily incidence and infoveillance data (search volume data via Google Trends) from 215 individual
countries and territories were collected. A random forest regression algorithm was used to train models to predict the daily new
confirmed cases 7 days ahead. Several methods were used to optimize the models, including clustering the countries and territories,
selecting features according to the importance scores, performing multiple-step forecasting, and upgrading the models at regular
intervals. The performance of the models was assessed using the mean absolute error (MAE), root mean square error (RMSE),
Pearson correlation coefficient, and Spearman correlation coefficient.

Results: Our models can accurately predict the daily new confirmed cases of COVID-19 in most countries and territories. Of
the 215 countries and territories under study, 198 (92.1%) had MAEs <10 and 187 (87.0%) had Pearson correlation coefficients
>0.8. For the 215 countries and territories, the mean MAE was 5.42 (range 0.26-15.32), the mean RMSE was 9.27 (range
1.81-24.40), the mean Pearson correlation coefficient was 0.89 (range 0.08-0.99), and the mean Spearman correlation coefficient
was 0.84 (range 0.2-1.00).

Conclusions: By integrating previous incidence and Google Trends data, our machine learning algorithm was able to predict
the incidence of COVID-19 in most individual countries and territories accurately 7 days ahead.

(J Med Internet Res 2021;23(6):e24285)   doi:10.2196/24285

KEYWORDS

COVID-19; daily incidence; real-time prediction; machine learning; Google Trends; infoveillance; infodemiology; digital health;
digital public health; surveillance; prediction; incidence; policy; prevention; model
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Introduction

COVID-19, a highly infectious disease with serious clinical
manifestations, was first reported in China in late 2019 and
spread to other countries within weeks [1,2]. It was announced
as a public health emergency of international concern by the
World Health Organization (WHO) on January 30, 2020, and
declared a pandemic on March 11, 2020 [3]. As of August 21,
2020, COVID-19 has been reported in 215 countries and
territories, with 22,876,009 confirmed cases and 797,289 deaths
[4]. The severity of the pandemic is variable in individual
countries and territories. In some regions, severe outbreaks,
occurred and case numbers took a long time to decrease. In
other regions, it took more time for the spread of the disease to
affect people. Even in places where the spread has been brought
under control, there have been second or third waves of
outbreaks, with variable severities of morbidities and mortalities.

Prediction of the incidence of COVID-19 in individual countries
and territories is extremely important to provide reference for
governments, health care providers, and the general public to
prepare management measures to combat the disease. In the
early months of 2020, prediction was useful to inform the
countries and territories at risk of outbreak to take action for
prevention. Currently, although the COVID-19 outbreak has
already occurred in almost all regions globally, prediction has
merits in monitoring the severity of spreading and recovery and
assessing the likelihood of a secondary or tertiary epidemic.
COVID-19 may become a seasonal or persistent epidemic in
future years, like influenza. Thus, predicting and monitoring
COVID-19 activity is needed at present and in the future. As a
typical example, Google search data can predict the incidence
of influenza effectively [5].

There are reported studies on the prediction of the incidence of
COVID-19. A susceptible-exposed-infectious-recovered
metapopulation model was used to simulate the epidemic in
major cities in China [1]. Our previous study showed that data
from internet search engines and social media platforms could
predict the incidence of COVID-19 in China [6]. Later, data
mining and machine learning techniques were used to predict
the incidence of COVID-19 using data from the previous
incidence or internet search volumes [7,8]. In these studies, only
a few countries were investigated or the world was considered
as one region. Furthermore, as the pandemic continues,
increasing amounts of data are available for modeling and
calibration. The actual situation may be different from previous
predictions. For example, Tuli et al [9] predicted that the total
number of new cases would reach 97% of the total expected

cases on August 14 in the United States; however, actually,
there were still tens of thousands of new cases daily. Therefore,
an up-to-date and evolving prediction method is needed.

In this study, we aim to develop an efficient and novel
methodology for real-time prediction of COVID-19 activity
based on the previous daily incidence of COVID-19 and
infoveillance data (search volume data via Google Trends) in
all individual countries and territories worldwide.

Methods

Data Source
Two sets of data were collected. The first data set was the search
volume data obtained from the Google Trends service. We
collected the Google search volumes of 28 candidate features
related to COVID-19 from January 1 to July 26, 2020, in 215
countries and territories. We used 14 terms, including
coronavirus, pneumonia, and Covid-19; 6 symptom-related
terms [10] (cough, diarrhea, fatigue, fever, nasal congestion,
and rhinorrhea); and 5 prevention-related terms (hand washing,
hand sanitizer, mask, social distance, and social isolation. There
were two main reasons for selecting these 14 terms for Google
Trends data collection: (1) Previous studies [6,10-13] have
shown that the internet search data for these terms were
correlated with the incidence of COVID-19. (2) These 14 terms
are related to COVID-19 in different aspects, such as topics,
symptoms, and prevention; therefore, they can reflect its
incidence. Two types of Google Trends data were retrieved.
The first type was the data of interest over time, defined as the
search interest relative to the highest point for the specific term,
region, and time interval. Values were calculated on a scale
from 0 to 100, where 100 is the peak popularity for the time
period. The second type of data, data of interest by region, was
retrieved by setting the region to “worldwide” for the given
term and time. The values were calculated on a scale from 0 to
100, where 100 is the location with the most popularity as a
fraction of total searches in that location. It is notable that we
included low search volume regions to obtain data for more
regions.

The second data set was the daily number of new COVID-19
cases from January 10 to August 16, 2020, in 215 countries and
territories, obtained from the WHO website [14]. For
consistency, the values of the daily number of new COVID-19
cases in the 215 countries and territories were normalized to a
scale from 0 to 100. An example showing the search volumes
of the terms coronavirus and Covid-19 and the daily incidence
of COVID-19 in the United Kingdom is shown in Figure 1.
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Figure 1. The Google Trends search volumes for the topics coronavirus (red line) and Covid-19 (green line) and the number of daily new confirmed
cases (blue line) in the United Kingdom. All values are scaled from 1 to 100.

Correlation Analysis and Feature Engineering
We conducted two types of correlation analyses in each country
or territory to find the right combination of input features. The
first analysis was the Spearman correlation between the Google
volume data of each feature and daily new confirmed cases with
n days of lag (n=7, 14, 21, 28). We obtained the average and
maximum Spearman correlation coefficients for different lag
days between each Google volume data feature and daily newly
confirmed cases in the 215 countries and territories (Multimedia
Appendix 1). Each Google volume data feature was related to
the daily new confirmed cases in the 215 countries and
territories. The top related item was the interest over time in
coronavirus. We found a better correlation with the 21-day lag
than with the other days of lag. Therefore, we combined 28
Google volume data features with daily new confirmed cases
of 21-day lag and formed 29 input features.

We calculated the Spearman correlation among 28 independent
Google Trends volume data features in the 215 countries and
territories to assess the independence of the features. We
obtained the average results of the Spearman correlation
coefficients between the top 10 cross-correlation Google volume
data features in the 215 countries and territories. The highest
correlation coefficient, between coronavirus interest over time
and interest by region, was 0.59, which is lower than the
criterion of strong correlation (0.8). Additionally, the
cross-correlation between the remaining 18 Google volume data
features was less than 0.1. Therefore, the correlation analysis
results showed that the 28 Google volume data features were
independent.

Cluster Analysis
The internet search patterns and the management of COVID-19
vary among countries and territories. We used a hierarchical

clustering technique to cluster the 215 countries and territories
into several groups, and we built a model for each group. Two
types of data were used for clustering. One type was the related
metrics of the importance scores of 29 input features resulting
from the random forest regression algorithm in 215 countries
and territories. The other type was the correlation of the
development trend of daily new confirmed cases in the 215
countries and territories. Finally, the 215 countries and territories
were clustered into 8 groups (Multimedia Appendix 2). There
were 150 countries and territories in the first group, 38 in the
second group, 11 in the third group, 7 in the fourth group, 6 in
the fifth group, and 1 country or territory each in the sixth,
seventh, and eighth groups.

In addition, to explore the internal relationships between the
countries and territories in each cluster, two types of Spearman
correlation coefficients were calculated. The first was the
Spearman correlation between the daily new confirmed cases
among the countries in the first five groups, which contain more
than one country or territory. The second was the Spearman
correlation between the search volume of the term coronavirus
among the countries in the first five groups. These two
correlations were also calculated in the sixth, seventh, and eighth
groups with a single country or territory. The average Spearman
correlation coefficients are shown in Table 1. There were two
findings. The first was a correlation between the incidence of
COVID-19 among the countries and territories in each group,
especially in the first group, which contains 150 countries and
territories. The second was that the correlation of Google search
data among countries and territories in the first five groups was
high. These findings also showed the reliability of our clustering
method.
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Table 1. Average Spearman correlation coefficients in each group of countries/territories for the 2 data sets.

Average Spearman correlation coefficientData set

Group 8
(n=1)

Group 7
(n=1)

Group 6
(n=1)

Group 5
(n=6)

Group 4
(n=7)

Group 3
(n=11)

Group 2
(n=38)

Group 1
(n=150)

0.150.040.230.380.260.350.180.46Daily new cases

0.430.000.520.690.740.710.680.76Coronavirus search volume

Modeling and Evaluation
We built a model for each group of countries/territories
separately according to the clustering results and produced a
7-day-ahead incidence prediction of COVID-19 for the 215
countries and territories. The random forest regression algorithm
has many decision trees; therefore, it has good robustness and
a strong ability to resist overfitting. In addition, the random
forest regression (RFR) algorithm gave the importance score
of the features, which was helpful for feature selection.
Therefore, the RFR algorithm was used to forecast the daily
new confirmed cases of COVID-19 over the time series data
set, which consisted of Google Trends data and the incidence
of COVID-19 with 21-day lag provided by the WHO. Python
3.7.6 was used for the modeling and evaluation.

To quantitatively evaluate the performance of the models, we
calculated four metrics: the mean absolute error (MAE), root
mean square error (RMSE), Pearson correlation coefficient, and
Spearman correlation coefficient.

where pi, ti, and M represent the predicted value, true value, and
total number of days; X and Y are two independent time series;
and σX and σY are the standard deviations of X and Y,

respectively. xi and yi are the ith value of X and Y and and

are the mean values of X and Y, respectively, and n is the
length of the time series. The P values of the Pearson
correlations were calculated to assess the statistical significance.

Optimization and Validation
Several experiments were conducted to optimize and validate
the results. First, to evaluate the role of each input feature in
the prediction, we calculated the importance score of each input
feature. To validate the features included in this study, a series
of ablation studies, in which the top n features (n=1, 2, ..., 29)
were used as inputs in turn, were conducted on different groups
of countries/territories according to the clustering results. The
Pearson correlation coefficient was averaged for the 8 groups
of countries/territories based on the sum of the input features
(Figure 2). According to the results, the top 13, 10, 10, 25, 2,

5, 1, and 3 features were used for the respective 8 groups in
further experiments. The models using previous daily incidence
with and without Google Trends data as input features were
compared (Table 2). Adding Google search volume features as
input improved the MAE, RMSE, Pearson correlation, and
Spearman correlation by 0.28, 0.88, 0.06, and 0.08, respectively,
in terms of average results in 215 countries and territories. These
results confirmed that the Google Trends data played a positive
role in predicting the incidence of COVID-19.

Second, to reduce the influence of random noise, we used
multiple-step forecasting (5-step, 6-step, 7-step, 8-step, 9-step,
and 10-step), which used the data over the past n days (n=5, 6,
7, 8, 9, 10) to predict the daily new confirmed cases of
COVID-19. The average quantitative results of the different
steps of the second period in the 215 countries and territories
are shown in Table 3. The performance of the 7-step prediction
was slightly better than that obtained using other numbers of
steps in terms of 4 of 5 quantitative metrics in our study.
Therefore, we selected the 7-step prediction.

Third, the proposed RFR algorithm was compared with two
other mainstream algorithms. One was decision tree regression
(DTR), which is a traditional machine learning algorithm. The
other was long short-term memory (LSTM), which is a deep
learning algorithm. Especially, LSTM, an artificial recurrent
neural network, was used as a 3-layer model in our study.
TensorFlow and Keras were used as frameworks for training
the LSTM models. Table 4 shows the average quantitative
results of the different methods for the 215 countries and
territories. The random forest regression algorithm achieved
better performance in terms of all quantitative metrics compared
to DTR and LSTM.

Fourth, we trained the models with as much data as possible.
Therefore, we updated the models and repeated the experiments
at regular intervals. The effectiveness of the models at 3 time
periods was compared.

Fifth, we predicted the incidence of COVID-19 2 days and 7
days ahead. Table 5 shows the average quantitative results of
different time windows of the second period in the 215 countries
and territories. We found the predictive power of the 7-day
window to be less accurate than that of the 2-day window. It
was noted that the 2-day window prediction may not be
sufficiently informative for policy making, and the 7-day
window would be more useful to enable a responsible authority
to respond proactively and impose interventions in time.
Therefore, we used the 7-day window for the prediction of the
incidence of COVID-19.
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Figure 2. The average Pearson correlation coefficients of the number of top-scoring features included in the prediction of the incidence of COVID-19
in different groups of countries. The red, blue, green, orange, purple, yellow, black, and brown lines represent groups 1 to 8, respectively.

Table 2. Average results without and with Google Trends data in 215 countries.

P valuecSpearman correlationPearson correlationRMSEbMAEaMethod

MinMaxAvgMinMaxAvgMinMaxAvgMinMaxAvgMinfMaxeAvgd

<.001<.999.018–0.020.990.76–0.020.990.822.8626.0010.270.7717.205.67Without Google Trends

<.001.24.0010.211.000.840.080.990.891.8124.409.270.2615.325.42With Google Trends

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.
dAvg: average.
eMax: maximum.
fMin: minimum.

Table 3. The results of multiple-step forecasting in 215 countries and territories in the second period.

P valuecSpearman correlationPearson correlationRMSEbMAEaMethod

.0060.840.889.355.48Step_5

.0060.840.889.215.46Step_6

.0060.840.889.125.44Step_7

.0060.840.889.495.66Step_8

.0060.850.889.465.66Step_9

.0060.840.889.505.70Step_10

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.
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Table 4. Average performance of different methods in 215 countries and territories.

P valuecSpearman correlationPearson correlationRMSEbMAEaMethod

.0110.790.8111.576.78Decision tree regression

.0250.780.7614.299.13Long short-term memory

.0060.840.899.275.42Random forest regression

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.

Table 5. The average results of different time windows of the second period in 215 countries and territories.

P valuecSpearman correlationPearson correlationRMSEbMAEaTime window

.0030.870.947.404.092 days ahead

.0060.840.899.275.427 days ahead

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.

Results

We produced 7-day-ahead and real-time COVID-19 forecasts
for 215 countries and territories. Our final models performed
well in predicting the daily new confirmed cases of COVID-19
in most of the countries and territories examined. Of the 215
countries and territories, 198 (92.1%) had MAEs <10 (Figure
3a), and 187 (87.0%) had Pearson correlation coefficients >0.8
(Figure 3b). In all 215 countries/territories, the mean MAE was
5.42 (range 0.26-15.32), the mean RMSE was 9.27 (range
1.81-24.40), the mean Pearson correlation coefficient 0.89 (range
0.08-0.99) and mean Spearman correlation coefficient 0.84
(range 0.21-1.00), with P<.001 in most of the countries and
territories. Detailed results of the individual countries and
territories are listed in Multimedia Appendix 3. The average
results for each group are shown in Table 6. Generally, the
models performed well in the first, second, third, and fifth

groups, which contained 150, 38, 11, and 6 countries and
territories, respectively. The Pearson correlation coefficients
were >0.80 in most of these countries and territories. In contrast,
the performance was poorer in groups 4, 6, 7, and 8. The Pearson
correlation coefficients were <0.80 in most of these countries.

The performance of the models in 3 different time periods is
shown in Table 7. As the training data increased, the overall
prediction performance of the model improved. In addition, we
randomly selected 4 countries from the 150 countries in the first
group for further analysis. The predicted and actual daily new
confirmed cases of the 3 different time periods in these 4
countries are shown in Figure 4. For example, our models can
predict the increase in daily new confirmed cases in China from
July 18 to July 31 and the decrease of daily new confirmed cases
in China from August 3 to August 16. Our models were able to
predict the daily new confirmed case numbers consistently.
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Figure 3. Heat maps of the (a) mean absolute error and (b) Pearson correlation coefficients of the predicted and actual daily new confirmed case
numbers in different countries worldwide. The deeper the color, the lower the mean absolute error (a) and the higher the correlation coefficient (b).
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Table 6. Performance of the final models in the different groups of countries/territories.

P valuecSpearman correlationPearson correlationRMSEbMAEaCountries/
territories,
n

Clus-
ter

MinMaxAvgMinMaxAvgMinMaxAvgMinMaxAvgMinfMaxeAvgd

<.001<.001<.0010.741.000.920.720.990.943.3223.458.960.2615.005.521501

<.001<.001<.0010.250.900.670.650.980.901.8114.737.170.3610.183.92382

<.001<.001<.0010.630.920.810.700.890.775.9720.6813.771.7113.267.38113

<.001<.001<.0010.420.760.600.390.630.528.8316.8614.011.328.826.4174

<.001<.001<.0010.580.790.710.500.860.664.9923.1913.011.7615.326.1265

<.001<.001<.0010.580.580.580.270.270.2712.7512.7512.755.725.725.7216

<.001<.001<.0010.460.460.460.300.300.3012.1712.172.392.392.392.3917

.24.24.240.210.210.210.0080.0080.00824.4024.4024.4014.6014.6014.6018

<.001.24.0010.211.000.840.080.990.891.8124.409.270.2615.325.42215Total

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.
dAvg: average.
eMax: maximum.
fMin: minimum.

Table 7. Performance of the models in different time periods.

P valuecSpearman correlationPearson correlationRMSEbMAEaTime period (2020)

MinMaxAvgMinMaxAvgMinMaxAvgMinMaxAvgMinfMaxeAvgd

<.001<.999.0090.041.000.75-0.030.990.793.9433.1515.760.3120.8810.11Feb 04-July 17

<.001.83.006-0.131.000.84-0.050.990.882.7125.029.120.2815.985.44Feb 04-July 31

<.001.24.0010.211.000.840.080.990.891.8124.209.270.2615.325.42Feb 04-Aug 16

aMAE: mean absolute error.
bRMSE: root mean square error.
cP value of the Pearson correlation.
dAvg: average.
eMax: maximum.
fMin: minimum.
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Figure 4. The prediction curves in China (a-d), India (e-h), Italy (i-l), and the United States (m-p). The blue and red lines indicate the predicted and
real daily new cases, respectively. The first panels in each country (a, e, i, m) show the prediction for July 3 to July 17. The second panels (b, f, j, n)
show the actual number of daily new cases for July 3 to July 17 and the prediction for July 18 to July 31. The third panels (c, g, k, o) show the actual
number of daily new cases for July 18 to July 31 and the prediction for August 1 to August 16. The fourth panels (d, h, l, p) show the actual number of
daily new cases from August 1 to August 16.

Discussion

Principal Results
In this study, we have established a method to obtain a
7-day-ahead prediction of COVID-19 activity by combining
the previous incidence of COVID-19 and Google search volume
data at the country or territory level in the real world. The
models performed well in most countries. In a total of 215
countries and territories, the mean MAE, RMSE, Pearson
correlation and Spearman correlation values were 5.42, 9.27,
0.89, and 0.878, respectively. The P value was <.001 in most
countries and territories, which shows the significance of the
Pearson correlation coefficient. The results show that the longer
the training time and the greater the amount of available data,
the higher the prediction accuracy.

Comparison With Prior Work
Our study has several advantages compared to other reported
studies on similar topics. First, we investigated 215 individual
countries and territories. Other studies only investigated a single
country [15] or several countries [16], or they considered the
world as one whole region [11,17]. Our method performed well
in most of the countries and territories. Second, we used
clustering methods to pool data with similar patterns together.
The advantage of large amounts of data improved the

performance of the models. Our results show that the groups
with a large number of countries and territories had better results
compared to those with a limited number of countries. There
has been a report on clustering of provinces in China [12], but
not clustering of countries. In another study, countries were
grouped into 4 clusters; however, this clustering was not used
for prediction [18]. Third, we combined data regarding both
previous incidence of COVID-19 and Google Trends search
volumes for prediction. Both of these data sources have been
used individually in forecasting COVID-19 incidence. Our
results showed that adding the Google Trends data improved
the performance of the models developed from the previous
incidence data. Fourth, we used machine learning methods for
modeling. Many previous studies [13,19,20] indicated that
Google Trends data are correlated with the incidence of
COVID-19. Machine learning has been used to manage some
large data sets and develop models to predict the incidence of
COVID-19 in only a few countries [20]. Our models can produce
useful and reliable predictions in most countries. Some studies
u s e d  e p i d e m i c a l  m o d e l s  s u c h  a s
susceptible-infected-recovered-dead (SIRD) for prediction.
However, the spread of COVID-19 is affected by many factors,
including public health management, traveling, and other social
activities, which are not taken into account in the SIRD model.
In Iran, COVID-19 was expected to subside at the beginning
of May 2020 according to the SIRD model. However, at the
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time of writing this manuscript, thousands of new cases were
still being reported daily in Iran [21]. Fifth, our models used
the most up-to-date data and were updated three times. As more
data become available, the performance of the models can be
further improved. Some models developed several months ago
may have severe errors. For example, Tuli et al [9] predicted
that the total number of new cases would reach 97% of the total
expected cases on August 14, 2020, in the United States [9];
however, tens of thousands of new cases were reported daily in
July and August.

The high accuracy of our models enables real-time forecasting
of the short-term trends of COVID-19, not only during the
outbreak but also during the recovery period and subsequent
second or third epidemic in individual countries. The methods
can also be adapted to predict the incidence of subregions.
Real-time digital surveillance of COVID-19 is provided, which
would save time and resources in data collection. As the
COVID-19 pandemic is changing rapidly, digital health systems
should provide an effective solution to address the challenges
to public health and consequential socioeconomical
complications with high efficiency. The epidemic of COVID-19
is likely to persist in the future, and it may even become a
seasonal infectious disease like influenza. Therefore, accurate
surveillance and prediction of its activity would help
governments, health care providers and the general population
to take appropriate actions to compact the disruptive effects of
COVID-19 [5].

Limitations
We recognize some limitations of the current study. First, the
models did not predict well in some countries, which were
clustered into independent groups and had limited periods of
data for training. Second, the occurrence of COVID-19 in some
countries would have increased the awareness of other countries,
especially those with a close relationship, consequently resulting
in a large Google search volume for terms related to COVID-19.
Third, there is a limitation in applying our models in countries
and territories where Google is not the mainstream search
engine. Thus, predictions of COVID-19 incidence in regions
with limited internet access or prohibited Google access may
not be accurate. Fourth, COVID-19 and influenza share some
common symptoms and even prevention methods. Therefore,
the Google Trends data of these terms may not be able to
differentiate COVID-19 and influenza. Further studies are
needed to develop an algorithm to differentiate these two
infectious diseases using Google Trends.

Conclusions
In this study, we integrated the Google Trends data and previous
daily incidence of 215 individual countries and territories using
the techniques of features engineering, country clustering, and
machine learning. We are able to achieve prediction 7 days
ahead of time of the daily incidence of COVID-19 in real time
in most countries and territories.
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Abstract

Background: On January 21, 2020, the World Health Organization reported the first case of severe acute respiratory syndrome
coronavirus 2, which rapidly evolved to the COVID-19 pandemic. Since then, the virus has also rapidly spread among Latin
American, Caribbean, and African countries.

Objective: The first aim of this study is to identify new emerging COVID-19 clusters over time and space (from January 21 to
mid-May 2020) in Latin American, Caribbean, and African regions, using a prospective space–time scan measurement approach.
The second aim is to assess the impact of real-time population mobility patterns between January 21 and May 18, 2020, under
the implemented government interventions, measurements, and policy restrictions on COVID-19 spread among those regions
and worldwide.

Methods: We created a global COVID-19 database, of 218 countries and territories, merging the World Health Organization
daily case reports with other measures such as population density and country income levels for January 21 to May 18, 2020. A
score of government policy interventions was created for low, intermediate, high, and very high interventions. The population’s
mobility patterns at the country level were obtained from Google community mobility reports. The prospective space–time scan
statistic method was applied in five time periods between January and May 2020, and a regression mixed model analysis was
used.

Results: We found that COVID-19 emerging clusters within these five periods of time increased from 7 emerging clusters to
28 by mid-May 2020. We also detected various increasing and decreasing relative risk estimates of COVID-19 spread among
Latin American, Caribbean, and African countries within the period of analysis. Globally, population mobility to parks and similar
leisure areas during at least a minimum of implemented intermediate-level control policies (when compared to low-level control
policies) was related to accelerated COVID-19 spread. Results were almost consistent when regional stratified analysis was
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applied. In addition, worldwide population mobility due to working during high implemented control policies and very high
implemented control policies, when compared to low-level control policies, was related to positive COVID-19 spread.

Conclusions: The prospective space–time scan is an approach that low-income and middle-income countries could use to detect
emerging clusters in a timely manner and implement specific control policies and interventions to slow down COVID-19
transmission. In addition, real-time population mobility obtained from crowdsourced digital data could be useful for current and
future targeted public health and mitigation policies at a global and regional level.

(J Med Internet Res 2021;23(6):e22999)   doi:10.2196/22999

KEYWORDS

COVID-19; transmission; digital public health; social distancing; policy; mobile data; estimate; real-time; pattern; surveillance;
low and middle-income countries; emerging countries; database; surveillance

Introduction

On January 30, 2020, the World Health Organization (WHO)
declared COVID-19 as a Public Health Emergency of
International Concern and later characterized it as a pandemic
[1]. On January 21, 2020, the WHO published the first situation
report, announcing the first cases of pneumonia of unknown
etiology detected in Wuhan City on December 31, 2019 [2]. By
May 18, 2020, more than 200 countries reported confirmed
cases of COVID-19 [2,3]. Among them, there were several
Latin American, Caribbean, and African countries with limited
resources to monitor, manage, and treat COVID-19. The first
signs of virus spread were delayed among these regions
compared with Europe, Asia, and North America [2,4].

Several government interventions have already been
implemented to prevent and contain the alarming propagation
of COVID-19 [5,6]. Each country has applied its own disease
control measures, which vary by specific policy and
implementation timing. Some countries initially implement a
lower level of measures and policies, while others are adopting
stricter ones. Government health and social distancing policies
are evolving rapidly based on the COVID-19 transmission in
each region. Policies range from traveler’s temperature checks
and medical screening at each country’s entry point and public
school closures to quarantining an entire country. Various Latin
American and African countries adopted COVID-19 restriction
policies rapidly [7]. Barriers such as the effectiveness of social
distancing measures among low-income and middle-income
countries (LMICs) have been pointed out [8]. For these reasons,
global and local health policy makers and international
organizations have said that the lack of health and government
resources among these regions would pose barriers and
challenges to halt virus spread.

Space–time surveillance is a methodology [9] that could be of
use among Latin American and African regions to identify and
list locations in an emergency, apply the strictest public health
measures, and allocate resources. The space–time scan statistic
technique is able to detect dynamic or emerging clusters of
COVID-19, which can be used for targeted monitoring during
the outbreak [10]. Since COVID-19 data are updated daily, this
method could contribute to timely monitoring of the pandemic
among various areas such as Latin American and African
regions. In addition to statistical approaches, digital technology
[11,12] could be used to understand population mobility and to
assess the effectiveness of government policies or the

re-evaluation of specific strategies. During the COVID-19
outbreak, smartphone software can provide information (in an
anonymous way and at the country level) [13] on various
characteristics of population mobility (eg, workplaces or parks).
This information could be of use among countries and
specifically in resource-limited settings to understand rapidly
whether the government restrictions need enhancements or
corrections.

In the early stage of the COVID-19 spread in the United States,
prospective scan statistic methodology detected the active cluster
in New York State, marking the area that needed specific
attention [10]. To the best of our knowledge during COVID-19,
except in the United States, the prospective scan method has
not been applied elsewhere, though it could be a useful
monitoring and intervention–decision tool. In addition, the
collective effect sizes of population mobility patterns under the
social distancing government policies are empirically unknown,
particularly in low-income countries (LICs) and middle-income
countries (MICs) with differential population vulnerability (ie,
poverty, lack of resources, and health infrastructure). Given the
information regarding effective treatment schemes and
population vaccination going forward slowly and taking into
account the delays in deliveries among countries, detection of
emerging clusters among these regions will make a substantial
contribution [14] to the field facilitating the translation of
knowledge and implementation of evidence into COVID-19
practice and policy at the country level. In addition, it will guide
authorities globally and among low- and middle-income
countries (LMICs) to enhance and update if necessary the
applied COVID-19 containment policies based on real-time
population mobility. The first aim of this study, therefore, is to
identify new emerging space–time COVID-19 clusters
implementing space–time surveillance among Latin American,
Caribbean, and African countries, applying a prospective
space–time scan statistic methodology. This technique is a
well-known method for detecting clusters of health-related
events in the space–time dimension [10]. Our available data
extends until May 18, 2020. Thus, we report results applying
the prospective space–time scan statistic in five time periods to
monitor the emerging clusters when adding updated case data:
(1) January 21 to March 15, (2) January 21 to March 31, (3)
January 21 to April 15, (4) January 21to April 30, and (5)
January 21 to May 15. The second aim is to assess the impact
of real-time population mobility patterns between January 21
and May 18 under the implemented government interventions,
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measurements, and policy restrictions on COVID-19 spread
among Latin American, Caribbean, and African countries as
well as globally. This study focuses its analysis on Latin
American, Caribbean, and African countries (as a sample of
LMICs) among other Asian-Pacific regions due to the excessive
COVID-19 transmission in these areas. This study could serve
as a learning tool presenting new information on virus
surveillance and its timely detection among countries and
regions with limited resources at their disposal, while population
mobility patterns will facilitate public health authorities to
design targeted social distancing strategies instead of horizontal
lockdowns or social distancing measures. Results of this study
in combination with lessons from other countries’ experiences
[15] could be helpful for policy makers at regional and
international level.

Methods

Study Design
We conducted a retrospective observational longitudinal study.
We obtained data on COVID-19 propagation and related risk
factors from 218 countries and territories (as reported by the
WHO). We compiled a data set of COVID-19 daily cases and
deaths spanning the period January 21 to May 18, 2020, based
on the most recent publicly available population-level
information (by country), as reported by the WHO [2]. This
study was approved by Parc Sanitari Sant Joan de Déu, Ethics
Committee (PIC-67-20, Barcelona, Spain) and conformed to
the ethical guidelines of the 1975 Declaration of Helsinki.

COVID-19 International Data
The WHO daily situation reports were used from January 21 to
May 18, 2020, to assess disease transmission internationally
[2]. Data on daily confirmed cases, total confirmed cases, daily
confirmed deaths, total confirmed deaths, transmission
classification, and time since the last reported case were
compiled for 218 countries and territories. Case classifications
were based on the WHO case definitions for COVID-19.
Transmission was classified into three distinct groups to capture
changes in the classification that the WHO applied during these
4 months: community transmission, transmission under
investigation, and sporadic clusters transmission (includes
sporadic transmission, clusters, and local transmission) [2].
Cases identified in cruise ships were excluded from the analysis,
while cases among China’s provinces were grouped together.
Cases in Hong Kong, Macao, and Taiwan special administrative
regions of China were classified separately since they applied
different government interventions and policy measures than
mainland China. Based on the WHO database, Puerto Rico was
classified separately from the United States as was the case for
other territories.

Countries’ Government Interventions, Health Policy,
and Restriction Measures
Each country’s health and government policy measures were
obtained as announced from each country’s official source after
January 21, 2020. If this was not feasible, the information was
obtained from local media sources and was cross-checked with
at least two sources (where possible). Additionally, two

researchers cross-validated the obtained information to ensure
the highest accuracy. This information was then validated using
the WHO global tracking database on governments’COVID-19
response as the gold standard database [16]. Based on this
information, a four-level health and government policy
interventions and measures score was created, ranging from 0
to 3, which represented low, intermediate, high, and very high
intervention levels [17]. These intervention and control policy
categories were formed following already announced alert
classification systems [18] and other international COVID-19
government response data and methodologies [19,20].

Other Baseline Assessments by Country

Index for Risk Management and World Bank Income
Classification
Information regarding threat detection and risk assessment were
obtained from the Index for Risk Management (INFORM)
Epidemic Risk Index [21], developed by the EU Joint Research
Centre in collaboration with the WHO, and was used as a
measure of each country’s epidemic preparedness. The INFORM
index ranged from 0 to 10, and higher scores corresponded to
a lower epidemic preparedness risk of a country. More detail
about the development of this index can be found elsewhere
[21].

The World Bank income classification system was also used to
classify each of the 218 countries’ income (high-income
countries, upper-income countries, lower middle–income
countries, and low-income countries) [22]. COVID-19 testing
policy in each country was assessed as the number of days that
each country started implementing COVID-19 tests in the
population and as the number of days that each country
implemented tracing strategies for COVID-19 cases. Information
on these items was obtained from publicly available sources
[20].

Cell Phones and Community Mobility Reports
The population’s mobility patterns at the country level were
obtained from Google community mobility reports. These
reports are publicly available [23] and present movement trends
over time by geography and across different place categorization
such as retail and recreation places, groceries and pharmacies,
parks and other similar places, transit stations, workplaces, and
residential areas. Specifically, as described by Google reports,
retail and recreation grouping correspond to mobility trends for
places such as restaurants, cafés, shopping centers, theme parks,
museums, libraries, and movie theaters. Groceries and
pharmacies reports mobility trends for places such as grocery
markets, food warehouses, farmers markets, specialty food
shops, drug stores, and pharmacies. The parks category
encompasses mobility trends for places such as national parks,
public beaches, marinas, dog parks, plazas, and public gardens.
In addition, transit station cluster marks mobility trends for
places such as public transport hubs (eg, subway, bus, and train
stations). The workplace classification corresponds to the
mobility trend for places of work. Finally, the residential cluster
encompasses mobility trends for staying at home. These reports
show how visits and length of stay at different places change
compared to a specific reference period (a reference period
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defined by Google as, for example, January 3 to February 6,
2020). Data in these reports are generated using aggregated
anonymized sets of data from users that turned on the location
history setting.

Of the 218 countries and territories, 179 had complete data and
were selected for the adjusted analysis. In this analysis, only
COVID-19 daily new cases were analyzed. Analysis was applied
globally only between real-time population mobility patterns
and COVID-19 spread, while the rest of the analysis was
restricted for the regions of Latin America, the Caribbean, and
Africa. By May 15, 2020, we calculated the standardized
incidence ratios (SIRs) [24] for 4 countries (Brazil, Peru,
Uganda, and Nigeria) to compare and validate the accuracy of
our prospective space–time models. COVID-19 SIR estimations
were calculated as the ratio of observed counts to the expected
counts.

Statistical Analysis
Based on the literature review, government interventions are
not having an immediate effect on COVID-19 spread; for this
reason, we considered their time scheduling based on a starting
time point t0, with the addition of a seven-day lag [25]. These
time lag effects only concern the modeling process via a mixed
model approach, as it is when our analysis tested the government
control policies.

Prospective Space–Time Scan Statistic
The early detection of emerging COVID-19 space–time clusters
was determined using a prospective version of the space–time
scan statistic approach [9]. The method helps to identify
COVID-19 clusters in the space–time dimension, which have
a significant relative risk (RR) at the end of the study period
[10]. The general assumption is that the number of COVID-19
cases follows a Poisson distribution with a constant risk, which
is proportional to the at-risk population of each corresponding
country or territory over the geographic region under study.

This approach works using cylinders that move and scan the
region of interest looking for potential space–time clusters of
COVID-19 cases. The center of the cylinder is defined as the
centroid of each country in the region of interest. The general
working function of this technique can be summarized as
follows: an unknown large number of cylinders of different
spatial and temporal sizes are generated around each centroid
until the maximum spatial and temporal thresholds are reached;
the observed and expected case counts are computed within
each cylinder, which is derived from the total number of
centroids captured in each cylinder.

In this manner, the RR is defined as having more observed than
expected COVID-19 cases within each cylinder. We determined
the elevated RR of COVID-19 calculating maximum
log-likelihood ratio tests. Furthermore, 100 runs of Monte Carlo
testing were used to depict the empirical distribution of the
log-likelihood ratio, assuming constant risk. This distribution
allows us to assess the statistical significance of space–time
clusters (P value <.05), and the cylinder with the largest
log-likelihood ratio is the most likely cluster.

In our study, we reported the significant emerging clusters of
COVID-19 at the country level for the Latin American,
Caribbean, and African regions, and computed the estimated
RR, which identifies the risk for the population to COVID-19
within a cluster in comparison with the risk outside of the
cluster. Moreover, five time periods were monitored: (1) January
21 to March 15; (2) January 21 to March 31; (3) January 21 to
April 15; (4) January 21 to April 30; and (5) January 21 to May
15, 2020.

This analysis was carried out using the R package scanstatistics
in R version 3.6.3 (R Foundation for Statistical Computing) and
follows previous prospective scan statistic work [9,10,26].

Mixed Models Analysis
We also fitted a negative binomial (NB) mixed model, with
daily new COVID-19 cases as the outcome. The model accounts
for a linear trend with respect to time since the appearance of
the first COVID-19 case, taking into account the varying secular
trends across regions and the treatment–effect heterogeneity
across time, and was adjusted for the countries’ preparedness
in epidemics (INFORM index), COVID-19 testing policy,
COVID-19 type of transmission for each country through time,
populations’ real-time mobility patterns, their interaction with
each level of government control policy, and the country’s
income level. In this mixed model, all the predictors are assumed
to be fixed effects; however, the intercept includes a
country-level random effect term. As offset, the natural
logarithm of the total population was added to the generalized
linear predictor function of the NB component to account for
the variable number of daily new COVID-19 cases per country
population. Models were tested globally and regionally (for
Latin American, Caribbean, and African countries). The
maximum likelihood estimation procedure was used to fit all
multilevel analysis models. In this mixed model, only three out
of five real-time mobility patterns for workplaces, parks, and
similar places as well as mobility for food and drug supplies
were applied to avoid collinearity, as the correlation among the
mobility variables was higher than 0.70. Mixed model analysis
was carried out using the R package glmmTMB in R Version
3.6.3 [27].

Validation Analysis
First, the predicted validity of the prospective scan statistic
model was tested evaluating the relation between the RRs of
the prospective scan statistic and the SIR estimations using
Pearson rho coefficients. Second, we used the Man-Whitney U
test to explore the increase in mean COVID-19 cases before
and after April 15, 2020, and then, we checked if the prospective
scan had predicted a potential COVID-19 cluster. We followed
classical reported criteria to classify a correlation as weak (≤0.3),
moderate (0.4-0.6), and strong (≥0.7; coefficients are presented
as absolute values) [28]. All P values are based on two-sided
tests. A P value ≤.05 was considered as significant.
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Results

Prospective Scan Statistics and Emerging
Country-Level Results Between January 21 and May
15 for Latin America, the Caribbean, and Africa
Tables 1 and 2 provide the characteristics of the significant
COVID-19 emerging space–time clusters at the country level
among LMICs, from January 21 to May 15, 2020. Analyzing
COVID-19 spread between January 21 to March 15, 7 major
clusters among Latin American, Caribbean, and African
countries were revealed. For the Latin American and Caribbean
countries, cluster 1 included 15 countries with a RR>1 (ie,
having more observed than expected COVID-19 cases). Saint
Kitts and Nevis (cluster 3) showed an extremely elevated RR
of 19.31 (P<.001). Exploring the African region during the same
period, cluster 4 integrated most of the countries with a RR of
9.46 (P<.001), and cluster 5 encompassed Madagascar,
Mauritius, Mayotte, Reunion, and Seychelles with a RR of 21.35
(P<.001). Rwanda and Uganda were grouped in cluster 6 and
Sudan in cluster 7. Both these clusters marked the most elevated
RR (cluster 6: RR 37.75, P<.001; cluster 7, RR 45.75, P<.001;
Figures S1 and S2 in Multimedia Appendix 1).

Using data for the period of January 21 to March 31, 2020,
allowed us to assess the evolution of COVID-19 spread among

LMICs. It was shown that the initial 7 emerging COVID-19
country clusters among Latin America, the Caribbean, and
Africa, when the period of analysis extended for 15 days, were
spread to 20 clusters. Cluster 5 that included only Antigua and
Barbuda Island had the most elevated relative risk (RR 60.48;
P<.001) followed by cluster 6 (Puerto Rico, Saint Maarten, and
Virgin Islands) with a RR of 23.27 (P<.001) and cluster 8
(Dominica) with a RR of 21.85 (P<.001; Figures S3 and S4 in
Multimedia Appendix 1).

Analyzing data from January 21 to April 15-30 and to May 15,
2020, it was shown that the spread was further extended with
the evolution of time. Specifically, when the period of analysis
extended to April 15, the virus spread was reported to 27 clusters
among Latin America, the Caribbean, and Africa, and by April
30 and May 15, the emerging clusters were 29 and 28,
respectively. For the period between January 21 to April 15 for
Latin America and the Caribbean, the cluster with the highest
RR was Chile (RR 18.02; P<.001), followed by Antigua and
Barbuda (RR 14.22; P<.001), and Mexico (RR 14.07; P<.001).
For Africa, the emerging clusters were Djibouti (RR 165.84;
P<.001), followed by Mauritius (RR 136.05; P<.001) and Egypt
(RR 52.20; P<.001). Focusing on the period between January
21 to April 30 and to May 15, we showed extended COVID-19
spread following similar patterns as previously mentioned
(Figures S5-S10 in Multimedia Appendix 1).
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Table 1. Emerging COVID-19 space–time clusters and their RR for having more observed than expected COVID-19 cases, from January 21 to March
15 and March 31, 2020, at the country level within the Latin American, Caribbean, and African regions.

RRa,bDurationClusterRegion, date range, and cluster number

Latin America and Caribbean

January 21 to March 15

3.02March 11-15, 2020Argentina, Bolivia, Brazil, Barbados, Colombia, Grenada, Guyana, Saint
Lucia, Peru, Paraguay, Suriname, Trinidad, Uruguay, Saint Vincent,
Venezuela

1

4.04March 9-15, 2020Bahamas, Belize, Costa Rica, Cuba, Cayman Islands, Ecuador,
Guatemala, Honduras, Haiti, Jamaica, Mexico, Nicaragua, Panama, El
Salvador, Turks and Caicos Islands

2

19.31March 12-15, 2020Saint Kitts and Nevis3

January 21 to March 31

11.61March 17-31, 2020Bolivia, Colombia, Ecuador, Peru1

3.87March 22-31, 2020Bahamas, Belize, Costa Rica, Cuba, Cayman Islands, Dominican Repub-
lic, Guatemala, Honduras, Haiti, Jamaica, Mexico, Nicaragua, Panama,
El Salvador, Turks and Caicos Islands

2

2.53March 22-31, 2020Barbados, Grenada, Trinidad, Saint Vincent3

2.79March 24-31, 2020Argentina, Chile, Paraguay, Uruguay4

60.48March 21-31, 2020Antigua and Barbuda5

23.27March 20-31, 2020Puerto Rico, Saint Maarten, Virgin Islands6

2.99March 27-31, 2020Curacao7

21.85March 22-31, 2020Dominica8

1.25March 26-31, 2020Saint Lucia9

Africa

January 21 to March 15

9.46March 6-15, 2020Benin, Burkina Faso, Ivory Coast, Algeria, Ghana, Guinea, Gambia,
Mali, Mauritania, Senegal, Sierra Leone, Togo

4

21.35March 13-15, 2020Madagascar, Mauritius, Mayotte, Reunion, Seychelles5

37.75March 9-15, 2020Rwanda, Uganda6

45.75March 13-15, 2020Sudan7

January 21 to March 31

8.75March 17-31, 2020Madagascar, Mozambique, Mauritius, Mayotte, Reunion, Seychelles10

34.34March 18-31, 2020Rwanda, Uganda11

3.83March 19-31, 2020Benin, Burkina Faso, Ivory Coast, Algeria, Ghana, Guinea, Gambia,
Mali, Mauritania, Senegal, Sierra Leone, Togo

12

6.92March 15-31, 2020Botswana13

5.91March 21-31, 2020Equatorial Guinea14

31.00March 22-31, 2020Djibouti15

4.47March 20-31, 2020Egypt, Sudan16

3.27March 30-31, 2021Guinea-Bissau17

13.84March 26-31, 2020Zambia18

2.85March 18-31, 2020Tanzania19

2.86March 28-31, 2021Morocco20

aRR: relative risk estimate.
bAll RRs have a P value <.001
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Table 2. Emerging COVID-19 space–time clusters and their RR for having more observed than expected COVID-19 cases from January 21 to April
15, April 30 and May 15, 2020, at the country level within the Latin American, Caribbean, and African regions.

RRa,bDurationClusterRegion, date range, and cluster number

Latin America and Caribbean

January 21 to April 15

5.27March 29-April 15, 2020Colombia, Costa Rica, Ecuador, Panama, Peru1

2.81March 31-April 15, 2020Barbados2

14.07March 21-April 15, 2020Mexico3

5.94March 22-April 15, 2020Dominican Republic4

9.88March 22-April 15, 2020Puerto Rico, Saint Maarten, Virgin Islands5

14.22March 21-April 15, 2020Antigua and Barbuda6

2.08March 17-April 15, 2020Saint Vincent7

18.02March 29-April 15, 2020Chile8

1.94April 6-15, 2020Curacao9

4.54March 22-April 15, 2020Belize, Guatemala, El Salvador10

1.74March 18-April 15, 2020Bahamas, Cuba11

1.33April 10-15, 2020Saint Lucia12

1.61April 12-15, 2020Argentina, Uruguay13

4.66April 14-15, 2020Saint Kitts and Nevis14

3.98March 22-April 15, 2020Dominica15

January 21 to April 30

5.85April 7-30, 2020Colombia, Ecuador, Panama, Venezuela1

3.44April 15-30, 2020Barbados2

7.64March 21-April 30, 2020Mexico3

3.84March 29-April 30, 2020Dominican Republic4

1.67April 22-30, 2020Antigua and Barbuda, Dominica, Saint Kitts and Nevis, Saint
Lucia

5

2.95March 29-April 30, 2020Peru6

11.47March 29-April 30, 2020Saint Maarten7

6.47March 29-April 30, 2020Chile8

2.94March 20-April 30, 2020Virgin Islands9

4.49March 17-April 30, 2020El Salvador10

1.26April 28-30, 2020Costa Rica11

January 21 to May 15

3.40April 25-May 15, 2020Bolivia, Brazil, Barbados, Colombia, Grenada, Guyana, Peru,
Paraguay, Suriname, Trinidad, Uruguay, Venezuela

1

8.28April 14-May 15, 2020Panama2

5.32April 7-May 15, 2020Ecuador3

4.54March 24-May 15, 2020Mexico4

2.80April 8-May 15, 2020Dominican Republic5

1.64May 6-15, 2020Saint Lucia6

1.34May 8-15, 2020Costa Rica7

4.41March 29-May 15, 2020Saint Maarten8

1.35May 4-15, 2020Jamaica9

3.17March 29-May 15, 2020Chile10
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RRa,bDurationClusterRegion, date range, and cluster number

1.85March 21-May 15, 2020Antigua and Barbuda11

Africa

January 21-April 15

5.91March 22-April 15, 2020Botswana, Mozambique, Malawi, Swaziland, Zambia, Zimbab-
we

16

5.54March 31-April 15, 2020Benin, Burkina Faso, Ivory Coast, Algeria, Ghana, Guinea,
Gambia, Guinea-Bissau, Liberia, Mali, Mauritania, Niger,
Senegal, Sierra Leone, Togo

17

15.17March 19-April 15, 2020Rwanda, Uganda18

165.84April 4-15, 2020Djibouti19

136.05March 20-April 15, 2020Mauritius20

5.17March 23-April 15, 2020Gabon, Equatorial Guinea21

37.35April 14-15, 2020Reunion22

52.20April 13-15, 2020Egypt23

5.56April 12-15, 2020Sao Tome and Principe24

3.47April 14-15, 2020Libya, Tunisia25

16.18March 14-15, 2020Somalia26

1.84March 22-April 15, 2020Sudan27

January 21 to April 30

4.26March 31-April 30, 2020Benin, Burkina Faso, Ivory Coast, Algeria, Ghana, Guinea,
Gambia, Guinea-Bissau, Liberia, Mali, Mauritania, Niger,
Senegal, Sierra Leone, Togo

12

4.85March 22-April 30, 2020Comoros, Mozambique, Malawi, Swaziland, Zambia, Zimbabwe13

108.36April 5-30, 2020Djibouti14

117.76March 20-April 30, 2020Mauritius15

4.71April 5-30, 2020Cameroon, Gabon, Equatorial Guinea, Sao Tome and Principe16

6.57March 19-April 30, 2020Rwanda, Uganda17

33.32April 13-30, 2020Egypt18

3.83April 28-30, 2020Nigeria19

4.03April 28-30, 2020Tunisia20

4.05April 11-30, 2020Reunion21

1.88March 20-April 30, 2020Botswana22

2.69April 24-30, 2020Chad23

6.08April 26-30, 2020Democratic Republic of the Congo24

2.57April 16-30, 2020South Sudan25

2.61April 23-30, 2020Sudan26

2.16April 29-30, 2020Cape Verde27

3.42April 29-30, 2020Republic of Kong28

6.10March 14-April 30, 2020Somalia29

January 21-May 15

4.84April 3-May 15, 2020Benin, Burkina Faso, Ivory Coast, Algeria, Ghana, Guinea,
Gambia, Guinea-Bissau, Liberia, Mali, Mauritania, Niger,
Senegal, Sierra Leone, Togo

12

7.35April 11-May 15, 2020Comoros, Mozambique, Malawi, Swaziland, Zambia, Zimbabwe13

151.42March 20-May 15, 2020Mauritius14
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RRa,bDurationClusterRegion, date range, and cluster number

60.47April 4-May 15, 2020Djibouti15

5.65April 12-May 15, 2020Cameroon, Gabon, Equatorial Guinea, Sao Tome and Principe16

25.85April 13-May 15, 2020Egypt17

2.33April 28-May 15, 2020Nigeria18

4.38April 28-May 15, 2020Chad19

3.79March 19-May 15, 2020Rwanda, Uganda20

11.98May 8-15, 2020Democratic Republic of the Congo21

4.35May 3-15, 2020South Sudan, Tanzania22

3.68April 14-May 15, 2020Reunion23

3.45May 4-15, 2020Republic of Congo24

3.31May 6-15, 2020Seychelles25

1.49May 5-15, 2020Cape Verde26

2.12April 7-May 15, 2020Libya27

1.26March 20-May 15, 2020Botswana28

aRR: relative risk estimate.
bAll RRs have a P value <.001.

Predictive Validity of the Prospective Scan Model
To evaluate the predictive validity of the prospective scan
statistic approach, we used Brazil, Peru, Uganda, and Nigeria
as country examples. Figure S11 in Multimedia Appendix 1
illustrates the RRs of the prospective scan approach and the SIR
estimations. The correlation of both models for all 4 countries
was strong and significant (Uganda: ρ=0.78, P=.04; Nigeria:
ρ=0.98, P=.002; Brazil: ρ=0.95, P=.01; and Peru: ρ=0.86,
P=.03). In addition, among all 4 countries that prospective scan
modelling predicted a potential outbreak after April 15, 2020,
we found a significant increase in the comparison of the
COVID-19 mean new cases before and after April 15 (Uganda:
W=697, P=.008; Nigeria: W=1280, P<.001; Brazil: W=1596,
P<.001; and Peru: W=1246, P<.001).

COVID-19 Spread in Relation to Real-time Population
Mobility Patterns Between January 21 and May 18
Globally and Regionally for Latin America, the
Caribbean, and Africa

Population Mobility Patterns and COVID-19 Spread at
the Global Level
COVID-19 daily new cases and real-time population mobility
changes by region are presented in Figure S12 in Multimedia
Appendix 1. Among the 3 population mobility patterns, a
reduced change in comparison with the reference period of time
was observed. Population mobility patterns and COVID-19
spread worldwide and by the Latin American, Caribbean, and
African region are reported in Table 3. Worldwide, between

January and May 2020, population mobility to all kinds of food
places, drug stores, and pharmacies was not associated with
COVID-19 spread, while the use of park places (ie, national
and city parks, public beaches, and dog parks) and mobility to
workplaces were negatively related with COVID-19 spread
(mobility to parks and similar places: b=–0.03, 95% CI –0.04
to –0.02); workplaces mobility: b=–0.03, 95% CI –0.05 to
–0.02). However, when the interaction effect between
government control policies (intermediate, high, and very high)
and population’s mobility patterns was applied and compared
with that of low-level government control policies, different
trends were extracted regarding COVID-19 spread. It was
observed that COVID-19 spread changes significantly
throughout mobility confounders depending on the degree of
the implemented control policies. Specifically, with the
implementation of intermediate, high, and very high control
policies, mobility to parks and other similar places (like beaches,
dog parks, and others) were related with increased COVID-19
spread (b=0.02, 95% CI 0.01-0.03; high-level interventions:
b=0.02, 95% CI 0.01-0.03; very high–level interventions:
b=0.02, 95% CI 0.01-0.03) when compared with the population
mobility in parks during the implementation of low-level
government control policies. Similar increased COVID-19
spread estimates were shown for population mobility to
workplaces during high-level and very high–level movement
restrictions (high-level interventions: b=0.02, 95% CI 0.01-0.04;
very high–level interventions: b=0.03, 95% CI 0.01-0.04) when
compared with population mobility to workplaces during the
implementation of low-level government policies.
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Table 3. Results from mixed model analysis that evaluated the COVID-19 spread with government interventions, their interaction with population

mobility patterns, and other factors during the first 4 months of the outbreak.a

Africa, b (95% CI)Latin America and the
Caribbean, b (95% CI)

Latin America, the
Caribbean, and Africa,
b (95% CI)

Global, b (95% CI)Items

0.02 (–0.05 to 0.09)0.09 (0.05 to 0.13)0.03 (0.00b to 0.06)–0.003 (–0.01 to 0.01)Number of days since first case

N/AN/AN/AN/AcLow-level interventions (reference category)

0.41 (–1.20 to 2.03)2.42 (–1.50 to 6.35)0.48 (–0.62 to 1.58)–0.90 (–1.23 to –0.56)Intermediate-level interventions

0.90 (–0.19 to 1.98)2.42 (1.52 to 3.32)0.92 (0.35 to 1.49)0.88 (0.59 to 1.16)High-level interventions

0.25 (–0.88 to 1.39)1.94 (0.73 to 3.16)0.27 (–0.39 to 0.94)0.74 (0.40 to 1.08)Very high–level interventions

–0.03 (–0.10 to 0.05)–0.004 (–0.05 to 0.05)–0.01 (–0.05 to 0.03)0.004 (–0.02 to 0.02)Population mobility for food and drug supplies

–0.04 (–0.10 to 0.02)–0.10 (–0.13 to –0.07)–0.07 (–0.10 to –0.05)–0.03 (–0.04 to –0.02)Population mobility to parks/leisure activities

–0.05 (–0.09 to –0.01)–0.003 (–0.02 to 0.01)–0.02 (–0.04 to 0.00b)–0.03 (–0.05 to –0.02)Population mobility to workplace

N/AN/AN/AN/ANumber of days since first case × low-level in-
terventions (reference category)

0.0004 (–0.09 to 0.09)–0.28 (–0.92 to 0.36)–0.02 (–0.07 to 0.03)0.04 (0.03 to 0.05)Number of days since first case × intermediate-
level interventions

0.01 (–0.06 to 0.08)–0.06 (–0.10 to –0.02)0.002 (–0.03 to 0.03)–0.001 (–0.01 to 0.01)Number of days since first case × high-level in-
terventions

0.006 (–0.06 to 0.07)–0.07 (–0.11 to –0.02)–0.001 (–0.03 to 0.03)0.005 (–0.01 to 0.01)Number of days since first case × very
high–level interventions

N/AN/AN/AN/ALow-level intervention × population mobility
for food and drug supplies (reference category)

0.05 (–0.09 to 0.18)0.01 (–0.08 to 0.11)0.02 (–0.05 to 0.09)0.02 (–0.00 to 0.04)Intermediate-level intervention × population
mobility for food and drug supplies

0.03 (–0.05 to 0.11)0.03 (–0.03 to 0.08)0.03 (–0.00b to 0.07)0.004 (–0.02 to 0.02)High-level intervention × population mobility
for food and drug supplies

0.05 (–0.03 to 0.12)–0.003 (–0.05 to 0.05)0.02 (–0.02 to 0.05)0.001 (–0.02 to 0.02)Very high–level intervention × population mo-
bility for food and drug supplies

N/AN/AN/AN/ALow-level intervention × population mobility to
visit parks and do leisure activities (reference
category)

–0.02 (–0.10 to 0.06)–0.02 (–0.28 to 0.23)0.03 (–0.01 to 0.06)0.02 (0.01 to 0.03)Intermediate-level intervention × population
mobility to visit parks and do leisure activities

0.04 (–0.02 to 0.11)0.07 (0.04 to 0.10)0.05 (0.02 to 0.07)0.02 (0.01 to 0.03)High-level intervention × population mobility
to visit parks and do leisure activities

–0.001 (–0.06 to 0.06)0.09 (0.06 to 0.13)0.05 (0.03 to 0.07)0.02 (0.01 to 0.03)Very high–level intervention × population mo-
bility to visit parks and do leisure activities

N/AN/AN/AN/ALow-level intervention × population mobility to
workplaces (reference category)

0.07 (–0.02 to 0.16)0.03 (–0.10 to 0.16)0.03 (–0.03 to 0.08)0.01 (–0.01 to 0.03)Intermediate-level intervention × population
mobility to workplaces

0.04 (–0.00b to 0.08)0.0004 (–0.02 to 0.02)0.01 (–0.01 to 0.03)0.02 (0.01 to 0.04)High-level intervention × population mobility
to workplaces

0.04 (–0.00b to 0.08)–0.0002 (–0.02 to 0.02)0.02 (–0.00b to 0.03)0.03 (0.01 to 0.04)Very high–level intervention × population mo-
bility to workplaces

aModels were also adjusted by country income level; preparedness in epidemics (Index for Risk Management); COVID-19 type of transmission (ie,
community transmission or local transmission); and COVID-19 testing and tracing policies (in days).
bThese are values less than 0.005 in absolute numbers.
cN/A: not applicable.
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Population Mobility Patterns and COVID-19 Spread for
Latin America, the Caribbean, and Africa
When the analysis was stratified by Latin American, Caribbean,
and African countries, specific trends in COVID-19 spread were
shown due to distinct population’s mobility patterns (Table 3).
As noted, the coefficients of the interaction between the
populations’ mobility to parks and similar places and social
distancing measures were consistent at the regional level, apart
from the region of Africa. Specifically, when high-level and
very high–level control policies were applied in comparison
with those at a low level, only people’s mobility to parks and
similar places was related with increased COVID-19 spread
(exception was the African countries where the results were not
significant; ie, Latin America, the Caribbean, and Africa:
high-level interventions concurrently with mobility to parks
and similar places b=0.05, 95% CI 0.02-0.07; very high–level
interventions concurrently with mobility to parks and similar
places b=0.05, 95% CI 0.03-0.07). Moreover, the interaction
between populations’ mobility to workplaces and social
distancing measures showed heterogeneity among the tested
regions. However, apart from the global analysis, results were
not significant for the Latin American, Caribbean, or African
regions.

Finally, we conducted a sensitivity analysis to assess our
inferences for large countries in terms of area extension (due
to possible subnational mitigation policies) and to avoid a
possible bias effect toward big country areas, taking into account
our analytical sample of countries (n=179). For the sensitivity
analysis, we fitted all models again for data on COVID-19
spread removing the 5 top countries with the largest area
worldwide (ie, Russia, Canada, China, the United States, and
Brazil) and the top 3 countries with the largest area regionally
for Latin America and for Africa (Brazil, Angola, Argentina,
etc). Again, the observed results remained in the same direction
at the global and regional level, as was previously mentioned
(data not shown in the text).

Discussion

Principal Findings
This study analyzed the geographical and temporal COVID-19
spread among LMICs in Latin America, the Caribbean, and
Africa using the prospective space–time scan statistical
methodology and the impact of real-time population mobility
patterns during the implemented government interventions in
the area of interest between January 21 and May 18, 2020. First,
analyzing the current data with scan statistics at five prospective
time periods, it was shown that virus spread was rapid and at
alarming rates since March 15, where we detected 7 emerging
COVID-19 clusters, which at May 15 had spread to 28, among
the regions of Latin America, the Caribbean, and Africa. As
governments decide their strategies in response to the pandemic,
surveillance is of importance especially among LMICs that have
limited resources at their disposal; hence, the prospective scan
statistic could be used as a useful surveillance tool at the
international, national, and subnational levels. Second, as
presented in 4 country-specific examples, the prospective scan
statistic showed high predictive validity with classic surveillance

technics. Third, when the real-time mobility to parks, beaches,
and other similar places as well as the mobility to workplaces
were tested as individual factors, it was shown that these patterns
were related with reduced COVID-19 spread. However,
worldwide, the population movement to parks, beaches, and
other similar places (although more reduced than the reference
period) seemed to be related with increased virus spread with
all levels (intermediate, high, very high) of government control
policies activated (when compared with the low-level
government control policies). Fourth, similar trends were shown
for population mobility to workplaces when high and very
high–level control policies (after comparing them with low-level
government interventions) were implemented worldwide. Fifth,
stratified analysis for the Latin American, Caribbean, and
African regions showed a variety of patterns mostly following
the entire samples’ tendency (ie, real-time mobility to parks
when the social distancing measures were implemented).
Governments are applying social and mobility restriction
measures to slowdown the COVID-19 spread, but there is
limited information about the real-time population mobility
patterns, and based on our analysis, this information could help
public health authorities to design effective strategies to slow
down virus transmission.

The major strength of the prospective space–time scan
methodology is the ability to add dynamically updated data sets
and reapply the analysis to extract new emerging COVID-19
clusters, while it also has the ability to monitor the growing or
shrinking COVID-19 evolution among initial detected clusters.
Our analysis showed that Antigua and Barbuda had an emerging
COVID-19 cluster with one of the highest RRs in Latin America
and the Caribbean by the end of March 2020 and continues with
a shrinking magnitude by mid-May. Similar trends were reported
for Mexico and Chile. The same tool could be used subnationally
among these countries to detect emerging clusters at the
cross-national level (as has been done for the United States
[10]). Regarding African regions, Djibouti, Mauritius, and Egypt
showed growing and reducing magnitudes in COVID-19 spread
from January 21 to May 15, 2020. This kind of information
could be helpful to the relative stakeholders since it gives the
opportunity to the public health authorities to evaluate constantly
the effectiveness of the implemented mitigation and control
strategies. Our comparative analysis between prospective scan
and SIR modeling among 4 areas showed similar predictive
results in virus spread. As has recently been reported, effective
COVID-19 surveillance and monitoring need to include
additional information on suspected, probable, and negative
COVID-19 tests for a holistic understanding of COVID-19
transmission patterns [29], something that is often not possible
for LMICs and could be marked as a barrier. Thus, future
studies, data sets, and research funding are needed [30]. Health
policy research showed that countries should not phase out
social distancing policies until they establish strong systems
that could effectively monitor the COVID-19 spread [15]. For
this reason, at the early stages of the virus spread, the
prospective scan methodology could serve as a useful public
health surveillance tool especially among LMICs that are facing
substantial limitations to monitor and detect virus transmission.
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A lot of discussion has happened about the role of government
interventions and control policies on COVID-19 spread. Until
today, there is limited information on the impact of social
restrictions and control policies at the global, regional, and
national levels [15,25]. In Europe, the strictest government
policy measures are related with less virus spread [31]. Targeted
national health policies with effective screening and isolation
tools as well as support systems are needed [15]. Based on that,
real-time population mobility patterns during this intervention
and social distancing period could be useful to stakeholders and
policy makers to plan current and future public health–targeted
strategies. Recent studies showed the important role of
COVID-19–targeted strategies at the national level [32,33].
Moreover, this kind of information could serve among LMICs
with limited resources in social distancing implementation,
allowing them to plan targeted mobility control activities [34].

To date, although this kind of information is publicly available
from well-known crowdsource applications, analyses at a
national, regional, or global level are lacking. Our study used
the publicly available crowdsource mobility information and
showed that at the global level, when all kinds of government
control policies were implemented, mobility to parks, beaches,
and other leisure places was related with accelerated COVID-19
spread when compared with places where low-level control
policies were effective. At a global level, peoples’ mobility for
work was also related to increased virus spread when high-level
and very high–level government interventions were active, after
comparing with the reference category of low-level government
interventions. However, at the regional level (LMICs among
Latin America, the Caribbean, and Africa), the results were not
significant, showing that the aforementioned relation is mainly
driven from the rest of the areas around the world. At this point,
it has to be noted that, when we did not take into account the
interaction with governmental social distancing interventions,
the aforementioned mobility patterns were related with reduced
virus transmission.

During the period that a region is facing increased dynamics of
COVID-19 spread, social activities and engagement are
associated with increased risk for virus spread [35]. For this
reason, the WHO and other public health organizations are
recommending avoiding crowded conditions [36]. Recent data
from the United States showed that lower mobility to workplace
and retail locations is related with lower virus transmission [35].
Our entire sample analysis showed a positive relation between
mobility to places like parks and workplaces while governments
applied social distancing measures. Similar findings were also
reported by other researchers for the United States [35]. In
addition, our regional stratified analysis showed consistent
findings with the global one, except from the region of Africa.
Taking into account that human mobility is a complicated
concept (and at this point is analyzed collectively by using
crowdsource data), we may hypothesize that individuals’
behavior (use of face mask) [32], people’s dynamic network
[33] when visiting these places, and seasonality could be
potential explaining mechanisms of virus spread [35,37]. The
aforementioned findings could guide stakeholders on specific
social distancing implementations and enforcement planning
[38]. In the past months, countries are introducing various

nonpharmaceutical intervention strategies in their local health
policy agendas. These results can be used as roadmap indicators
for specific social distancing planning. Targeted implemented
policies could lead to further suppressed levels of virus spread,
with less negative effects on the economy and citizens [39]. To
this extent, a recent study noted that, during the phasing out of
government social distancing policies, higher mobility at
workplaces was correlated with increasing virus spread [40].

Effectiveness of the Current Measures and Current
and Future Challenges
To date, countries have adopted divergent restriction strategies
to suppress and halt COVID-19 transmission. Stricter social
distancing policies seem effective in suppressing virus spread
[31]. Differences in innovative surveillance techniques, virus
transmission monitoring, COVID-19 cases tracing, systematic
population testing, and isolating practices have been shown
[15]. Regions with previous experiences in infectious diseases
(eg, severe acute respiratory syndrome) have invested in their
public health care system’s reformation to efficiently handle
the current outbreak [15]. Western societies (eg, the European
Union and the United States) seem to lack this kind of planning
[41]. In addition, recent studies showed that COVID-19 spread
could be more rapid among more prosperous countries [15,42].
Countries need to organize their health systems [15,41],
establishing effective infectious diseases and crisis management
planning [43] (eg, enhance monitoring techniques and screening
tools) to prevent virus spread in the community. Future
longitudinal studies may be needed to better describe the relation
of real-time mobility data with COVID-19 transmission.

Strengths and Limitations
This is among the first studies using COVID-19 prospective
surveillance analysis among LMICs, exploring COIVD-19
spread in relation with real-time population mobility patterns.
However, this study shares common limitations with previous
studies of this kind [17,25]. Specifically, there were challenges
in capturing uncertainty (completeness of the WHO COVID-19
data set or government interventions being announced on one
day but only being applied after several days) and lags in data
availability, which may not fully capture temporal trends of
COVID-19 spread. We extracted only mobility patterns from
smartphones using Google software to ensure homogeneity of
the used information. In addition, this study had only the ability
to analyze data from regions in which mobile phone information
was obtainable [35]. For example, the use of crowdsourcing
digital data for the extraction of real-time population trends
through mobile phones may be limited particularly in Africa
(data for selected African countries reported that about one-third
of adults own smartphones) [44]. This may have altered the
findings of this study. In addition, certain large countries applied
subnational control policies at different time points, which could
have affected our findings. In that manner, we applied a
sensitivity analysis excluding large countries from the global
and regional sample, and testing whether those countries had
an impact on the inferential analyses. The applied
aforementioned analysis showed that the results remained
similar. Additionally, our investigation focused on data
variations in the COVID-19 spread from January to May 2020.
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Therefore, the results of this paper should be interpreted with
caution, as they only relate to the underlying data collection
conditions and period. As COVID-19 is an infection with
dynamic transmission and all the variables we use may variate
in the future, we do not think it would be appropriate to make
conclusions beyond May, as further data and analysis would be
required. To this extent, it should also be noted that this mixed
model analysis assumes that the impact of each relative mobility
pattern change has the equal relative impact among countries
and across time (as an additional adjustment to this extent was
not possible). Next, although our study adjusted for various
confounders, we could not consider physical distancing
recommendations (ie, 1 or 2 meters) or other precautionary
measures and conditions due to lack of data. In addition, some
of the mobility variables used in this analysis (eg, parks) may
be also affected from weather seasonality. The prospective
space–time scan statistic used case data for confirmed cases, so
suspected and probable cases were not considered due to the

unavailability of the WHO COVID-19 data set. In addition, the
prospective scan methodology does not allow for adjustment
of age and other covariates. These limitations may alter the true
magnitude of the COVID-19 spread as presented by using the
prospective scan statistic.

Conclusions
We used publicly available WHO daily reports to identify
emerging space–time clusters of COVID-19 at the country level
among Latin America, the Caribbean, and Africa for five
separate time periods. It was shown that the prospective scan
is a tool that LMICs could use to detect emerging clusters and
implement specific control policies and interventions to
slowdown COVID-19 transmission. In addition, we found that
different kinds of real-time population mobility patterns were
related with different magnitudes of COVID-19 spread
worldwide. The findings of this study give insights that may
help in COVID-19 screening and detection strategies as well
as in government–specific COVID-19 control planning.
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Abstract

Background: The novel coronavirus pandemic continues to ravage communities across the United States. Opinion surveys
identified the importance of political ideology in shaping perceptions of the pandemic and compliance with preventive measures.

Objective: The aim of this study was to measure political partisanship and antiscience attitudes in the discussions about the
pandemic on social media, as well as their geographic and temporal distributions.

Methods: We analyzed a large set of tweets from Twitter related to the pandemic, collected between January and May 2020,
and developed methods to classify the ideological alignment of users along the moderacy (hardline vs moderate), political (liberal
vs conservative), and science (antiscience vs proscience) dimensions.

Results: We found a significant correlation in polarized views along the science and political dimensions. Moreover, politically
moderate users were more aligned with proscience views, while hardline users were more aligned with antiscience views. Contrary
to expectations, we did not find that polarization grew over time; instead, we saw increasing activity by moderate proscience
users. We also show that antiscience conservatives in the United States tended to tweet from the southern and northwestern states,
while antiscience moderates tended to tweet from the western states. The proportion of antiscience conservatives was found to
correlate with COVID-19 cases.

Conclusions: Our findings shed light on the multidimensional nature of polarization and the feasibility of tracking polarized
opinions about the pandemic across time and space through social media data.

(J Med Internet Res 2021;23(6):e26692)   doi:10.2196/26692
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COVID-19; Twitter; infodemiology; infodemic; infoveillance; multidimensional polarization; social media; social network

Introduction

Effective response to a health crisis requires society to forge a
consensus on many levels: scientists and doctors have to learn
about the disease and quickly and accurately communicate their
research findings to others, public health professionals and
policy experts have to translate the research into policies and
regulations for the public to follow, and the public has to follow
guidelines to reduce infection spread. However, the fast-moving
COVID-19 pandemic has exposed our critical vulnerabilities

at all these levels. Instead of orderly consensus-building, we
have seen disagreement and controversy that exacerbated the
toll of the disease. Research papers are rushed through the
review process, with results sometimes being disputed or
retracted [1], policy makers giving conflicting advice [2], and
scientists and many in the public disagreeing on many issues,
from the benefits of therapeutics [3] to the need for lockdowns
and face-covering [4]. The conflicting viewpoints create
conditions for polarization to color perceptions of the pandemic
[5-8] and attitudes toward mitigation measures.
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Surveys have identified a partisan gulf in the attitudes about
COVID-19 and the costs and benefits of mitigation strategies,
with the public’s opinion polarized into sharply contrasting
positions. According to a Pew Research Center report [9],
political partisanship significantly affects perceptions of public
health measures and might explain regional differences in the
pandemic’s toll in the United States [10]. Polarization has
colored the messages of US political leaders about the pandemic
[7] as well as discussions of ordinary social media users [8].
Coupled with a distrust of science and institutions, polarization
can have a real human cost if it leads the public to minimize
the benefits of face coverings or reject the COVID-19 vaccine
when it becomes available. Dr Anthony Fauci, the nation’s top
infectious diseases expert, attributed many of the disease’s
500,000 deaths (and counting) to political divisions in the
country [11]. This further affirms the need to investigate the
presence, and unravel the ill effects, of polarization in scientific
and political discourse.

Current research measures polarization as divergence of opinions
along the political dimension and its effect on other opinions,
for example, discussion of scientific topics [12]. However,
opinions on controversial issues are often correlated [13]; for
example, those who support transgender rights also believe in
marriage equality, and those who oppose lockdowns also resist
universal face-covering. Inspired by this idea, we capture some
of the complexity of polarization by projecting opinions in a
multidimensional space, with different axes corresponding to
different semantic dimensions. Once we identify the dimensions
of polarization and define how to measure them, we can study
the dynamics of polarized opinions, their interactions, and
regional differences.

Our work analyzed tweets posted on Twitter related to the
COVID-19 pandemic collected between January 21 and May
1, 2020 [5]. We studied polarization along three dimensions:
political (liberal vs conservative), science (proscience vs
antiscience), and moderacy (hardline vs moderate). User
polarization along the science axis identifies whether users align
with scientific and factual sources of information or whether
they are characterized by mistrust of science and preference for
pseudoscientific and conspiracy sources. A user’s political
ideology is defined in a 2D space. Working in tandem with the
political axis, the moderacy dimension recognizes the intensity
of partisanship from hardline to moderate. For the hardliners
identified along the moderacy dimension, we leveraged the
political axis to identify their partisanship as liberal or
conservative.

Cinelli et al [14] and Weld et al [15] showed that sharing of
URLs annotated by Media Bias/Fact Check is a reliable proxy
of one’s political polarity. Inspired by the findings and
conclusions made in these works, we used media sources that
have been classified by nonpartisan sites along these dimensions
to define the poles of each dimension of polarization. These
media sources include both mainstream news and a large variety
of other sources, such as government agencies, nongovernmental
organizations, crowdsourced content, and alternative medicine
news and health sites. Users were given a score reflecting how
often they shared information from each set of polarized sources.
These users served as training data to train machine learning

algorithms to classify remaining users along the multiple
dimensions of polarization based on the content of their posts.
Inferring the polarization of users discussing COVID-19 allowed
us to study the relationships between polarized ideologies and
their temporal and geographic distributions. We showed that
political and science dimensions were highly correlated and
that politically hardline users were more likely to be antiscience,
while politically moderate users were more often proscience.
We also identified regions of the United States and time points
where the different ideological subgroups were comparably
more active and we identified their topics of conversation. We
found that areas of heightened antiscience activity corresponded
to US states with large COVID-19 outbreaks. Our work,
therefore, provides insights into potential reasons for geographic
heterogeneity of outbreak intensity.

The contributions of this work are as follows:

• We described a framework to infer the multidimensional
polarization of social media users, allowing us to track
political partisanship and attitudes toward science at scale.

• We showed that political and science dimensions were
highly correlated, with hardline right and antiscience
attitudes closely aligned.

• We studied the geographical distribution of polarized
opinions and found that regional differences can correlate
with the pandemic’s toll.

As the amount of COVID-19 information explodes, we need
the ability to proactively identify emerging areas of polarization
and controversy. Early identification could lead to more effective
interventions to reduce polarization and also improve the
efficacy of disease mitigation strategies. Vaccine hesitancy was
shown in past research to be associated with antiscience attitudes
[16]; therefore, our approach may help identify regions of the
country that will be more resistant to COVID-19 vaccination.
This may better prepare public health workers to target their
messages.

Methods

Here, we describe the data and methods we used for measuring
polarization and also inferred it from text and online interactions.

Data Set
In this study, we used a public data set of COVID-19 tweets
from Twitter [5]. This data set comprises 115 million tweets
from users across the globe, collected over a period of 101 days
from January 21 to May 1, 2020. These tweets contain at least
one keyword from a predetermined set of COVID-19–related
keywords (eg, coronavirus, pandemic, and Wuhan).

Fewer than 1% of the tweets in the original corpus have
geographic coordinates associated with them. We specifically
focused on tweets from users located in the United States, at
state-level granularity, based on geolocated tweets and fuzzy
matching of user profile text [8]. Specifically, we used a fuzzy
text matching algorithm to detect state names and abbreviations,
as well as names of populous cities. The user profile text
extracted from the description attribute of the user object was
passed on to the loc_to_state function of the georeferencing
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code [17] to extract the user’s location at the state level. A
manual review of this approach found it to be effective in
identifying the user’s home state. This methodology provided
location information for 65% of users in the data set. The
georeferenced data set consisted of 27 million tweets posted by
2.4 million users over the entire time period.

Measuring Polarization Using Domain Scores
We characterized individual attitudes along three dimensions
of polarization. The political dimension, the standard dimension
for characterizing partisanship, captured the difference between
left (liberal) and right (conservative) stances for users with
strong hardline political opinions. The science dimension
captured an individual’s acceptance of evidence-based
proscience views or the propensity to hold antiscience views.
People believing and promoting conspiracies, especially
health-related and pseudoscientific conspiracies, were often
grouped in the antiscience camp. Finally, the moderacy
dimension described the intensity of partisanship, from moderate
or nonpartisan opinions to politically hardline opinions.

We inferred polarized attitudes of users from the content of their
posts. While previous work [18] inferred polarization from user
hashtags, we instead relied on user-tweeted URLs. The key idea
that motivated our approach is that online social networks tend
to be ideologically similar, with users more closely linked (eg,
through follower relationships) to others who share their beliefs
[19,20]. While we did not have follow links in our data, we used
URLs as evidence [21] of a homophilic link. We extended this
approach beyond political ideology [22] to label other
dimensions of polarization. Specifically, we used a curated list
of information sources, whose partisan leanings were classified
by neutral websites, to infer the polarization of Twitter users at
scale. We used lists compiled by Media Bias/Fact Check,

AllSides, and NewsGuard, which tracks coronavirus
misinformation (see data folder at GitHub [23]). Table 1 lists
exemplar domains, hereinafter referred to as pay-level domains
(PLDs), in each category. PLDs listed under conspiracy and
questionable sources were mapped to our antiscience category.
For the moderacy axis, we considered the union of left and right
PLDs as a proxy for the hardline category, while the union of
least-biased, left-moderate, and right-moderate PLDs formed
the proxy moderate category.

We quantified a user’s position along the dimensions of
polarization by tracking the number of links to curated PLDs
the user shared. Specifically, we extracted PLDs that were
shared by users in the data set and filtered for relevant PLDs
that were present in our curated lists (Table 1). This gave us a
set of 136,000 users who shared science PLDs, 169,000 users
who shared political PLDs, and 234,000 users who shared PLDs
along the moderacy dimension. There was a wide distribution
in the number of tweets, and therefore PLDs, shared between
users (Figure S1 in Multimedia Appendix 1), with some users
tweeting many PLDs and many users tweeting one or none. We,
therefore, filtered out users who shared fewer than three relevant
PLDs in each dimension (ie, fewer than three in the science
dimension, fewer than three in the partisan dimension, and fewer
than three in the moderacy dimension), which resulted in 18,700
users. For each user, we computed a domain score δ along each
of the three dimensions, as the average of mapped domain values
of a dimension:

where δi is the domain score of useri and Di,d represents the set
of PLDs shared by useri relevant to dimension d.

Table 1. Curated information and news pay-level domains (PLDs) with their polarization.

Examples of PLDsPLDs, nDimension and polarization
dimension

Sciencea

cdc.gov, who.int, thelancet.com, mayoclinic.org, nature.com, and newscientist.com150+Proscience (+1)

911truth.org, althealth-works.com, naturalcures.com, shoebat.com, and prison-planet.com450+Antiscience (−1)

Politicalb

democracynow.org, huffingtonpost.com, newyorker.com, occupy.com, and rawstory.com300+Liberal (−1)

nationalreview.com, newsmax.com, oann.com, theepochtimes.com, and bluelivesmatter.blue250+Conservative (+1)

Moderacyc

ballotpedia.org, c-span.org, hbr.org, wikipedia.org, weforum.org, snopes.com, and reuters.com400+Moderate (+1)

gopusa.com, cnn.com, democracynow.org, huffingtonpost.com, oann.com, and theepochtimes.com500+Hardline (−1)

aProscience PLDs are mapped to +1 along the science axis, while antiscience PLDs are mapped to −1.
bAlong the political axis, liberal PLDs are mapped to −1, while conservative PLDs are mapped to +1.
cAlong the moderacy axis, hardline PLDs are mapped to −1, while moderate PLDs are mapped to +1.

Figure 1 shows the distribution of domain scores for users who
shared links to information sources across all dimensions. The
distributions were peaked at their extreme values, showing more
users sharing information from antiscience than proscience

PLDs and more conservative than liberal PLDs. In Figure S2
in Multimedia Appendix 1, we show that these extremes were
robust to how we filtered users and were, therefore, not a product
of, for example, sharing a single link.
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Figure 1. The distribution of domain scores along science, political, and moderacy dimensions. (a) The vertical lines at 0.42 and −1 mark the top and
bottom 30% cutoffs of distribution along the science dimension, which are binned as proscience (+1) and antiscience (−1), respectively. (b) The vertical
lines at 1 and −0.33 mark the top and bottom 30% cutoffs of distribution along the political dimension, which are binned as conservative (+1) and liberal
(−1), respectively. (c) The vertical lines at 0.38 and −0.18 mark the top and bottom 30% cutoffs of distribution along the moderacy dimension, which
are binned as moderate (+1) and hardline (−1), respectively.

For network-level analysis, we then built a web scraper that
mapped PLDs to their respective Twitter handles. The scraper
initiated a simple Google query of the form “Domain Name
Twitter Handle.” This tool relied on the search engine to rank
results based on relevance and picked out the title of the first
result containing the substring “|Twitter.” This substring was
of the form “Account Name (@handle) | Twitter,” which was
parsed to retrieve the domain’s corresponding handle. We
manually verified the mapped PLDs. The mapped
dimension-wise PLDs are available on our GitHub repository
under the data folder.

Recall that along each of the three dimensions, we mapped the
dimension’s constituent domain names to their respective
Twitter handles. The mapped Twitter handles formed our seed
sets for semisupervised learning at the network level. Each
dimension’s seed set comprised key-value pairs of Twitter
handles and their corresponding orientation along the dimension.

Table 2 illustrates the number of seeds along each polarization
axis.

To investigate the presence of bias stemming from an uneven
distribution of PLDs along each ideological dimension’s
polarized ends, we sampled an equal number of PLDs along
each of the dimension’s two polarities. More specifically, we
performed random downsampling of the majority ideological
polarity along each dimension. Upon ensuring that each
dimension’s polarized ends were now represented by an equal
number of PLDs, we calculated domain scores for each user
along the ideological dimensions (Figure S3 in Multimedia
Appendix 1). Leveraging these domain scores, we then rebuilt
prediction models. We found that the performance of this
modified procedure did not differ significantly from our results
(see Table S1 in Multimedia Appendix 1 for more details). This
robustness check demonstrated the versatility of our approach
to differences in the sampling of PLDs along each dimension.

Table 2. Description of the retweet network.

Seedsa, n (%)Dimension and polarization

Science (n=158)

81 (51.3)Proscience

77 (48.7)Antiscience

Political (n=195)

96 (49.2)Liberal

99 (50.8)Conservative

Moderacy (n=558)

195 (34.9)Hardline

363 (65.1)Moderate

aNumber of seed handles along each polarization axis for initial node assignment in the label propagation algorithm.

Inferring Polarization

Overview
Using domain scores, we were able to quantify the polarization
of just a small fraction (18,700/2,400,000, 0.78%) of users who
generated PLDs in the data set. In this section, we describe how
we leveraged this data to infer the polarization of the remaining

users in our data set. In the Results section, we compare the
performance of these inference methods. Two methods, label
propagation algorithm (LPA) and latent Dirichlet allocation
(LDA), act as baselines against our state-of-the-art text
embedding method. Our study focused on investigating content
generated by users over the entire period rather than at the
noisier tweet level. Investigating a user’s content, tweet by
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tweet, may or may not provide sufficient information to gauge
their ideological polarity, whereas analyzing all tweets generated
by a user over time would facilitate this.

We classified users according to the binned domain scores along
each dimension. We found that classification worked better than
regression in this data set. We binned domain scores by
thresholding the distribution into two classes along each
dimension, as shown in Figure 1. Using other threshold values
to bin the domain score distribution into two classes did not
qualitatively change results (Multimedia Appendix 1).
Additionally, we released a GitHub repository [23] for readers
to reproduce this work upon careful rehydration of tweet data,
instructions for which have also been provided in the repository.

Label Propagation Algorithm
LPA was used in the past to label user ideology based on the
ideology of accounts the user retweets (eg, see Badawy et al
[22]). The idea behind label propagation is that people prefer
to connect to, and retweet content posted by, others who share
their opinions [24,25]. This gives us an opportunity to leverage
topological information from the retweet network to infer users’
propensity to orient themselves along ideological dimensions.

The geocoded Twitter data set provides fields named
screen_name and rt_user, which allowed us to identify the user

being retweeted and the user retweeting, respectively. To this
end, we built a network from 9.8 million retweet interactions
between 1.9 million users sourced from the data set. In the
retweet network, an edge runs from A to B if user A retweets
user B. Descriptive statistics of the retweet network are shown
in Table 3. We then used the semisupervised greedy learning
algorithm (ie, the LPA) to identify clusters in the retweet
network.

LPA, as proposed by Raghavan et al [26], is a widely used
near-linear time node classification algorithm. This greedy
learning method started off with a small set of labeled nodes
also known as seeds, with the remaining nodes assigned labels
at random. The number of seeds for each polarization dimension
is shown in Table 2. The algorithm then iteratively updated the
labels of nonseed nodes to the majority label of their neighbors,
with ties broken at random, until converging to an equilibrium
where the labels no longer changed. However, owing to
stochasticity of tie-breaking, a certain amount of randomness
crept into the results produced by this algorithm. As the result,
LPA tended to generate slightly differing classifications of user
polarization for the same network each time it was run. To
address the stochasticity, we ran the LPA in 5-fold
cross-validation and averaged the results.

Table 3. Statistics of the network.

Value, nStatistic

1,857,028Nodes

39,149Maximum in-degree

1450Maximum out-degree

9,788,251Retweets

7,745,533Unique retweets

1,818,657Size of the strongly connected component

Latent Dirichlet Allocation
We used LDA [27] to identify topics, or groups of hashtags,
and represented users as vectors in this topic space. We
considered the set of all hashtags in the COVID-19 data set
generated by a user over time as a document representing that
user—after ignoring hashtags used by fewer than 10 users or
more than 75% of the users—leaving 25,200 hashtags. The
choice of 75% was arbitrary, but a hashtag that appeared at a
lower threshold (eg, within roughly 50% of the users) could be
highly prevalent in one domain and not another. We used a
more lenient threshold to avoid this issue. We also used 20
topics, as that gave a higher coherence score. Given the enormity
of the geocoded Twitter data set we leveraged in this study,
conducting LDA experiments to validate these thresholds proved
to be computationally prohibitive and it was unlikely that tuning
would have achieved significantly better results than the one
seen in this study.

We used the document-topic affinity matrix generated by LDA
to represent users. An affinity vector was composed of 20
likelihood scores corresponding to 20 topics, adding up to 1,
with each score indicating the probability of the corresponding

topic being a suitable representation for the set of hashtags
generated by the user. Using these affinity vectors, we generated
feature vector matrices for each of the three dimensions of
interest. In doing so, we were able to represent over 900,000
users who used some hashtag in their tweets with a dense vector
of length 20.

Text Embedding Using fastText
Previous methods—see Conover et al [28]—classified a user’s
political polarization based on the text of their tweets by
generating term frequency–inverse document
frequency–weighted unigram vectors for each user. However,
the advent of more powerful text-embedding techniques [29-31]
allowed us to generate sentence-embedding vectors to better
represent content.

We grouped the tweets generated by each of the 2.4 million
users from January to May 2020. More specifically, we collected
all COVID-19–related tweets generated by a user in this time
period and concatenated them to form a text document for each
user. After preprocessing the 2.4 million documents to lowercase
and removing hashtags, URLs, mentions, handles, and stop
words, we used the fastText sentence-embedding model
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pretrained on Twitter data to generate tweet embeddings for
each user. Preprocessing of tweets was performed by leveraging
the regular expression (re) package in Python, version 3.7
(Python Software Foundation); the Natural Language Toolkit;
and the Gensim natural language processing library. The
Sent2vec Python package [32] provided us with a Python
interface to quickly leverage the pretrained model and generate
700-dimension feature vectors representing each user’s
discourse.

Results

Overview
First, we visualized the domain scores of the 18,700 users,
showing the relationship between the science, moderacy, and
political dimensions. Then we compared the performance of
algorithms for classifying users along the three dimensions of
polarization, using domain scores as ground truth data. We used
the inferred scores to study the dynamics and spatial distribution
of polarized opinions of users engaged in online discussions
about COVID-19.

Visualizing Polarization
Figure 2 shows the relationship between dimensions of
polarization, leveraging domain scores of 18,700 users who
shared information from curated PLDs. The heat map shows
the density of users with specific domain scores. Large numbers
of users are aligned with proscience-left extreme (top-left
corner) or antiscience-right extreme (bottom-right corner), with
lower densities along the diagonal between these extremes
(Figure 2, left-hand side). This illustrates the strong correlation
between political partisanship and scientific polarization, thereby
highlighting the influence of pernicious political divisions on
evidence-based discourse during the pandemic, with
conservatives being more likely to share antiscience information
than proscience sources. The heat map on the right-hand side
in Figure 2 highlights the interplay between the science and
moderacy axes. The white region in the bottom-right corner
shows there are few antiscience users who are politically
moderate, thus demonstrating an asymmetry in these ideologies.
The shading also highlights a higher density of proscience users
identifying as politically moderate. These results are robust to
how data are filtered, as shown in Figure S4 in Multimedia
Appendix 1.

Figure 2. Polarization of COVID-19 tweets. On the left is the heat map of polarization (domain scores) along the science-partisanship dimensions. On
the right is the heat map of polarization (domain scores) along the science-moderacy dimensions. Each bin within the heat map represents the number
of users with domain scores falling within that bin.

Classifying Polarization
To run the LPA, we started from a set of labeled seeds: Twitter
handles corresponding to PLDs categorized along the
dimensions of interest (Tables 1 and 2). We reserved some of
the seeds along each dimension for testing LPA predictions and
reported accuracy of 5-fold cross-validation.

For content-based approaches, we used binned domain scores
of 18,700 users as ground truth data to train logistic regression
models to classify user polarization along the three dimensions.
We represented each user as a vector of features generated by
different content-based approaches: topic vectors for LDA and
sentence embeddings for the fastText approach. We reserved a
subset of users for testing performance.

Table 4 compares the performance of polarization classification
methods. LPA worked well when it tried to identify user
alignment along the political and science dimensions. However,
it failed to capture the subtler distinctions along the moderacy
axis. Training was further hampered by the low number of
retweet interactions with moderate PLDs in comparison to
hardline ones. Of the 1.8 million retweet interactions, only
250,000 involved some moderate seed nodes, whereas over 1
million interactions involved some hardline seed nodes.
Moreover, poor classification performance with LPA revealed
an important pattern: that moderates surrounded themselves
with diverse opinions and, thus, a clear distinction could not be
made by observing who they retweeted.

LDA modeling on hashtags allowed us to generate
reduced-dimension, dense feature vectors for over 900,000 users
who used hashtags in their tweets. This representation allowed
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us to design better learning models that significantly
outperformed the LPA model.

A logistic regression model trained on fastText outperformed
all other models described in this study. Coupled with fastText’s
ability to better handle out-of-vocabulary terms, the model’s
access to finer levels of detail at the tweet-text level, culminated
in it being able to better predict dimensions of polarization.

Given the model’s superior performance across all three
dimensions, we leveraged its predictions in subsequent analyses.
We classified users along the three polarization dimensions.
However, since the definition of the hardline extreme of the
moderacy dimension overlapped with the political dimension,
we needed to report only six ideological groups, rather than all
eight combinations.

Table 4. Performance of polarization classification.a

F1 score, %Recall, %Precision, %Accuracy, %Data set size, nMethod and dimension

Label propagation algorithm

88.980100 b92.6158Science

93.010086.992.3195Political

2.741.47220.11205Moderacy

Latent Dirichlet allocation

91.992.491.692.29983Science

94.293.395.193.511,020Political

85.485.085.686.49565Moderacy

fastText

93.893.793.993.811,202Science

95.594.696.595.112,425Political

90.290.590.190.211,197Moderacy

aResults compare classification performance of the label propagation algorithm and content-based methods, including topic modeling (latent Dirichlet
allocation) and full-text embedding (fastText). Results are averages of 5-fold cross-validation. Data set sizes are the number of users in model validation
data sets and are composed of users with strong polarization scores (top or bottom 30% as defined previously) in the filtered 18,700-user data set.
bValues in italics indicate the best-performing models.

Discussion

Dynamics of Polarization
Research shows that opinions of Twitter users about
controversial topics do not change over time [33]. To investigate
whether user alignments along the three polarization dimensions
changed over time, we grouped tweets by time into seven
biweekly intervals: January 21 to 31, 2020; February 1 to 15,
2020; February 16 to 29, 2020; March 1 to 16, 2020; March 17
to 31, 2020; April 1 to 15, 2020; and April 16 to May 1, 2020.
There were 3000 users who tweeted consistently in all seven

biweekly intervals. For each of the N users, we computed
cumulative domain scores along science, political, and moderacy
dimensions for all time intervals t and computed the average

absolute change in domain score from biweekly period t−1
along each dimension given by the following:

where δi,t represents the domain score for a user i in biweekly

period t. The small values of in Table 5 confirm that user
alignments do not change significantly over time.

Table 5. Average absolute change in domain score along consecutive biweekly intervals.

Average absolute change ( ) per biweekly interval numbersDimension

7,66,55,44,33,22,1

0.020.030.020.030.050.09Political

0.020.020.020.040.070.13Science

0.030.040.040.070.110.21Moderacy

Although each individual’s alignments did not change, the
number of users within each ideological group did change over
time. User alignments did not change; therefore, we leveraged
polarization classification results to show biweekly fractions of
active users per ideological category. Figure 3 shows the

composition of active users in all categories. As time progressed,
we could clearly see the growth in the proscience-moderate
category accompanied by a corresponding decline in
antiscience-right users. This was consistently found over a
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variety of data filters, as seen in Figure S5 in Multimedia Appendix 1.

Figure 3. Fraction of active users per ideological group in biweekly periods. For completeness, this plot shows all users in the data set and not the
filtered 18,700 users.

Topics of Polarization
To better understand what each of the six groups tweeted about,
we collected the 50 most frequent hashtags used by each group,
after removing hashtags common to all six groups. Figure 4
shows the word clouds of the most common hashtags within
each group, sized by the frequency of their occurrence. Most
striking was the use of topics related to conspiracy theories,
such as #qanon and #wwg1wga by the antiscience-right group,
along with politically charged references to the #ccpvirus and

#chinavirus. This group also used hashtags related to former
US President Donald Trump’s re-election campaign, showing
the hyper-partisan nature of COVID-19 discussions. Another
partisan issue appeared to be #hydroxychloroquine, a drug
promoted by Donald Trump. It showed up in both
proscience-right and antiscience-right groups but was not
discussed by other groups. Overall, these intuitive results
highlight the overall accuracy of our polarization inference
model.
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Figure 4. Topics of discussion within the six ideological groups. The top row (from left to right) illustrates topics for proscience-left, proscience-moderate,
and proscience-right groups. The bottom row (from left to right) illustrates topics for antiscience-left, antiscience-moderate, and antiscience-right groups.

The polarized nature of the discussions could be seen in the
users of the hashtags #trumppandemic and #trumpvirus by the
left and proscience groups. However, in contrast to antiscience
groups, proscience groups talked about COVID-19 mitigation
strategies, using hashtags such as #stayhomesavelives, #staysafe,
and #flattenthecurve.

Geography of Polarization
Responses to the coronavirus pandemic in the United States
have varied greatly by state. While the governors of New York,

California, Ohio, and Washington reacted early by ordering
lockdowns, the governors of Florida and Mississippi have
downplayed the gravity of the situation for a longer time. To
explore the geographical variation in ideological alignments,
we grouped users by the state from which they tweeted and
computed the fraction of their respective state’s Twitter users
belonging to an ideological group. We then generated geo-plots,
shown in Figure 5, to highlight the ideological composition of
each state.
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Figure 5. Fraction of US states' Twitter users per ideological category. Plots (a) to (c) (top row, left to right) show the fraction of states' Twitter users
who were classified as proscience-left, proscience-moderate, and proscience-right, respectively. Plots (d) to (f) (bottom row, left to right) show the
fraction of states’ Twitter users who were classified as antiscience-left, antiscience-moderate, and antiscience-right, respectively. The vertical bars next
to the maps indicate the fraction of Twitter users in the state belonging to the ideological group. Two-letter abbreviations are used for each state.

We saw a higher composition of proscience-moderates, as seen
in Figure 5 (b), in Washington, Oregon, DC, and Vermont. As
expected, these states had a lower fraction of antiscience users,
as can be seen from Figure 5 (d), (e), and (f). Governors of these
states were quick to enforce lockdowns and spread pandemic
awareness among the general public.

Over the course of the pandemic, we have seen the strong
opposition to masking mandates and closing down of businesses
in California, Nevada, Hawaii, Georgia, and Texas. These
antiscience sentiments are reflected in Figure 5 (e), which shows
that these states had a comparatively higher proportion of their
Twitter users in the antiscience-moderate ideology group.

Southern states—South Carolina, Mississippi, Louisiana, Texas,
and Arizona—and northwestern states—Wyoming, North
Dakota, South Dakota, and Montana—have experienced
COVID-19 surges, with southern states becoming overwhelmed
during the summer of 2020 and northwestern states becoming
overwhelmed in the fall of 2020 (Figure S6 in Multimedia
Appendix 1 shows the cumulative COVID-19 cases per state).
The political and religious leaders in these states have also
consistently downplayed the pandemic and resisted mitigation
strategies. Our results are consistent with this, showing that
these states also had more conservative Twitter users who
mistrust science, as manifested by sharing information from
antiscience sources. The antiscience attitudes in these states
may also spell trouble for vaccination plans. The statistically
significant positive correlation (Figure S7 in Multimedia
Appendix 1) between state-wise cumulative COVID-19 case
counts and antiscience-right users, as well as the negative
correlation between the former and proscience-moderate users,
affirms the significance of scientific beliefs in mitigating the
spread of virus.

Limitations and Future Directions
Our novel approach to identify ideological alignments of users
on Twitter comes with certain limitations. Akin to other studies
involving Twitter data, our study worked under the caveat that

the behaviors of the subset of users being considered in our data
set may not be representative of population behavior. The use
of geolocation techniques and subsequent consideration of users
with a geolocation could introduce certain biases, which
necessitate further investigation.

Thresholds that were used in our LDA analysis of user hashtags
have been set intuitively due to LDA’s prohibitive computation
needs when dealing with over 900,000 hashtags. It is unlikely
that we would have observed significant improvements in
classification results with different thresholds. However, we
encourage readers to investigate this further.

Additionally, the seed sets (Table 2) employed for our label
propagation experiments may have had room for bias, as not
all PLDs collected had a corresponding Twitter account. The
cross-section of PLDs that have a Twitter account could be
biased by political orientation, age group that the PLD caters
to, etc. Investigation of bias stemming from this is a promising
prospect for future work. Furthermore, our analyses worked
under the assumption that media bias ratings provided by Media
Bias/Fact Check accurately exhibited ideological biases of media
sources. Leveraging these ratings, we assumed that generating
tweets consisting of PLDs was an expression or reflection of
one’s ideological polarity. Future studies can build on these
assumptions, and interesting avenues can be explored by
incorporating other indicators of user polarity.

Verification of agreement or disagreement of user viewpoint
and content in PLDs being shared was not in the purview of
this study, and we encourage our readers to explore these
avenues in future research. Furthermore, although we showed
good performance on classifying polarized opinions, additional
work is required to infer finer-grained opinions. Namely, by
predicting fine-grained polarization among users, we could
better infer, for example, network effects, such as whether users
prefer to interact with more polarized neighbors, which may
adversely impact provaccine mitigation strategies. Moreover,
longer-term trends need to be explored in order to better
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understand how opinions change dynamically. This will better
test whether social influence or selective formations of ties are
the drivers of echo chambers and polarization. Finally, there is
a need to explore polarization across countries to understand
how different societies and governments are able to address
polarization and how these polarized dimensions relate to one
another across the world.

Conclusions
Our analysis of a large corpus of online discussions about
COVID-19 confirms and extends the findings of opinion polls
and surveys [9]: opinions about COVID-19 are strongly
polarized along partisan lines. Political polarization strongly
interacts with attitudes toward science: conservatives are more
likely to share antiscience information related to COVID-19,
while liberal and more moderate users are more likely to share

information from proscience sources. On the positive side, we
found that the number of proscience, politically moderate users
dwarfed other ideological groups, especially antiscience groups.
This is reassuring from the public health point of view,
suggesting that a plurality of people are ready to accept scientific
evidence and trust scientists to lead the way out of the pandemic.
The geographical analysis of polarization identified regions of
the country, particularly in the south and the west where
antiscience attitudes are more common, that correlate to areas
with particularly high COVID-19 cases, as seen in Figure S6
in Multimedia Appendix 1. Messaging strategies should be
tailored in these regions to communicate with science skeptics.
Overall, we found that analysis of tweets, while less
representative than surveys, offers inexpensive, fine-grained,
and real-time analysis of polarization and partisanship.
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Abstract

Background: The COVID-19 pandemic has changed work life profoundly and concerns regarding the mental well-being of
employees’ have arisen. Organizations have made rapid digital advancements and have started to use new collaborative tools
such as social media platforms overnight.

Objective: Our study aimed to investigate how professional social media communication has affected work engagement before
and during the COVID-19 pandemic and the role of perceived social support, task resources, and psychological distress as
predictors and moderators of work engagement.

Methods: Nationally representative longitudinal survey data were collected in 2019-2020, and 965 respondents participated in
all 4 surveys. Measures included work engagement, perceived social support and task resources, and psychological distress. The
data were analyzed using a hybrid linear regression model. 

Results: Work engagement remained stable and only decreased in autumn 2020. Within-person changes in social media
communication at work, social support, task resources, and psychological distress were all associated with work engagement.
The negative association between psychological distress and work engagement was stronger in autumn 2020 than before the
COVID-19 outbreak.

Conclusions: The COVID-19 pandemic has exerted pressure on mental health at work. Fostering social support and task
resources at work is important in maintaining work engagement. Social media communication could help maintain a supportive
work environment.

(J Med Internet Res 2021;23(6):e29036)   doi:10.2196/29036

KEYWORDS

COVID-19; engagement; mental health; moderator; predictor; psychological distress; social media; social support; support; task
resources; usage; work engagement

Introduction

The rapid spread of the COVID-19 pandemic has affected our
lives and work profoundly [1,2]. The COVID-19 pandemic has

pressurized organizations to make a rapid digital leap to remote
work and thus challenged and cultivated employees’well-being
[3,4]. In Europe, 37% of the employees began working remotely
in March and April 2020, with Finland having the largest
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proportion of remote workers (59%) [3]. In 2019, prior to the
COVID-19 pandemic, only 23% of people in Finland worked
remotely from home or other locations regularly, and 14% did
so occasionally; therefore, the leap has been enormous [5].

In remote work conditions during the COVID-19 pandemic,
the use of digital tools and social media platforms has increased
at work for information and document creation, sharing, and
exchange and for video meetings and discussions [6]. These
tools are often used for both work and nonwork purposes among
colleagues and have been found to enhance ways of working,
foster innovation, allow for learning new skills, enhance
performance, foster social relationships and social support,
organizational identification, enable job satisfaction, and work
engagement [6-11]. However, there is currently a lack of
research on their role during the pandemic.

Work engagement, a key positive motivational state of
well-being at work, is a comprehensive and enduring positive
mental state that employees experience at their workplace and
consists of three dimensions: vigor (ie, high energy levels,
mental resilience, and persistence), dedication (ie, a sense of
significance and pride), and absorption (ie, deep concentration
on work and challenges detaching from work) [12,13]. Work
engagement among employees in Finland was favorable before
the COVID-19 crisis: 63% experienced vigor, 64% experienced
dedication, and 56% experienced absorption in their work often
or always [5].

According to job demands-resources model, work engagement
is particularly driven by job resources, which are positive
psychological, physical, social, and organizational characteristics
of work, such as a good organizational climate and social
support from colleagues and supervisors, which help employees
accomplish work goals and foster learning and personal growth
[13,14]. Social support defined as emotional, informational,
and instrumental support, which describes not only the
functional importance of relationships, but also the quality of
those relationships and social belonging, can be a great
reciprocal resource, for example, in coping stress and enhancing
self-efficacy [15-18]. Engaged employees are more likely to be
proactive and productive in their work [19]. Furthermore,
autonomy, possibility to engage in meaningful work, and
opportunities to leverage their strengths and experience at work
are important factors influencing employee engagement [20-21].

Based on the Conservation of Resources (COR) theory, people
tend to obtain and protect valuable resources, and loss of
resources plays a significant role in the development of
psychological stress [22]. Work engagement, as an energetic
resource that employees may possess, should be a key priority
in organizations, as it can increase life satisfaction and can
prevent employees from psychological distress, depression,
anxiety, sickness absenteeism, and burnout [23-26].
Furthermore, work engagement has been associated with healthy
cardiac autonomic activity and a low likelihood of disability
pensions [27,28]. Notably, high levels of work engagement
have also been associated with increased short-term
psychological distress and with decreased psychological stress
over time [29]. At the societal level, work engagement predicts
less unemployment in the general population [27].

The COVID-19 pandemic, along with its associated increase
in digital and remote work, has potentially transformed ways
of working for good [30]. Prior literature indicates that in the
digital work environment, employees appreciate the opportunity
to influence their work and enjoy the freedom and flexibility to
complete their tasks; thus, they experience agency and higher
self-esteem [31]. Resources such as support from managers
received on social media can prevent work-related psychological
distress [32,33]. Recent studies on the COVID-19 pandemic
have reported that personal resilience and organizational and
social support can sustain employee well-being and prevent
anxiety [34]. Low supervisor support can, in turn, predict lower
well-being, including stress, exhaustion, and burnout [35].
Furthermore, a study on adults in the United States reported
that psychological distress increased from 3.9% in 2018 to
13.6% in 2020 during the COVID-19 pandemic [36]. Indeed,
employees in the medical field have reported increased
psychological distress and decreased well-being owing to
heightened demands and workloads [34,37].

According to the COR theory [22] resource gains (such as
supervisor support) in themselves have only a modest effect on
well-being, but instead acquire saliency in the context of
resource loss. Thus, prolongation of the COVID-19 pandemic
can be considered a resource threat for employees. It can be
argued that perceived social support and task resources have
been particularly important in autumn 2020 as social distancing
policies had been implemented since spring 2020 [1,2], and
normal social interactions and working practices have been
highly limited for a prolonged time. Among the basic
psychological needs, particularly relatedness (lack of social
contacts) and competence (eg, reduced possibilities to effectively
bring about desired effects and outcomes) have been affected
[38].

Social media communication at work has increased during the
COVID-19 pandemic [6], and prior evidence has shown that
work-related social media communication can enhance
occupational resources such as social support and organizational
identification and moreover work engagement [8]. However,
previous studies have also indicated that psychological distress
is associated with decreased work engagement before [39] and
during the COVID-19 pandemic in spring 2020 [40]. Thus far,
little is known about the longitudinal associations between
professional social media communication and work engagement
or how professional social media communication has affected
work engagement and employees’ mental well-being during
the COVID-19 pandemic.

This longitudinal study analyzed changes in work engagement
among employees in Finland before and during the COVID-19
pandemic. Our study investigated whether changes in social
media communication at work, perceived social support, task
resources, and psychological distress are related to changes in
employees’ work engagement, especially at a time of a
prolonged pandemic. We proposed the following hypotheses:
(1) increased social media communication predicts an increase
in work engagement; (2) increased perceived social support and
task resources at work predict an increase in work engagement;
(3) increased psychological distress predicts decreased work
engagement; and (4) the association between work engagement
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and (i) social media communication, (ii) social support, and (iii)
psychological distress have been stronger during rather than
before the COVID-19 pandemic.

Methods

Participants and Procedure
Data from a 4-timepoint longitudinal survey on social media
usage at work in Finland from 2019 to 2020 were acquired to
represent the working population in Finland. The first survey
was conducted in March to April 2019 (timepoint 1 [T1];
n=1817). The participants were recontacted in September to
October 2019 (timepoint 2 [T2]; n=1318), March to April 2020
(timepoint 3 [T3]; n=1081), and September to October 2020
(timepoint 4 [T4]; n=1152). The fourth survey was sent to all
original respondents, whereas the third survey was sent only to
those who had responded to the second survey.

The final sample in this study (n=965; 45.08% female; mean
age 44.97 years, SD 11.36 years) included respondents who
answered all 4 surveys, and the response rate was 53.11%. We
found no major bias when conducting nonresponse analyses
and when comparing the sample with official census figures of
the working population in Finland [8]. The sample encompassed
all major occupational fields and covered all prominent areas
of Finland [6]. Analyses focused on employees of working age
(18-66 years) and those respondents who remained employed
(n=868). Only those respondents who finished the whole survey
were included in the final data set. The survey study involved
no ethical issues according to the assessment of the Academic
Ethics Committee of Tampere region in Finland. The survey
was conducted in Finnish, and participation was voluntary. The
research group designed the survey and collected data in
collaboration with Norstat, whose web-based research panel
was used to recruit participants.

Measures

Work-Related and Nonwork-Related Social Media
Communication
We measured the frequency of social media usage for
work-related communication by asking the question, “How
often do you use social media to keep in touch with your
colleagues or work community regarding work-related matters
(eg, sharing information or agreeing on timetables)?” We
measured the frequency of social media usage for
nonwork-related communication by asking the question, “How
often do you use social media to keep in touch with your
colleagues or work community regarding nonwork-related
matters?” Possible answers were 0=“I don’t use it,” 1=“less
than weekly,” 2=“weekly,” 3=“daily,” and 4=“many times a
day.” Both social media communications were measured at
every time point; that is, every 6 months.

Work Engagement
Work engagement is most often measured using the Utrecht
Work Engagement Scale (UWES) [41]. The 9-item version of
this scale, UWES-9, is used most often owing to its construct
validity [42]. Example questionnaire items include the
following: “At my work, I feel that I am bursting with energy”

and “I feel happy when I am working intensely.” Responses are
scored on a scale ranging from 0=“never” to 6=“always/every
day.” All 3 dimensions of the UWES were summed up to create
a composite variable with a range of 0-54 and the Cronbach α
coefficient was measured for all timepoints, ranging from .95
to .96. Work engagement was measured at every timepoint; that
is, every 6 months.

Perceived Social Support
Perceived social support at work was measured using 4 questions
on social support received from colleagues, supervisors, and
the work community in general. These questions originate from
the second version of the Copenhagen Psychosocial
Questionnaire (Multimedia Appendix 1) [43], and they have
been previously validated as a measure for social support at
work [8]. Scores associated with these 4 items were summed
to obtain a composite variable with a range of 4-20. Higher
figures indicate higher perceived social support. The scale
showed high reliability (Cronbach α=.74-.79). Perceived social
support was measured at every timepoint; that is, every 6
months.

Task Resources
Task resources were measured using 4 questions from the work
organization and job content dimension of the second version
of the Copenhagen Psychosocial Questionnaire (Multimedia
Appendix 2) [43]. Scores associated with the 4 questions were
summed to obtain a composite variable with a range of 4-20.
The scale showed adequately high internal consistency
(Cronbach α=.67-.69). Task resources were measured at every
time point; that is, every 6 months.

Psychological Distress
We measured psychological distress using the 12-item General
Health Questionnaire [44]. Example questions included the
following: “Have you recently felt constantly under strain?”
and “Have you recently felt capable of making decisions about
things?” Scores associated with all items were summed to obtain
a composite variable with a range of 0-36. Higher scores indicate
higher psychological distress. The scale showed high reliability
(Cronbach α=.89-.92) between measurement points.
Psychological distress was measured at every timepoint; that
is, every 6 months.

Background Variables
Sociodemographic variables considered herein included age,
gender, and education. All background variables were assessed
at every timepoint; that is, every 6 months.

Statistical Analyses
As descriptive statistics, we expressed data as mean (SD) values
for continuous study variables and frequencies and proportions
for categorical variables (Tables 1 and 2). In addition, SD values
between measurements were calculated for the
within-person–level variables. We also assessed correlations
among our study variables measured at different timepoints
(Multimedia Appendix 3).

For all our hypotheses, we analyzed whether the within-person
variation in social media communication, perceived social
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support, task resources, and psychological distress predicted
changes in work engagement. We tested our hypotheses using
a hybrid (or within-between) linear regression model [45]. This
method decomposes the association between the dependent
variables and time-variant independent variables into
within-person and between-person effects. This is carried out
by adding the individual means of dependent variables
(between-person effects) and individual deviations from the
person means (within-person effects) into the model

simultaneously. Between-person effects are then estimated as
associations between the individual means of the dependent and
independent variables. Within-person effects are estimated as
associations between the dependent variable and the observed
deviation from the individual means. Thus, the between-person
effects describe static differences between individuals, whereas
within-person effects describe a dynamic relationship between
the timely fluctuations in both the dependent and independent
variables.

Table 1. Descriptive statistics of the study variables: continuous variables.

Within-person
differences, SD

TimeVariables

T4, mean (SD)T3, mean (SD)T2, mean (SD)T1, mean (SD)Range

5.3538.42 (12.04)39.29 (11.64)39.08 (12.15)38.78 (12.13)0-54Work engagement

0.691.51 (1.25)1.52 (1.21)1.31 (1.19)1.27 (1.21)0-4Work-related social media
communication

0.591.18 (1.01)1.24 (1.06)1.10 (0.99)1.16 (1.06)0-4Nonwork-related social me-
dia communication

1.4914.65 (3.01)14.68 (2.91)14.56 (2.87)14.65 (2.86)4-20Social support

1.3113.90 (2.70)14.03 (2.63)13.98 (2.74)13.89 (2.76)4-20Task resources

3.3224.19 (5.53)24.26 (5.29)24.14 (5.60)24.89 (6.21)12-48Psychological distress

N/AN/AN/AN/Aa43.52 (10.86)18-64Age in T1 (years)

aN/A: not applicable.

Table 2. Descriptive statistics of the study variables: categorical variables.

ValuesVariables

Number of participants, n (%)Coding

379 (43.7)0/1Femalesa

26 (3.0)0/1Basic education

429 (49.4)0/1Secondary degree

aNumber of participants at each time point (T1-T4)=868; total number of observations (T1+T2+T3+T4)=3472.

Our analysis proceeded in 2 steps. Model 1 included all our
within-person and between-person main effects and a random
intercept. For work-related and nonwork-related social media
communication, perceived social support, task resources, and
psychological distress, the effects were estimated as within-
and between-person effects. For time, we estimated only
within-person effects. Time was included as binary variables
(T2-T4) with T1 as a reference category. Gender, age, and
education at T1 were added to the model as between-person
variables, as they varied only between persons.

To test our hypothesized moderation effects, within-person
interaction terms including work-related and nonwork-related

social media communication, perceived social support, task
resources, and psychological distress at T4 were added to the
model; Schunck [46] has described the estimation of
within-person interaction terms. The significant interaction
terms (95% CI) are reported in Model 2 in Tables 3 and 4. We
report unstandardized regression coefficients (Β), their estimated
SE values, significance (P value), the variance of random
intercept, and a log pseudolikelihood estimate in Tables 3 and

4. For effect size estimates, we reported Cohen f2 coefficients
for all the significant predictors. These coefficients were
calculated using the approach described by Selya et al [47] and
they can be interpreted as the proportion of explained variance
associated with certain independent variables [48].
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Table 3. Within-between models predicting changes in work engagement with time: fixed effects.

Model 2Model 1Variables

P valueB (SE)P valueB (SE)

.313.99 (3.89).214.84 (3.82)Constant

Within-person variables

.680.11 (0.26).750.08 (0.26)T2 (reference: T1)

.710.10 (0.28).770.08 (0.28)T3 (reference: T1)

.042.69 (1.31).02–0.66a(0.29)T4 (reference: T1)

.010.38 (0.15).0090.38 (0.15)Work-related social media communication

.480.12 (0.17).500.11 (0.17)Nonwork-related social media communication

<.0010.81 (0.09)<.0010.82 (0.09)Social support

<.0010.92 (0.10)<.0010.91 (0.10)Task resources

<.001–0.25 (0.04)<.001–0.28 (0.04)Psychological distress

Between-person variables

<.0014.02 (0.54)<.0014.02 (0.54)Females

.29–1.97 (1.87).29–1.97 (1.87)Basic education

.84–0.11 (0.54).84–0.11 (0.54)Secondary degree

.0030.08 (0.02).0030.08 (0.02)Age at T1 (years)

.260.44 (0.39).260.44 (0.39)Work-related social media communication

.0031.35 (0.45).0031.35 (0.45)Nonwork-related social media communication

<.0010.72 (0.14)<.0010.72 (0.14)Social support

<.0011.89 (0.15)<.0011.89 (0.15)Task resources

<.001–0.57 (0.08)<.001–0.57 (0.08)Psychological distress

Within-level interactions

.012–0.14 (0.05)N/AN/AbPsychological distress at T4

aValues in italics are significant.
bN/A: not applicable.

Table 4. Within-between models predicting changes in work engagement with time: random effects.

Model 2Model 1Variables

52.52 (45.40-60.76)52.49 (45.37-60.73)Intercept, variance (95% CI)

–11748.44–11753.96Log pseudolikelihood

Results

The results of descriptive statistical analysis are shown in Tables
1 and 2. There were no significant changes in work engagement
in T1-T3; however, in T4, work engagement decreased
(Β=–0.66; P=.02) (Table 3). The effect size of this change was

low (Cohen f2<.01). Among the other within-person variables,
an increase in work-related social media communication
(Β=0.38; P=.009), social support (Β=0.82; P<.001), and task
resources (Β=0.91; P<.001) were associated with increased
work engagement. Increased psychological distress, in turn,
was associated with reduced work engagement (Β=–0.28;
P<.001). The variance in work engagement was mainly

explained by social support (Cohen f2=.06), task resources

(Cohen f2=.05), and psychological distress (Cohen’s f2=.04),
and the effect size for work-related social media communication

was low (Cohen f2<.01).

Between-person differences in nonwork-related social media

communication (Β=1.35; Cohen f2<.01; P=.003), social support

(Β=0.72; Cohen f2<.01; P<.001), and task resources (Β=1.89;

Cohen f2=.01; P<.001) were positively associated with average
work engagement, yet they only explained a marginal share of
the variance in work engagement. Between-person differences
in psychological distress, in turn, were negatively associated
with work engagement (Β=–0.57; P<.001). The effect size for

this association was low (Cohen f2<.01). In addition, female
gender (Β=4.02; P<.001) and age (Β=0.08; P=.003) were
associated with between-person differences in work engagement.
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This implies that females reported higher work engagement on
average than males, and older respondents also had higher work
engagement on average. However, the effect size was low both

for gender (Cohen f2<.01) and age (Cohen f2<.01).

Among our moderations (model 2), only the interaction effect
between T4 and psychological distress was significantly related
to work engagement (Β=–0.14; P=.012). As expected, the
negative association between within-person differences in work
engagement and psychological distress was stronger in autumn
2020 (Β=–0.39) than at T1 (Β=–0.25; P<.001). However, the
overall proportion of the variance in work engagement explained

by this interaction was low (Cohen f2<.01).

Discussion

Principal Findings
This study longitudinally investigated how social media
communication at work predicts work engagement. Our
theoretical and empirical model was based on the job
demands-resources model and COR theory and considered the
role of social support and task resources at work, along with
psychological distress. Our results show that work engagement
remained stable and only decreased in autumn 2020.
Within-person changes in social media communication at work,
social support, task resources, and psychological distress were
associated with work engagement. Moreover, work engagement
decreased during autumn 2020 when psychological distress had
a stronger negative association with work engagement compared
to that before the COVID-19 outbreak.

Our findings partly support hypothesis 1 and fully support
hypothesis 2, thus demonstrating that more intensive
work-related social media communication and higher perceived
social support and task resources are associated with higher
within-person work engagement. Nonwork-related
communication with colleagues, perceived social support, and
task resources were associated with between-person work
engagement. However, within-person changes in
nonwork-related social media communication did not predict
changes in work engagement. Women and older people
experienced higher work engagement, as reported previously
for individuals in Finland and Europe [49,50].

Increased psychological distress was associated with reduced
within-person work engagement, thus supporting hypothesis 3.
Our results do not support hypotheses 4-i and 4-ii as the
associations between work engagement and social media
communication, perceived social support, and task resources
did not change during the COVID-19 pandemic. The results
partly support hypothesis 4-iii because the within-person
association between psychological distress and work
engagement was stronger during the COVID-19 pandemic (ie,
autumn 2020).

Comparison With Prior Work
Our study is timely and the first one to offer longitudinal
evidence regarding internal and external social media
communication, both work-related and nonwork-related, in
organizations and the related well-being implications, before

and during the COVID-19 pandemic. Our findings revealed that
work engagement remained considerably state at the onset of
the COVID-19 pandemic during spring 2020. Hence, our results
provide interesting insights and are in contrast with those of
prior studies reporting that major disasters usually provoke
stress and reduce resources [22,51]. However, prolonged
uncertain situations have detrimental effects on well-being [52],
which our results also confirm.

Increased psychological distress was associated with reduced
work engagement in the within-person model, which is in line
with prior reports on stress and social media use [53,54].
Individuals experienced higher psychological distress and lower
work engagement during the autumn 2020, when COVID-19
was already well-known, and the crisis was underway.
Therefore, our results contribute to the current literature on
crises and the use of information and communication
technologies [55,56], which indicate that a continued crisis has
a negative influence on employee well-being and provides
further knowledge, especially on professional social media use
during the COVID-19 pandemic.

The significant role of various job resources in work engagement
construction has been established in prior studies and in the
context of social media [8,13,14]. Our findings strengthen the
role of job resources in boosting work engagement during the
pandemic by demonstrating that an increase in perceived social
support and task resources fosters within-person and
between-person work engagement.

Our findings have practical implications for organizations by
demonstrating that work engagement decreased during autumn
2020, while psychological distress was stronger at that
timepoint. Employees continued to work under uncertain
conditions in autumn 2020 with no certain signs of future relief.
Thus, providing mental health support for employees in such
situations is crucial. The importance of supervisor support in
alleviating employees’ emotional exhaustion and feelings of
uncertainty regarding COVID-19 has been previously reported
[57], which our findings also emphasize. Furthermore, our
results indicate that work-related social media communication
is associated with enhanced work engagement, thus explaining
within-person variation. Hence, communication with colleagues
via social media can also serve as an important job resource
that supports employees’ resources and vigor, as well as their
dedication to and absorption in their work.

Increased nonwork-related social media communication did not
explain within-person variation in work engagement. We
observed only between-person differences because those with
high nonwork-related social media communication also had a
higher level of work engagement on average. Employees who
use social media actively for informal communication are also
the ones who engage more in their work. This is because when
engaged, employees invest energy into their work-related roles
and therefore behave more proactively [58] and have higher
contextual performance; that is, an individual’s propensity to
behave in ways that facilitate the social and psychological
context of an organization [59]. Furthermore, the association
between informal social media communication and work
engagement might be more complex. For example, prior
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literature has reported that the association between informal
social media communication and work engagement is mediated
through other factors such as social support and organizational
identification [8].

Moreover, increased social support and task resources were
related to enhanced within-person and between-person work
engagement. The results emphasize the importance of supporting
employees in using their expertise, maintaining a sense of
meaningfulness, providing possibilities to influence their work
content and load, and offering and receiving social support.

Strengths and Limitations
We used a longitudinal, nationally representative sample, which
enabled the analysis of timepoints before and during the
COVID-19 crisis and the related effects on well-being, which
can regard as one of the strengths of this study. The response
rate was high, and our survey included a very limited number
of missing observations. The study design with work-related
and nonwork-related social media communication was
novel, and a similar longitudinal study has not been performed

before. The study was conducted with employed people in
Finland and did not examine the COVID-19 crisis
cross-nationally. Because this was an observational study, the
associations reported herein should not be directly interpreted
as causal relationships. Some effect sizes were low, but effect
sizes for the main results remained significant even though our
model was adjusted for a number of factors. This study was
also limited to self-reported information.

Conclusions
Work engagement decreased during autumn 2020 at a time
when psychological distress had a stronger negative association
with work engagement. Social media communication at work,
perceived social support, and task resources were also associated
with higher work engagement. Overall, work engagement
remained relatively stable during the COVID-19 crisis.
However, providing mental health support during a prolonged
crisis is crucial for organizations. Moreover, supporting
employees’ resources at work is important in maintaining
employee work engagement, in which social media
communication can be of help.
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Abstract

Background: The COVID-19 pandemic has highlighted the importance of rapid dissemination of scientific and medical
discoveries. Current platforms available for the distribution of scientific and clinical research data and information include preprint
repositories and traditional peer-reviewed journals. In recent times, social media has emerged as a helpful platform to share
scientific and medical discoveries.

Objective: This study aimed to comparatively analyze activity on social media (specifically, Twitter) and that related to
publications in the form of preprint and peer-reviewed journal articles in the context of COVID-19 and gastroenterology during
the early stages of the COVID-19 pandemic.

Methods: COVID-19–related data from Twitter (tweets and user data) and articles published in preprint servers (bioRxiv and
medRxiv) as well as in the PubMed database were collected and analyzed during the first 6 months of the pandemic, from
December 2019 through May 2020. Global and regional geographic and gastrointestinal organ–specific social media trends were
compared to preprint and publication activity. Any relationship between Twitter activity and preprint articles published and that
between Twitter activity and PubMed articles published overall, by organ system, and by geographic location were identified
using Spearman’s rank-order correlation.

Results: Over the 6-month period, 73,079 tweets from 44,609 users, 7164 journal publications, and 4702 preprint publications
were retrieved. Twitter activity (ie, number of tweets) peaked in March 2020, whereas preprint and publication activity (ie, number
of articles published) peaked in April 2020. Overall, strong correlations were identified between trends in Twitter activity and
preprint and publication activity (P<.001 for both). COVID-19 data across the three platforms mainly concentrated on pulmonology
or critical care, but when analyzing the field of gastroenterology specifically, most tweets pertained to pancreatology, most
publications focused on hepatology, and most preprints covered hepatology and luminal gastroenterology. Furthermore, there
were significant positive associations between trends in Twitter and publication activity for all gastroenterology topics (luminal
gastroenterology: P=.009; hepatology and inflammatory bowel disease: P=.006; gastrointestinal endoscopy: P=.007), except
pancreatology (P=.20), suggesting that Twitter activity did not correlate with publication activity for this topic. Finally, Twitter
activity was the highest in the United States (7331 tweets), whereas PubMed activity was the highest in China (1768 publications).

Conclusions: The COVID-19 pandemic has highlighted the potential of social media as a vehicle for disseminating scientific
information during a public health crisis. Sharing and spreading information on COVID-19 in a timely manner during the pandemic
has been paramount; this was achieved at a much faster pace on social media, particularly on Twitter. Future investigation could
demonstrate how social media can be used to augment and promote scholarly activity, especially as the world begins to increasingly
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rely on digital or virtual platforms. Scientists and clinicians should consider the use of social media in augmenting public awareness
regarding their scholarly pursuits.

(J Med Internet Res 2021;23(6):e26956)   doi:10.2196/26956
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coronavirus; COVID-19; social media; gastroenterology; SARS-CoV-2; research; literature; dissemination; Twitter; preprint

Introduction

COVID-19, caused by the novel coronavirus SARS-CoV-2
(severe acute respiratory syndrome coronavirus), emerged into
public view in December 2019 and resulted in a pandemic that
has affected six continents, and it continues to indiscriminately
affect individuals of all ages, races, and ethnicities. According
to the World Health Organization, there have been more than
33,000,000 confirmed cases of COVID-19 globally, including
more than 1,000,000 deaths reported by the end of September
2020—only 9 months after its emergence [1]. With time,
different countries faced surges in cases straining their health
care systems in unprecedented ways. It is during these times
that the rapid dissemination of information related to this highly
contagious virus and its management has been crucial.

Even though initial experiences related to COVID-19 primarily
described respiratory complications, reports of
gastrointestinal/gastroenterology (GI) involvement became
more evident with increased clinical experience [2]. Although
the extent of GI involvement with COVID-19 was uncertain
based on early published experiences, it was postulated that this
could be substantial due to the identification of the entry
mechanism of SARS-CoV-2 that utilizes the angiotensin-2
(ACE2) receptor pathway, which is found throughout the GI
tract, liver, and pancreas. Given the pathogen’s similarities to
the coronavirus known to cause severe acute respiratory
syndrome (SARS) and Middle East Respiratory Syndrome
(MERS), investigators suspected that prior experiences with
these preceding viruses could provide insight into the current
COVID-19 pandemic. Thus, GI luminal manifestations, the
involvement of the liver and pancreas, and the management of
unique GI patient populations were all considered areas of
clinical and research interest [3-5]. Considering the rapid spread
of COVID-19 and the consequent interruption of health care
services across multiple fronts, the publishing of international
experience with COVID-19 along with frequent updates in
clinical guidance documents have assisted the GI community
in managing this novel disease [6-9]. Furthermore, in an effort
to mitigate the spread of infection, endoscopists have
encountered significant changes to endoscopic practices by
adopting new preprocedure regulations, use of enhanced
personal protective equipment, and the rearrangement of
endoscopy units to facilitate social distancing [10,11].
Additionally, with the implementation of national “lockdowns,”
the ability to share clinical experiences, analyze medical data,
and disseminate management strategies for COVID-19 has
become reliant on electronic media [12]. During these
unprecedented times, the medical community has increasingly

utilized social media (eg, Twitter, Facebook, TikTok) for
communication and to facilitate interdisciplinary discussion
[13,14].

Social media platforms such as Twitter are social networking
services through which any user or organization with an account,
including those belonging to the scientific and medical
communities, can share information and achievements.
Compared to other professions, the health care community has
been relatively reluctant in utilizing social media for professional
purposes related to concerns on its potential impact on
employment, medicolegal liability, and relationships among
patients and colleagues [15-17]. Nonetheless, as these platforms
continue to gain global acceptance and utilization, the ability
to collect and analyze data from social media platforms has
become essential in understanding health care–related needs,
shifting public health interests, and highlighting areas for further
medical study [18]. In this study, we aimed to explore
COVID-19–related social media activity pertaining to the fields
of gastroenterology and hepatology during the initial 6-month
period of the COVID-19 pandemic, when knowledge about the
virus was new and limited. Furthermore, we aimed to compare
activity on social media—specifically Twitter—with that via
more traditional channels of medical information sharing and
distribution such as publications in medical journals and preprint
repositories.

Methods

Data Collection for COVID-19–Related Twitter
Activity
Data were collected using the publicly available Twitter
analytics platform Symplur Signals [19]—a health care social
media analytics platform that utilizes algorithms with natural
language processing to provide in-depth information on Twitter
activity. Data on topics related to COVID-19 were collected by
performing specific searches categorizing the topics by organ
system (Multimedia Appendix 1). Data were captured over the
first 6 months of the COVID-19 pandemic, from December 1,
2019, to May 31, 2020. In an effort to capture the longitudinal
evolution of social media use during this period, each month
was split into half (ie, day 1-15 and day 16 to the end of the
month). Data collected included total number of tweets and
retweets, total number of impressions, total number of users,
and user data, including the place of origin—by country
(globally) and by state (within the United States). The ratios of
tweets per Twitter user and impressions per tweet were also
calculated (Figure 1). Definitions of these terms can be found
in Multimedia Appendix 1. 
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Figure 1. Study flow diagram outlining the data extraction method from 3 media platforms analyzed (Twitter, PubMed-NCBI, and medRxiv or bioRxiv).
*Each month of the specific study period was split into half-month intervals for the purposes of analysis. **Duplicate publications from separate searches
were individually reviewed and reorganized into the most appropriate subject group in order to eliminate potential for publications to be accounted for
more than once. ***A follow-up review of preprint articles pertaining to COVID-19 and gastroenterology that ultimately resulted in formal peer-reviewed
journal publications was performed for July 2020. IBD: inflammatory bowel disease; GI: gastrointestinal.

Data Collection for COVID-19–Related Preprints and
Publications
Preprint articles are research manuscripts shared publicly before
peer review, which allows for rapid dissemination of
information, thereby helping to inform policy and clinical
practice in a timely manner. Preprint repositories have gained
considerable attention over the course of the COVID-19
pandemic and have been increasingly utilized for the
dissemination of crucial pandemic-related research. For our
analysis, preprint articles related to COVID-19 biomedical
research were identified using two popular preprint servers:
medRxiv and bioRxiv. Specific search terms (see Multimedia
Appendix 1) were used to identify and extract COVID-19
preprint articles for each half-month period across the 6-month
study period for comparison with Twitter data. Furthermore, a
follow-up review of the preprint articles pertaining to COVID-19
and gastroenterology that ultimately resulted in formal
peer-reviewed journal publications was performed for the month
of July 2020. This was done to account for the delay associated
with the formal publication of a preprint article.

For the analysis of peer-reviewed publications, the
PubMed–NCBI database was used to search for all publications
pertaining to COVID-19 over the 6-month study period. The

specific search terms used are detailed in Multimedia Appendix
1. All citations resulting from PubMed searches were recorded,
and the search results were further filtered by half-month time
intervals, identical to the search methods used for Twitter
content and preprint articles for the purposes of comparison.
For both preprints and publications, articles were further
subgrouped by organ system topic. Duplicate publications from
separate searches were individually reviewed and recategorized
into the most appropriate subject group, thereby eliminating the
potential for publications to be accounted for more than once.
Finally, for each publication, the geographic location of the first
author’s institution was recorded. 

Analysis of Social Media, Preprint, and Publication
Activity
The primary outcome of the analysis was to identify the peak
activity across the 3 platforms, as this shows how efficiently
one platform could disseminate information as compared to the
others. “Activity” was defined by the number of tweets (via
Twitter), or publications (when referring to preprint or
publication databases, such as bioRxiv and medRxiv or PubMed,
respectively) produced. “Dissemination” could be defined in
different ways as referenced by a previous systemic review
report published by the Agency for Healthcare Research and
Quality (AHRQ); however, for the purpose of this study, it was
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defined as “the active and targeted distribution of information
or interventions via determined channels using planned strategies
to a specific public health or clinical practice audience” [20].
In this study, the information distributed is the content of tweets
or articles published in preprint repositories or accessible via
the PubMed database. Of note, Twitter impressions is a
convenient way to measure the exact distribution of the tweet
content, as it calculates how many users would have been sent
a particular tweet based on the number of followers the user
who posted the tweet originally had. Secondary outcomes
included (1) peak activity in each platform overall and then by
GI subtopic, (2) peak activity in each platform by geographic
location, and (3) comparison of trends between the different
platforms overall, as well as by GI subtopic (see Multimedia
Appendix 1).

Summary statistics of baseline data for tweets, impressions,
preprints and PubMed publications are presented as frequencies
for categorical data unless otherwise specified. Spearman’s
rank-order correlation was performed to determine the
relationship between Twitter activity (ie, tweets and
impressions) and PubMed publications overall, by organ system
and geographic location, as well as by Twitter activity and
preprint articles overall and by organ system. Analysis was

performed using STATA 15 (StataCorp, LLC)
software. Statistical significance was set at P<.05. All authors
had access to the study data and reviewed and approved the
final manuscript.

Results

COVID-19–Related Publications and Twitter Activity
Trends
Over the 6-month study period from December 1, 2019, through
May 31, 2020, 73,079 tweets were identified from a total of
44,609 users, generating 207,039,610 impressions on the topic
of COVID-19. During this same period, 7164 publications
pertaining to COVID-19 were found to be indexed in PubMed
along with 4702 preprints archived in medRxiv and bioRxiv
repositories. The overall summary of Twitter and research
publication activity by half-month time interval is shown in
Table 1. Twitter activity, with regard to original tweets on the
topic of COVID-19 did not appear until the latter half of January
2020, which resulted in 245 original tweets. This activity
progressively increased thereafter and peaked during March
16-31, 2020, with 20,660 original tweets before gradually
decreasing over the remaining study interval (Figure 2).

Table 1. A comparison of productivity trends by half-month intervals of COVID-19–related publication, preprint, and Twitter activity from December
2019 through May 2020.

May 2020April 2020March 2020February 2020January 2020December
2019

Informational
sources

16-311-1516-301-1516-311-1516-291-1516-311-1516-311-15

154115611586119658834218013534000Publicationsa, n

108610519226335062171817135000Preprintsb, n

609073999636138452066013797815592245000Tweetsc, n

41,900,25722,536,32629,411,07733,351,33744,640,30330,061,305180,5941,809,2241,439,197000Impressions

688030463052240921792179232030565874000Impressions per
tweet

3153375956478210130349727552362165000Unique users

1.931.971.711.691.591.421.481.641.48000Tweets per user

aPublications indexed in PubMed–NCBI database.
bPreprints located in the medRxiv and bioRxiv repositories.
cTweets and associated variables extracted using Symplur Signals search engine.
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Figure 2. Trend of COVID-19–related tweets, ratio of impressions to tweets, publications and preprints. Twitter activity from December 1, 2019,
through May 31, 2020, captured at half-month intervals by using the Twitter analytics platform Symplur Signals. Preprints from medRxiv and bioRxiv
repositories were also abstracted during this time period along with publications indexed in the PubMed-NCBI database.

A similar pattern of activity was observed among the number
of Twitter users who posted tweets related to COVID-19, which
increased from 165 users to 13,034 users between January and
the latter half of March 2020. Twitter impressions followed a
similar pattern, with a peak observed during the second half of
March 2020. Interestingly, a second peak in impressions was
apparent during the latter half of May 2020, which was not

observed with regard to the number of tweets and Twitter users
(Figure 3). On average, the number of tweets per Twitter user
ranged from 1.48 to 1.97. Impressions generated per tweet were
initially high (5874 impressions/tweet) in the latter half of
January 2020 but did not peak until the latter half of May 2020
(6880 impressions/tweet). Temporal trends are further detailed
in Figure 2.

Figure 3. Trend of COVID-19 Twitter impressions. Number of impressions generated from Twitter from December 1, 2019, through May 31, 2020,
captured at half-month intervals by using the Twitter analytics platform Symplur Signals.

Scientific COVID-19–related articles indexed in PubMed as
well as preprints in medRxiv and bioRxiv servers followed a

similar trajectory as Twitter activity, with both the first
peer-reviewed articles and the first preprints becoming available
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during the second half of January 2020 [21]. However, unlike
Twitter activity that peaked in the second half of March 2020,
publications and preprints reached peak activity around the
second half of April 2020. Notably, we observed a parallel rise
in the number of preprints and PubMed publications (Table 1
and Figure 2).

A moderately strong correlation was demonstrated between
Twitter activity (ie, number of tweets) and number of PubMed

publications (ρ=0.58), as well as between Twitter activity and
number of preprints (ρ=0.57) across the study duration (P<.001
for both; Table 2).

Similarly, there was a moderately strong association between
the number of Twitter impressions and PubMed publications
(ρ=0.56, P<.001), as well as between the number of Twitter
impressions and preprints (ρ=0.54, P<.001; Table 3).

Table 2. Correlation between Twitter activity (tweets) and PubMed publications and between Twitter activity (tweets) and preprints by organ system.
Italicized values indicate statistical significance.

P valueTweets and preprints (ρ)P valueTweets and PubMed publications (ρ)Organ system

<.0010.57<.0010.58Overall trend

Trend by organ system

.0030.8.0020.8Pulmonology or critical care

.030.6.0090.7Luminal gastroenterology

.0090.7.0060.7Hepatology

.070.5.0060.7Inflammatory bowel disease

.300.4.200.4Pancreatology

.020.7.0070.7Gastrointestinal endoscopy

Table 3. Correlation between Twitter activity (impressions) and PubMed publications and between Twitter activity (impressions) and preprints by
organ system. Italicized values indicate statistical significance.

P valueImpressions and preprints (ρ)P valueImpressions and PubMed publications (ρ)Organ system

<.0010.54<.0010.56Overall trend

Trend by organ system

.0020.8.0010.8Pulmonology or critical care

.0060.7.0090.7Luminal gastroenterology

.0060.7.0050.7Hepatology

.200.4.0040.8Inflammatory bowel disease

.300.3.070.5Pancreatology

.020.7.0040.8Gastrointestinal endoscopy

COVID-19–Related Twitter, Publication, and Preprint
Content Classified by Organ System Topic

Overview
Analysis of Twitter, publication, and preprint data pertaining
to the effects of COVID-19 on specific organ system topics are
outlined in Table S1 of Multimedia Appendix 2, and trends are
illustrated in Figure 4 and Figure 5. The majority of
COVID-19–related tweets (58,792/73,079, 80.4%), publications
(6713/7164, 93.7%), and preprint articles (4567/4702, 97.1%)
covered the topic of pulmonology or critical care.
Gastroenterology was a small subset of these topics; however,

within the field, the majority of tweets were on the topics of
pancreatology (5804/73,079, 7.9%), followed by luminal
gastroenterology (3318/73,079, 4.5%), inflammatory bowel
disease (2818/73,079, 3.9%), GI endoscopy (1764/73,079,
2.4%), and hepatology (583/73,079, 0.8%). With regard to
gastroenterology-related publications, the majority of articles
were on the topic of hepatology (236/7250, 3.3%) followed by
GI endoscopy (111/7250, 1.5%), luminal gastroenterology
(64/7250, 0.9%), IBD (30/7250, 0.4%), and pancreatology
(10/7250, 0.1%). Preprint publications were primarily on the
topics of luminal gastroenterology (21/4702, 0.4%), hepatology
(18/4702, 0.4%), and IBD (3/4702, 0.1%) (see Table S1 in
Multimedia Appendix 2).
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Figure 4. Trend of Twitter, publication, and preprint activity related to COVID-19 and pulmonary or critical care topics. Comparison of the number
of tweets posted with articles published in peer-reviewed journals and preprints published pertaining to COVID 19 and pulmonary or critical care at
half-month intervals between December 2019 and May 2020.
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Figure 5. Trend of COVID-19 and gastroenterology subspecialty–related Twitter, publication, and preprint activity. Trend in the number of (A) tweets,
(B) publications, and (C) preprints published pertaining to COVID 19 and gastroenterology subspecialty topics at half-month intervals between December
2019 and May 2020. GI: gastrointestinal; IBD: inflammatory bowel disease.

Pulmonology and Critical Care
Approximately 59,000 COVID-19–related tweets analyzed
across the study period were on the topic of pulmonology or
critical care. The most significant increase in tweets on this
topic occurred between February and March 2020, with a nearly
22-fold increase, and an ultimate peak in activity (n=16,489)

was observed in the latter half of March (Figure 4 and Table S1
in Multimedia Appendix 2).

A total of 6713 peer-reviewed articles on the topic of
pulmonology or critical care and COVID-19 were indexed in
PubMed during the 6-month study period, and these first
appeared in January 2020. The most significant increase (ie,
2-fold) in the number of publications on COVID-19 and
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pulmonology or critical care was observed between the latter
half of March 2020 and the start of April 2020. As compared
to peer-reviewed publications, there were approximately
one-third fewer preprint articles (n=4567) in medRxiv and
bioRxiv related to COVID-19 and pulmonology or critical care
identified during the study period. Moreover, on the topic of
pulmonology or critical care and COVID-19, the longitudinal
trend in preprint article availability appears to have paralleled
publications indexed in PubMed; however, for preprint articles,
the most significant rise was observed 2 weeks prior to that
observed with PubMed publications, specifically between the
first and second half of March (Figure 4 and Table S1 in
Multimedia Appendix 2).

There was a strong correlation between both the number of
COVID-19–related tweets and peer-reviewed publications
(ρ=0.8, P=.002) as well as between the number of
COVID-19–related tweets and preprints (ρ=0.8, P=.003,
respectively; Table 2) on the topic of pulmonology or critical
care. Similarly, there was a strong correlation between both
pulmonology or critical care–related Twitter impressions and
publications (ρ=0.8, P=.001) as well as between Twitter
impressions and preprints (ρ=0.8, P=.002; Table 3).

Gastroenterology
A total of 14,285 tweets concerning the field of gastroenterology
and COVID-19 (encompassing subspecialty fields of luminal
gastroenterology, IBD, hepatology, GI endoscopy, and
pancreatology) were identified during the study period (Figure
5 and Table S1 in Multimedia Appendix 2). Among all tweets
recorded during the 6-month study period, 19.6%
(14,287/73,079) were on the topic of COVID-19 and
gastroenterology. The longitudinal trend in number of
gastroenterology-related tweets (including subspecialty
gastroenterology fields) paralleled that observed with
pulmonology or critical care–related tweets, with an approximate
45-fold increase in the number of tweets spanning the latter half
of February 2020 (n=75) and peaking in the second half of
March 2020 (n=4171). When further stratified by subspecialty
field, the majority of COVID-19 and gastroenterology–related
tweets were on the topic of pancreatology (5804/14,287, 40.6%),
followed by luminal gastroenterology (3318/14,287, 23.2%),
IBD (2647/14,287, 19.7%), GI endoscopy (1764/14,287, 12.3%),
and hepatology (583/14,287, 4.1%).

A total of 449 peer-reviewed publications related to COVID-19
and gastroenterology were identified in PubMed during the
study period. In contrast to Twitter activity, the majority of
these publications were on the topic of hepatology (235/449,
52.3%) followed by GI endoscopy (111/449, 24.6%), luminal
gastroenterology (64/449, 14.2%), IBD (30/449, 6.7%), and
pancreatology (10/449, 2.2%). Similar to Twitter activity,
PubMed publications on the topics of luminal gastroenterology
and hepatology first appeared in the latter half of January 2020.
The most significant increase in COVID-19 and liver–related
publications was observed between the latter half of March
(n=12) and early April 2020 (n=31), with an over 2.5-fold
increase in the number of publications on this topic. Luminal
gastroenterology–related publications, which first appeared in
the latter half of February 2020, significantly increased between

the second half of March and early April 2020, with a 5-fold
increase as detailed in Table S1 in Multimedia Appendix 2.

A total of 45 COVID-19 and gastroenterology–related preprints
were archived in medRxiv and bioRxiv servers over the study
period. Longitudinal analysis showed that the number of
preprints on the topic of gastroenterology peaked in the latter
half of April 2020. When further stratified by subspecialty,
unlike that observed with peer-reviewed publications, the
majority of preprints covered luminal gastroenterology (21/45,
46.7%), followed by hepatology (18/45, 40%), IBD (3/45,
6.7%), GI endoscopy (2/45, 4.4%), and pancreatology (1/45,
2.2%) (Table S1 in Multimedia Appendix 2).

Similar to pulmonology or critical care–related content, there
was a strong correlation between tweets and peer-reviewed
publications (ρ=0.6, P=.03) as well as between tweets and
preprints (ρ=0.7, P=.009) on the topic of luminal
gastroenterology. Additionally, a strong correlation was
identified between both the number of tweets and peer-reviewed
publications (ρ=0.7, P=.006) as well as between tweets and
preprints (ρ=0.7, P=.009) on the topic of COVID-19 and
hepatology. A similarly strong correlation was observed between
the number of tweets and PubMed publications on the topic of
GI endoscopy (ρ=0.7, P=.007), the number of tweets and
preprints on the topic of GI endoscopy (ρ=0.7, P=.02), and the
number of tweets and peer-reviewed publications on the topic
of COVID-19 and IBD (ρ=0.7, P=.008). In contrast, no
significant correlation was identified between tweets and
peer-reviewed publications or preprints on the topic of
COVID-19 and pancreatology (Table 2).

Regarding COVID-19 and luminal gastroenterology content, a
strong correlation was observed between both Twitter
impressions and peer-reviewed publications (ρ=0.7, P=.009)
as well as between Twitter impressions and preprints (ρ=0.7,
P=.006). Similarly, strong correlations were identified between
Twitter impressions and peer-reviewed publications on the
topics of COVID-19 and hepatology (ρ=0.7, P=.005), IBD
(ρ=0.8, P=.004), and GI endoscopy (ρ=0.8, P=.004). There was
no significant correlation between Twitter impressions and
publications on the topic of COVID-19 and pancreatology. In
evaluating the association between Twitter impressions and
preprints, strong associations were found on the topics of
hepatology (ρ=0.7, P=.006) and GI endoscopy (ρ=0.7, P=.02),
whereas no associations were found pertaining to the topics of
IBD and pancreatology (Table 3).

COVID-19 Twitter and Publication Content by
Geographic Location
The top 5 countries with the highest number of
COVID-19–related tweets posted globally over the 6-month
study period included the United States (7331/22,215, 33.0%),
followed by the United Kingdom (4229/22,215, 19.3%), Spain
(1527/22,215, 6.8%), Canada (1174/22,215, 5.3%), and
Australia (673/22,215, 3.0%). China generated the highest
number of peer-reviewed publications indexed in PubMed
(1768/6352, 27.8%) throughout the study period, followed by
Italy (915/6352, 14.4%), the United States (389/6352, 6.1%),
France (348/6352, 5.5%), and India (303/6352, 4.8%). Figure
6 illustrates the countries with the highest Twitter activity and
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peer-reviewed publication activity. The top 20 countries with
the highest number of tweets and the highest number of
peer-reviewed publications are listed in Tables S3 and S4,
respectively, in Multimedia Appendix 2. There was a strong

correlation between the number of tweets and peer-reviewed
publications in both the United States (ρ=0.8, P=.005) and the
United Kingdom (ρ=0.8, P=.01; see Table S2 in in Multimedia
Appendix 2).

Figure 6. Heat maps illustrating the total number of COVID-19–related tweets (A) across the globe and (C) in the United States, as well as publications
indexed in the PubMed-NCBI represented (B) across the globe and (D) in the United States, over the 6-month study period (December 2019 through
May 2020). Numbers are represented on the spectrum from the least (yellow) to the highest amount (maroon), as detailed in the legend accompanying
each map. Countries or US states shaded white indicate the absence of data for those regions.

Within the United States, when analyzing both Twitter activity
and peer-reviewed publications, the state of New York had the
highest COVID-19–related activity (11% of tweets and 39.1%
of publications) during the study period, followed closely by
California (10.3% of tweets and 36.6% of publications). Figure
6 illustrates the Twitter activity and publication activity in the
US states. The top 20 US states with the highest number of
tweets and peer-reviewed publications are listed in Tables S5
and S6, respectively, in Multimedia Appendix 2.

COVID-19 Twitter Content by User Stakeholder
Designation or Category
Twitter user data entered as the Twitter user’s self-designated
health care stakeholder role was analyzed. For the topics of
pulmonology or critical care, luminal gastroenterology,
hepatology, IBD, and GI endoscopy, the top 2 most active
stakeholder categories were doctors/physicians and
researchers/academic users. Furthermore, for the topic of
pancreatology, advocacy organizations and patient advocates
were the most active stakeholder users. The top 15 most active
users and their stakeholder roles categorized by Twitter activity
for each organ system topic are further detailed in Table S7 in
Multimedia Appendix 2.

Discussion

Principal Findings
Since its emergence in December 2019, the novel coronavirus
SARS-CoV-2 has triggered an unparalleled global response in
the fields of science, medicine, public health, and technology.
Considering its highly contagious nature, along with the paucity
of knowledge and current lack of effective treatment modalities
to combat the infection, the need for rapid sharing and
dissemination of information has been paramount. In this study,
we assessed the dissemination of COVID-19–related information
via preprint services, formal peer-reviewed publications, and
through the global reach of the social media platform Twitter.

Specifically, we observed that during the second half of March
2020, when COVID-19 was continuing to spread rapidly
prompting various nations, including the United States, to enter
a state of lockdown, social media activity on Twitter was at its
peak, with almost 7000 impressions per tweet analyzed.
Furthermore, we observed that Twitter activity was strongly
correlated with the published scientific data available to the
general public. Although COVID-19 has been predominantly
linked with severe pulmonary complications, approximately
20% of the conversations on social media was related to the
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field of gastroenterology with specific discussions related to
hepatology, GI endoscopy, luminal gastroenterology, IBD, and
pancreatology. Social media activity was strongly associated
with the availability of published data pertaining to all
gastroenterology topics with the exception of pancreatology.
Finally, in our analysis of data by geographic region of
publication, social media activity was most prominent in the
regions most affected by the pandemic both globally (in regions
where social media via Twitter is not banned) and within the
United States, with strong associations between social media
and publication data.

In the longitudinal assessment of publication activity, the authors
observed that peak social media activity predated peak PubMed
publications by approximately 30 days. One possible explanation
for this lag interval is the technical delay that typically occurs
after acceptance of a peer-reviewed manuscript by a journal and
prior to indexing in PubMed. It is worth highlighting that around
the peak of PubMed publication activity, we also witnessed a
parallel rise in the preprint repository activity. Historically, the
use of preprint repositories has allowed researchers to “claim
the space” or even to “publish first” in contentious fields of
science and research. However, in the face of an evolving
pandemic, preprint repositories are serving as a new mode of
scientific communication, bypassing the typical lengthy
peer-review process and thus allowing for faster dissemination
and communication of research and clinical findings related to
COVID-19. In fact, in March 2020, when the World Health
Organization officially declared COVID-19 a pandemic, 8830
biomedical preprints were published, a 142% increase from the
previous year, and medRxiv page views had increased to 15
million a month, as compared to 1 million a month prior to the
start of the pandemic [22]. As of July 1, 2020, we were able to
document that nearly half of all preprint articles related to
COVID-19 and gastroenterology have subsequently made their
way into reputable scientific journals, further supporting this
theory.

Notably, we observed that physicians, nonmedical doctors, and
scientific researchers constituted the lead stakeholder activity
for social media use overall during the COVID-19 pandemic.
This observation suggests that even during the early stages of
the COVID-19 pandemic, social media became an increasingly
sought-after tool, likely for the purpose of communicating
medical and scientific information. This study confirms—by
documenting health care stakeholder activity—that the scientific
and medical communities leveraged social media platforms
during the early stages of the COVID-19 pandemic more so
than other health care stakeholders such as patients or advocacy
groups. Previous studies performed during nonpandemic times
have demonstrated conflicting evidence regarding the impact
of social media on scientific publications related to citation
impact, metrics, and viewability [23-26]. This study clearly
illustrated that social media activity was greater and also peaked
earlier than any of the publication modalities, which is important
to consider when investigating how social media could
potentially impact research and scientific work in future.

The gastroenterology subtopic of pancreatology is a good
example of this potential influence, or rather, the lack thereof.
Although pancreatic manifestations (eg, acute pancreatitis) of

COVID-19 have been less commonly reported in the literature
as compared to other GI symptoms, we unexpectedly observed
that Twitter activity on the topic of pancreatology was the
highest among all gastroenterology subtopics. However, there
was no statistically significant correlation between Twitter and
publication activity or between Twitter and preprint activity on
the topic of pancreatology, thus implying that the rise of social
media activity did not necessarily reflect the same rise in activity
in bioRxiv, medRxiv, or PubMed activity. This could possibly
be explained by reviewing the stakeholder data for
pancreatology-related tweets. For each of the other
gastroenterology subfields, stakeholder demographics fell
largely under the categories of physicians, nonmedical doctors,
or researchers and academic users; however, for the topic of
“pancreas,” the most active stakeholders appeared to be
advocacy organizations or patient advocates. Upon further
review of the top 50 associated hashtags used for the “pancreas”
topic, those related to cystic fibrosis support and awareness
groups were the most common. Patient advocacy organizations
not only play an important part in espousing awareness of
specific diseases and patient populations, but they also serve
an essential role in the dissemination of information on their
behalf, typically in the form or raising awareness on the internet,
lobbying directly for change within the government of other
institutions, and via marketing and outreach, but likely only
indirectly in the context of research activity. Therefore, this
increase in Twitter activity may not translate to a proportionate
increase in research publication activity on the topic of
COVID-19 and pancreatology as demonstrated in this study.
Using this topic as an example, further investigation diving
deeper into the content of tweets, specific users, and how they
translate directly into published work would be helpful to
document the direct impact social media has on research activity.

Limitations
There are several limitations to this study that are worth noting.
The first major limitation is that social media platforms, such
as Twitter, are not available in several countries, including
China. This could help to explain China’s lead in research
publication activity as compared with other regions, as
publication is likely one of the primary modalities used in this
country for disseminating information. Other social media
platforms, including WeChat and Sina Weibo, are used in China;
however, information regarding the use of these other social
media platforms within China is limited to date. Future studies
are needed to assess social media activity on these alternative
platforms and their association with publications as well as how
they compared to the use of Twitter in other nations, such as
the United States (where Twitter is not banned). Second,
although we were able to account for and reassign duplicate
publications for the various categorizations performed, a similar
approach could not be guaranteed for Twitter data. The very
nature of tweets allows for other users to publish an original
tweet to their account generating additional impressions as it is
sent to their followers (also known as a “retweet”). Therefore,
limiting duplicate tweets may artificially decrease activity. More
importantly, certain tweets, or even retweets, may have been
assigned to more than one topic area owing to limitations of the
Symplur software. Hence, we were unable to limit tweets to a
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single topic, and as such, this may have artificially boosted the
overall number in certain organ system topics, thereby
potentially skewing the results of this study.

Conclusions
In conclusion, this study demonstrates patterns in the utility of
social media and publications—both in preprint repositories as
well as peer-reviewed journals—for the rapid dissemination of
information during a global pandemic of infectious disease. As
the world faces this unprecedented public health emergency,
this study has reflected on shifting worldwide trends from solely
traditional methods of disseminating information (ie, via
publications) to more contemporary methods, specifically among

the GI community. social media tools like Twitter can be an
effective method for educating and informing audiences in real
time and via an interactive approach, a feat that cannot always
be achieved with more conventional methods (ie, scientific
publications). The new media age has resulted in a number of
novel avenues for the distribution of information, including
Twitter. Utilizing a single modality for dissemination of health
care discoveries or information has been shown by the AHRQ
to not be as effective as utilizing multiple modalities. It may
therefore be time for the medical and scientific communities to
cultivate formal social media platforms as effective tools for
data sharing and collaboration to augment existing modalities
of archival publication.
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Abstract

Background: The COVID-19 pandemic has necessitated a rapid shift in how individuals interact with and receive fundamental
services, including health care. Although telemedicine is not a novel technology, previous studies have offered mixed opinions
surrounding its utilization. However, there exists a dearth of research on how these opinions have evolved over the course of the
current pandemic.

Objective: This study aims to evaluate how the language and sentiment surrounding telemedicine has evolved throughout the
COVID-19 pandemic.

Methods: Tweets published between January 1, 2020, and April 24, 2021, containing at least one telemedicine-related and one
COVID-19–related search term (“telemedicine-COVID”) were collected from the Twitter full archive search (N=351,718). A
comparator sample containing only COVID-19 terms (“general-COVID”) was collected and sampled based on the daily distribution
of telemedicine-COVID tweets. In addition to analyses of retweets and favorites, sentiment analysis was performed on both data
sets in aggregate and within a subset of tweets receiving the top 100 most and least retweets.

Results: Telemedicine gained prominence during the early stages of the pandemic (ie, March through May 2020) before leveling
off and reaching a steady state from June 2020 onward. Telemedicine-COVID tweets had a 21% lower average number of retweets
than general-COVID tweets (incidence rate ratio 0.79, 95% CI 0.63-0.99; P=.04), but there was no difference in favorites. A
majority of telemedicine-COVID tweets (180,295/351,718, 51.3%) were characterized as “positive,” compared to only 38.5%
(135,434/351,401) of general-COVID tweets (P<.001). This trend was also true on a monthly level from March 2020 through
April 2021. The most retweeted posts in both telemedicine-COVID and general-COVID data sets were authored by journalists
and politicians. Whereas the majority of the most retweeted posts within the telemedicine-COVID data set were positive (55/101,
54.5%), a plurality of the most retweeted posts within the general-COVID data set were negative (44/89, 49.4%; P=.01).

Conclusions: During the COVID-19 pandemic, opinions surrounding telemedicine evolved to become more positive, especially
when compared to the larger pool of COVID-19–related tweets. Decision makers should capitalize on these shifting public
opinions to invest in telemedicine infrastructure and ensure its accessibility and success in a postpandemic world.

(J Med Internet Res 2021;23(6):e28648)   doi:10.2196/28648
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Introduction

The COVID-19 public health crisis has transformed how
individuals interact with critical services. This is particularly
true of health care systems, which have been overwhelmed by
patients with COVID-19 in both inpatient and intensive care
units [1]. The sudden disruption in the ability to receive medical
care has had widespread consequences for millions of
Americans, and a survey by the US Centers for Disease Control
and Prevention estimated that 40.9% of adults have delayed
receiving medical care (including both emergency and routine
care) due to concerns surrounding COVID-19 [2]. The new
burdens placed on health care systems by the global pandemic
have demonstrated the urgent need for the implementation of
technologies to facilitate enhanced connectivity between patients
and providers.

Telemedicine, defined as the delivery of health care services
through electronic, audiovisual telecommunication systems, is
not a novel concept—in fact, it has proven to be successful
across a myriad of health domains [3]. The increased use of
telemedicine during an emergency situation is also not new,
and an increased uptake of telemedicine technologies has been
observed during local, national, and international crises [4]. The
implementation of telemedicine during a global pandemic is of
particular value—not only can it be used to screen, diagnose,
and triage patients from the comfort of their own homes, but it
can also limit the need for physicians to use personal protective
equipment that may be in low supply, facilitate rapid follow-up
with diverse patient populations (particularly older patients or
those living in a rural environment), reduce exposure to the
infectious agent, and decrease the risk for intrahospital infection
[5,6].

Despite its promise, prepandemic uptake of telemedicine in the
United States was limited largely due to a lack of physician
acceptance, stringent and heterogeneous licensing and
reimbursement policies, and the upfront monetary costs of
investing in the necessary infrastructure [4,5]. Nevertheless,
shifts in policies in the peripandemic period have led to a surge
in the uptake of telemedicine technologies. After the US Centers
for Medicare & Medicaid Services revised their telemedicine
reimbursement policies to include over 135 services (including
emergency department visits, inpatient and nursing facility
visits, and “discharge day management services”), over 36% of
Medicare beneficiaries received at least one telemedicine
service. Similarly, Medicaid and the Children’s Health Insurance
Program reported a 2600% increase in the use of telemedicine
services in March through June 2020 compared to the same
period in 2019 [7]. Thus, there exists a clear demand for
heterogeneous patient populations to receive care digitally.
However, these utilization metrics may not directly correlate
to patient satisfaction, willingness to engage in telemedicine,
or their ability to do so. Thus, additional work is needed to
quantify patients’ perceptions of the enhanced accessibility of
telemedicine services.

Social media has increasingly been used as a surveillance tool
by public health researchers to answer diverse health-related
questions, including detecting disease outbreaks, situational

awareness of humanitarian crises (such as natural disasters),
and understanding a population’s reaction towards certain
messaging or events [8]. This is particularly vital during an
ongoing public health pandemic, wherein social media can
provide insights more rapidly than traditional data collection
methodologies such as surveys [9]. One of the more commonly
used social media platforms for this purpose is Twitter, owing
to the abundance of daily content and the widespread (although
not necessarily representative) demographic reach of this
platform [10]. A previous study evaluating telemedicine
discourse on Twitter during the COVID-19 pandemic has
identified distinct user networks that bridge content domains
and user types (including educational, promotional, and political
materials) [11], whereas another study found that the geographic
distribution of telemedicine tweets in the United States was
significantly correlated to the number of confirmed COVID-19
cases within a state [12]. However, both studies only evaluated
a 1- to 2-week period, leaving a gap in understanding how
conversations surrounding telemedicine may have changed over
the course of the pandemic.

Furthermore, neither study considered the sentiment content of
the tweets, which could provide more precise insights into how
Twitter users perceive telemedicine. A separate evaluation of
the sentiment of telemedicine-related tweets within a
subpopulation of health care providers found overall positive
opinions that focused on safety, accessibility, and
implementation strategies [13]. However, because this study
only focused on providers, there exists a dearth of research on
the sentiment toward telemedicine expressed by the general
Twitter population. Thus, the purpose of this study was to
characterize how the content of telemedicine-related tweets has
evolved during the COVID-19 pandemic, with a particular focus
on changes in sentiment types. It was hypothesized that the
frequency of telemedicine-related content on Twitter increased
throughout the COVID-19 pandemic and that the sentiment of
tweets became more positive across this period.

Methods

Data Collection
The characterization of telemedicine content in relation to
COVID-19 was evaluated across 4 components of tweets: the
number of favorites and retweets, language used within the
tweet, sentiment of the tweet, and authorship. Tweets in English
language posted between January 1, 2020, and April 24, 2021,
containing at least one of a series of telemedicine-related terms
and at least one of a series of COVID-19–related terms were
curated from the Twitter full-archive search available via the
Academic Research product track [14]. Search terms were
derived from the literature and the Medical Subject Headings
thesaurus established by the National Library of Medicine
(NLM) of the National Institutes of Health (NIH) (Multimedia
Appendix 1) [11,15]. A random sample of tweets containing
only COVID-19–related terms was extracted for the same period
for comparison with the distribution of sampled tweets matched
with the daily distribution of telemedicine-related COVID-19
tweets. No geographic restrictions regarding the location of the
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tweet were implemented, and all tweets beginning with “RT
@” (indicating retweet status) were removed prior to analysis.

Text Processing
Standard natural language processing preprocessing procedures
were performed prior to textual analysis of the tweets. First,
links, mentions, hashtags, and HTML escape characters were
removed from all tweets. Next, tweet-level sentiment was
calculated using the Valence Aware Dictionary and sEntiment
Reasoner (VADER), which was designed specifically for use
on a social media corpus and has been validated in other
Twitter-based studies, including one on telemedicine [16,17].
In addition to the compound sentiment score, a categorical
sentiment was assigned to each tweet based on prespecified
cutoffs within the literature (ie, positive if the compound
sentiment was greater than 0.05, negative if the compound
sentiment was lesser than –0.05, and neutral if the compound
sentiment was between these values) [16]. After determining
the sentiment, other preprocessing included tokenizing and
lemmatizing the text and removing traditional English and
Spanish stop words. In addition, words with an inverse document
frequency in the 0.05th percentile were removed given their
high frequency across all tweets (eg, “covid19”). Other words
removed included non-English words (as determined by the
GradyAugmented dataset [18]), as well as words with alternative
connotations that may have skewed any analysis (eg, “trump”
could refer to the verb or the 45th President of the United States;
“patient” could refer to the adjective or a person receiving
medical treatment). This processing was performed for both
single words as well as bigrams (ie, two-word phrases) and
trigrams (ie, three-word phrases).

Author Analysis
In addition to evaluating all telemedicine-related COVID-19
tweets (“telemedicine-COVID”) relative to a general COVID-19
sample (“general-COVID”), the authors of tweets with the 100
most and the 100 fewest retweets were extracted and manually
labeled with a domain (eg, “news,” “political,” “health and
medicine”) and account type (ie, “organization” or “individual”).
Domains were created by reviewing the author description
information and, for verified users, confirming their identity
through an independent Google search. Individual authors who
represented a nonverified person were automatically labeled as
“private citizen,” whereas all organizations were labeled with
a domain regardless of the verification status. This process was
completed by one member of the research team for both the
telemedicine-COVID and general-COVID data sets to compare
outcomes within these tweet subpopulations. A second member
of the research team independently labeled 10% of the authors
as a “validity check” [19]. This subsequentially resulted in
Cohen κ=0.66 (percent agreement: 77.3%) for domain type and
κ= 0.75 (percent agreement: 86.4%) for the account type.

Statistical Analysis
A comparative analysis of retweets and favorites by month and
by data set (ie, telemedicine-COVID vs general-COVID) was
conducted using zero-inflated Poisson regression to
accommodate for the preponderance of tweets receiving no
favorites or retweets and the count nature of the outcome

variable. Sentiment analysis was also performed to assess the
distribution of positive, negative, and neutral tweets both overall
and by month and compared using chi-square tests. This analysis
was repeated to compare sentiment in the telemedicine-COVID
data set with that in the general-COVID data set. Chi-square
tests were also used to compare the distribution of sentiment
between the top 100 most and least retweeted posts both within
each data set and between them. All analyses were conducted
in Python (version 3.7.4) within the Jupyter Notebook graphical
user interface (GUI) (version 7.19.0) and R (version 3.6.3)
within the RStudio GUI (version 1.3.959). Code is available on
GitHub [20]; tweet IDs are available upon request. Given the
public nature of social media data, institutional review board
approval was not required as specified in Regulation 45 CFR
46 as authored by the US Department of Health and Human
Services Office for Human Research Protections [21].

Results

After removing duplicate tweets and retweets from analysis,
351,718 tweets related to telemedicine and COVID-19 were
used in the analytic data set (telemedicine-COVID). A sample
comparator data set (general-COVID) of 351,401 tweets was
collected with a similar daily distribution for comparison.

Telemedicine-COVID tweets spiked in the early stages of the
pandemic (eg, March 2020 to May 2020) before leveling off in
the following months (Figure 1). There were significant monthly
variations in the number of retweets of telemedicine-COVID
tweets (Figure 2). Retweets peaked in March 2020, with April,
May, July, September, October, and December 2020 and January
through April 2021 having significantly fewer retweets by
comparison (Table S1 in Multimedia Appendix 2). Tweets from
the telemedicine-COVID data set had a 21% lower average
number of retweets than tweets from the general-COVID data
set (incidence rate ratio [IRR] 0.79, 95% CI 0.63-0.99; P=.04;
Table S2 in Multimedia Appendix 2). In terms of favorites,
telemedicine-COVID tweets in April, May, July, August,
September, October, and December 2020, and tweets from
January through April 2021 had a significantly lower average
number of favorites than those in March 2020 (Table S3 in
Multimedia Appendix 2). Telemedicine-COVID tweets had a
14% lower average number of favorites than did general-COVID
tweets, but this value was not statistically significant (IRR 0.86,
95% CI 0.58-1.28; P=.45) (Table S4 in Multimedia Appendix
2).

When broken down by sentiment, the percentage of
telemedicine-COVID tweets with an overall sentiment of
positive or neutral generally increased over the period of interest,
whereas the percentage of negative tweets decreased (Figure
3). There were significant monthly variations in the percentage
of tweets with each sentiment (P<.001). The months with the
highest percentage of positive telemedicine-COVID tweets were
August 2020 (14,371/24,543, 58.6%), September 2020
(10,475/18,758, 55.8%), and March 2020 (19,851/36,478,
54.4%), whereas the months with the highest percentage of
negative tweets were February 2020 (453/1274, 35.6%), January
2020 (13/43, 30.2%), and January 2021 (3695/16,613, 22.2%).
There were also significant differences in the distribution of
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positive, negative, and neutral tweets between the
telemedicine-COVID and general-COVID data sets (P<.001;
Figure 4). Although sentiments were evenly distributed among
general-COVID tweets (38.5% positive, 31.4% neutral, and
30.0% negative), a majority of telemedicine-COVID tweets
(N=351,718) were positive (n=180,295, 51.3%), followed by

neutral (n=100,870, 28.7%). There were also significant
variations between data sets on a month-to-month basis for
March 2020 through April 2021, with a significantly higher
proportion of positive tweets in the telemedicine-COVID data
set relative to the general-COVID data set (Multimedia
Appendix 3).

Figure 1. Frequency of tweets mentioning telemedicine and COVID-19 between January 1, 2020, and April 24, 2021 (N=351,718).

Figure 2. Monthly variations in the base 10 log number of retweets for tweets mentioning COVID-19 and telemedicine. Note that 219,212 tweets
(62.2%) had no retweets and are not included in this visualization.
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Figure 3. Changes in the frequency of positive, negative, and neutral tweets mentioning telemedicine and COVID-19 posted between January 1, 2020,
and April 24, 2021 (N=351,718).

Figure 4. Variations in sentiment by tweet type (ie, telemedicine and COVID-19 vs COVID-19 only). A significantly higher proportion of tweets with
a positive sentiment was found in the telemedicine-COVID data set than in the general-COVID data set (P<.001).

Within the telemedicine-COVID tweet data set (N=351,718),
the most frequently used bigrams were “town hall” (n=1411,
0.40%); “white house” (n=848, 0.24%), “san diego” (n=757,
0.22%), “mask wearing” (n=670, 0.19%), “lessons learned”
(n=610, 0.17%), and “artificial intelligence” (n=562, 0.16%).
The most frequently used trigrams were “widespread mask
wearing” (n=385, 0.11%), “feeling helpless hopeless” (n=301,
0.09%), “fast track vital” (n=199, 0.06%), “cancer sooner

simply” (n=191, 0.05%), “thermal imaging cameras” (n=188,
0.05%), and “list refresh page” (n=176, 0.05%).

In contrast, within the general-COVID sample (N=351,401),
the most frequently used bigrams were “ill [sic] deliver”
(n=1195, 0.34%), “nursing homes” (n=693, 0.20%), “task force”
(n=597, 0.17%), “herd immunity” (n=563, 0.16%), “prime
minister” (n=508, 0.14%), and “town hall” (n=439, 0.12%).
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The most frequently used trigrams were “appointment detected
provider” (n=214, 0.06%), “personal protective equipment”
(n=205, 0.06%), “complete project chapter” (n=181, 0.05%),
“wall street journal” (n=101, 0.03%), “operation warp speed”
(n=68, 0.02%), and “midnight mm rain” (n=67, 0.02%). A word
cloud of unigrams is presented in Multimedia Appendix 4.

When broken down by authorship, the top 100 most retweeted
telemedicine-COVID tweets were predominantly authored by
politicians (20/93, 21.5%) and private citizens (20/93, 21.5%),
followed by journalists (14/93, 15.1%). Similarly, the top 100
most retweeted general-COVID sample tweets were
predominantly authored by private citizens (23/89, 25.8%),
journalists (16/89, 18.0%), and politicians (13/89, 14.6%). Of
the sample of tweets without any retweets, 82.8% (72/87) of
those from the general-COVID sample and 61.1% (55/90) from
the telemedicine-COVID sample were authored by private
citizens. There was a small subset of authors within each data
set that did not have available account information (7 authors
of the top 100 telemedicine-COVID retweets, 10 authors of the
bottom 100 telemedicine-COVID retweets, 11 authors of the
top 100 general-COVID retweets, and 13 authors of the bottom
100 general-COVID retweets). In terms of sentiment, of the
most retweeted tweets within the telemedicine-COVID data set,
54.5% (55/101) were positive and 30.7% (31/101) were
negative. In contrast, of the fewest retweeted tweets, 51.3%
(40/78) were positive and 19.2% (15/78) were negative (P=.03).
Within the general-COVID data set, 49.4% (44/89) of the top
retweeted tweets were negative and 33.7% (30/89) were positive.
This was not significantly different from the fewest retweeted
general-COVID posts (P=.16), but it was significantly different
from the most retweeted telemedicine-COVID tweets (P=.01).
The sentiment of the fewest retweeted general-COVID did not
significantly differ from the sentiment of the fewest retweeted
telemedicine-COVID tweets (P=.07).

Discussion

Principal Findings
To the best of our knowledge, this study is the first to
comprehensively evaluate tweets pertaining to telemedicine and
COVID-19 posted between January 2020 and April 2021
compared to a general COVID-19 data set. Analysis of retweets
and favorites suggested monthly variations in the “attention”
received by telemedicine-COVID tweets, and these tweets had
a significantly lower average number of retweets than the
general-COVID data set. Telemedicine-COVID tweets were
predominantly positive both overall and by month, especially
compared to the general-COVID data set. There were also
variations in the frequency and sentiment of tweets made by
entities in various domains, including private citizens,
politicians, and journalists, and a higher proportion of the most
retweeted tweets in the telemedicine-COVID data set were
positive than those in the general-COVID data set. The findings
presented here demonstrate how social media can be leveraged
to perform surveillance of shifting opinions surrounding critical
health technologies, including telemedicine.

The number of tweets that mentioned telemedicine and
COVID-19 drastically increased between February and March

2020, coinciding with the declaration of the COVID-19
pandemic by the World Health Organization on March 11, 2020
[22]. As stay-at-home orders continued throughout April and
May 2020, telemedicine became more prominent within the
COVID-19 dialogue on Twitter, and health systems began to
adapt to the use of this technology. Discussions surrounding
telemedicine decreased through June 2020 and remained
relatively constant thereafter, perhaps reflecting the achievement
of “steady state.” This leveling off coincides with previous
studies that have found that the weekly rate of telemedicine
consults in a Medicare population peaked in April before
declining in June 2020 [23].

As the volume of telemedicine-COVID tweets evolved, so did
the sentiment of these tweets. Over half of all months between
March 2020 and April 2021 had a majority of
telemedicine-COVID tweets labeled as positive, and all months
during this period had a significantly higher proportion of
positive tweets compared to the general-COVID data set.
Although this finding aligns with a study prior to the pandemic
that found a higher number of positive telemedicine tweets than
negative and neutral tweets, it contrasts with another study that
found that 59% of individuals were either unsure of telemedicine
or considered it subpar to traditional care delivery mechanisms
[17,24]. The positive results found in this study may be
reflective of increasing acceptance toward telemedicine—while
patients may have viewed telemedicine as just an alternative to
in-person care before the pandemic, telemedicine may now be
viewed as an alternative to no care whatsoever. This finding
aligns with recent patient surveys on their opinion of
telemedicine, which found that 79% of patients were “satisfied”
with their experience with telemedicine and 78% felt that they
had a health problem that could be addressed virtually [25].
Furthermore, increased positivity in the middle stages of the
pandemic (particularly in August and September 2020) reflects
the evolving understanding of the Twitter population that
reduced contact during a telemedicine visit can provide a safer
experience during a highly contagious disease outbreak. The
increase in positivity in this period in particular also corresponds
to the signing of the Executive Order 13941 on August 3, 2020,
which aimed to “improve rural health and telehealth access” to
Medicare beneficiaries during the postpandemic period [26,27].

The most followed accounts within both the
telemedicine-COVID and general-COVID data sets
predominantly consisted of journalists and politicians. These
groups present stark contrasts in content veracity—journalists
likely provide neutral content with minimal bias (depending on
the agency), whereas politicians likely share more polarized
content that reflect their own views. Prior work evaluating
tweets on telemedicine during the COVID-19 pandemic (but
not necessarily related to it) found that private citizens frequently
retweeted content from both sources, although politicians were
retweeted more frequently [11]. Thus, there is a chance that a
larger number of Twitter users’ opinions on telemedicine and
COVID-19 may be limited to “echo chambers” that reinforce
their own opinion and, in a worst-case scenario, spread
misinformation with deleterious consequences. However, the
fact that a majority of tweets within the telemedicine-COVID
data set were positive suggests that this may not necessarily be
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the case for tweets pertaining to telemedicine or other novel
technologies. Conjecturally, this may reflect that positive news
and experiences on telemedicine were amplified during the
COVID-19 pandemic, which could lead to more widespread
adoption and uptake of this technology.

Policy Implications
Telemedicine is the pinnacle “21st century approach” to deliver
convenient and less expensive care, and over 50 large US health
systems have integrated it into their standard operating
procedures [5]. Although the surge in telemedicine visits during
the early phases of the pandemic have waned to some extent,
evidence shows a high (but geographically variable) degree of
persistence of telemedicine, from 8% to almost 48% [23]. This
can likely be attributed to relaxations in policies that presented
major challenges to telemedicine uptake, including
reimbursement parity, interstate licensing, prescribing practices,
the use of Health Insurance Portability and Accountability Act
(HIPAA)-compliant technologies, and the definition of an
“originating site” (ie, where the patient is located), to name a
few [28,29]. The overwhelming and consistent positive nature
of conversations surrounding telemedicine on Twitter as
presented here, coupled with a surge in uptake throughout the
pandemic, demonstrate that diverse, heterogeneous populations
view telemedicine favorably, including patients, providers, and
politicians. These findings provide clear evidence for
policymakers that replacing restrictive policies with long-term,
systematic favorable toward telemedicine would be met with
support from numerous, diverse communities.

Limitations and Future Directions
Despite the promise of this study, it is not without its limitations.
Although the list of search terms was comprehensive and based
on prior literature, it may have missed tweets that used other
terminology to describe telemedicine-related services. Similarly,
it is possible that some of the included tweets may not have
directly been related to telemedicine. The analysis also does
not include telemedicine-related tweets that were made during

the study period that did not contain a direct mention of
COVID-19. Although this ensured that the data specifically
focused on the impacts of telemedicine as they related to
COVID-19, future work could analyze how telemedicine tweets
that directly mentioned COVID-19 varied from those that did
not during the same time. Furthermore, future work could
evaluate whether the trends observed in the varied from tweets
made during the same period in the prior year. In addition, the
present work does not include geospatial data, which has
previously been shown to be an influential component of tweet
sentiment [30,31]. Thus, future work could evaluate geospatial
variations in telemedicine sentiment, including whether it is
associated with uptake of the technology in local medical
facilities. In addition, only the top 100 most and least retweeted
posts were included in the author-level analysis, and future work
could expand on this to label more accounts, improve the
classification of labels (eg, labeling fewer accounts as “private
citizens”), or analyze only a subset of these accounts (eg,
politicians or “influencers”). Lastly, the Twitter population of
predominantly 18-24 years old, well-educated individuals is
not representative of a US or broader population [32]. Thus,
future work is needed to characterize the change in sentiment
within other populations, especially those that may not be
technologically literate and may therefore encounter barriers
when attempting to utilize telemedicine.

Conclusions
Opinions on telemedicine and COVID-19 on Twitter have
increased in popularity and were largely positive throughout
2020 and the beginning of 2021. These telemedicine-COVID
tweets were generally more positive than general-COVID tweets
both overall and within the subset of the most followed authors,
suggesting an amplification of discussion surrounding the
benefits of telemedicine. Given the relative positivity with which
individuals seemed to view telemedicine during the COVID-19
pandemic, shifts in policies stemming from the COVID-19
pandemic that support telemedicine are likely to be well
received.
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Abstract

Background: COVID-19 has continued to spread in the United States and globally. Closely monitoring public engagement and
perceptions of COVID-19 and preventive measures using social media data could provide important information for understanding
the progress of current interventions and planning future programs.

Objective: The aim of this study is to measure the public’s behaviors and perceptions regarding COVID-19 and its effects on
daily life during 5 months of the pandemic.

Methods: Natural language processing (NLP) algorithms were used to identify COVID-19–related and unrelated topics in over
300 million online data sources from June 15 to November 15, 2020. Posts in the sample were geotagged by NetBase, a third-party
data provider, and sensitivity and positive predictive value were both calculated to validate the classification of posts. Each post
may have included discussion of multiple topics. The prevalence of discussion regarding these topics was measured over this
time period and compared to daily case rates in the United States.

Results: The final sample size included 9,065,733 posts, 70% of which were sourced from the United States. In October and
November, discussion including mentions of COVID-19 and related health behaviors did not increase as it had from June to
September, despite an increase in COVID-19 daily cases in the United States beginning in October. Additionally, discussion was
more focused on daily life topics (n=6,210,255, 69%), compared with COVID-19 in general (n=3,390,139, 37%) and COVID-19
public health measures (n=1,836,200, 20%).
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Conclusions: There was a decline in COVID-19–related social media discussion sourced mainly from the United States, even
as COVID-19 cases in the United States increased to the highest rate since the beginning of the pandemic. Targeted public health
messaging may be needed to ensure engagement in public health prevention measures as global vaccination efforts continue.

(J Med Internet Res 2021;23(6):e26655)   doi:10.2196/26655

KEYWORDS

COVID-19; public perception; social media; infodemiology; infoveillance; infodemic; social media research; social listening;
social media analysis; natural language processing; Reddit data; Facebook data; COVID-19 public health measures; public health;
surveillance; engagement; United States; cross-sectional; Reddit; Facebook; behavior; perception; NLP

Introduction

As COVID-19 continues its spread in the United States, a key
to controlling the spread while vaccination efforts continue is
to enlist the public in risk-mitigation behaviors [1,2]. Studying
the public’s social media posts regarding COVID-19 public
health measures may provide information about targets of
interventions, progress toward behavior goals, and the risk of
future outbreaks [3-9]. Although real-time reports on
pandemic-related tests and mortality are widely available, there
are fewer opportunities to gain near real-time insight into
behaviors and beliefs about the pandemic.

Social media, which people are using now more than ever to
communicate, has served as a useful data source for providing
rapid insight into the public’s behaviors and beliefs during the
pandemic [10-13]. Studies have noted a high prevalence of
COVID-19–related discussion—including such topics as
hygiene, shortages, and the spread of misinformation—and an
increase in COVID-19–related discussion as COVID-19 cases
increase [5,14,15]. However, existing findings are based on
evidence during only the beginning of the outbreak, from
December 2019 to April 2020, and the range of topics and
keywords explored is also limited [7,14-19]. Additionally,
studies analyzing COVID-19 behaviors and beliefs on social
media have primarily used Twitter as their source, which has
several limitations [14-16,19]. Most notably, highly rated
retweets are more likely to come from spam and bot accounts,
which are also actively posting about COVID-19, and can
obscure the targeting of signals from human discussions [20-22].
Further, previous studies each focused on a particular aspect of
the pandemic, such as misinformation relating to the pandemic,
without comparing the volume of discussion related to multiple
aspects to determine the public’s relative focus on particular
pandemic-related issues and behaviors. Therefore, there is a
need to assess how the public’s current reaction to the pandemic
has changed since the early stages, by examining broad online
discussion from more diverse sources.

Accordingly, we measured the prevalence of online discussion
that included topics in the categories of daily life, which may
or may not be related to COVID-19, and COVID-19–related
public health, from June through November 2020. We also
assessed the correlation between prevalence of discussion topics
and US COVID-19 new daily case rates (incidence). In
measuring these trends in social media data and the COVID-19
incidence rate in the United States, we sought to elucidate the
US public’s engagement with COVID-19–related public health
measures, which are crucial to addressing the current pandemic.

Methods

Data Sources
The data sample consisted of unstructured, English-language
posts from forums, such as Reddit, Facebook public pages, and
4Chan, and comments from news sites (Table S1 in Multimedia
Appendix 1) [23]. We defined forums as thread lists or
topic-specific pages, and excluded social media sites including
Twitter, YouTube, Instagram, and LinkedIn [24]. Signals
Analytics, an advanced analytics consulting firm that conducted
the analysis, accessed these data sources through a third-party
data vendor, NetBase [25,26]. These social media posts were
geotagged by NetBase both directly, by using geolocation data
from posts, and indirectly, by using author profiles and unique
domain codes (such as .uk). All data were deidentified by
NetBase before being transferred to Signals Analytics.

In addition to the social data, the study included US COVID-19
case data from the COVID-19 Dashboard by the Center for
Systems Science and Engineering at Johns Hopkins University
[27]. These data were updated daily using a public application
programming interface (API) and included total number of
deaths, new daily deaths, total active cases, and daily new cases
[28].

No personal identifying information (eg, usernames, emails, or
IP addresses) was shared as part of the analysis or reporting
process. This study was exempted from Institutional Review
Board review by Yale University as it did not engage in research
involving human subjects.

Approach
To determine trends in social media discussion during the
COVID-19 pandemic, we collected data posts from all internet
sources and applied natural language processing (NLP)
algorithms to identify and classify mentions of COVID-19,
COVID-19–related public health measures, and daily life topics
(Table S2 in Multimedia Appendix 1).

NetBase ran a daily query that we designed based on our project
scope on over 300 million online data sources from June 15 to
November 15, 2020 (Methods 1 in Multimedia Appendix 1).
There were several steps to narrow the sample retrieved from
the query to include only posts relevant to our research question
(Figure S1 in Multimedia Appendix 1). First, NLP algorithms
were run to remove advertisements and pornography-related
sites and posts (Methods 2 in Multimedia Appendix 1). Next,
a taxonomy of topics was applied (Methods 3 in Multimedia
Appendix 1). The posts that did not include discussion of topics
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from the taxonomy were deleted. Finally, all news articles and
blog posts were deleted from the sample, so that the only
remaining data posts were from social outlets (forums and
comments on news sites).

The taxonomy was comprised of two categories,
COVID-19–related public health measures and daily life
behaviors, each of which included multiple topics (Methods 4
in Multimedia Appendix 1). COVID-19 mentions was also an
individual topic in the taxonomy, independent of either category.
Any post that directly mentioned COVID-19 by name or
synonym, including slang such as “Miss Rona,” was classified
as including a COVID-19 mention (Table S2 in Multimedia
Appendix 1). Taxonomy categories and topics were not
exclusive, so that a post was classified as belonging to each
taxonomy topic and category that it contained mention of (Table
S2 in Multimedia Appendix 1).

Once all posts were classified according to the topics in the
taxonomy, we measured trends in these topics over time by
tracking the total number of posts that included mentions of
each taxonomy topic and category. Classifications of topics and
categories were not mutually exclusive, so the same post was
able to be classified into multiple topics across any category.
Trends were visualized by taxonomy category, COVID-19
mentions, and by the most commonly mentioned taxonomy
topics. These trends were visualized with the COVID-19
incidence rate in the United States. We chose to correlate the
trends in taxonomy topics with trends in the COVID-19
incidence rate rather than the COVID-19 death rate based on
previous literature, which found a correlation between trends
in online social chatter and COVID-19 incidence [3,5].

This approach allowed us to identify changes in both topics that
prior research in the early stage of the outbreak had shown to
be prevalent in COVID-19 discussion, and topics from daily
life and COVID-19 literature reviews that were not previously
known to be found in COVID-19 discussion, but that may have
become apparent as COVID-19 cases or current events changed
[15,16,29-33]. Additionally, our approach removed redundant
posts, limiting the effect of bots and reposts (Methods 3 in
Multimedia Appendix 1). The taxonomy classification was
validated by calculating positive predictive value and sensitivity
(Methods 5 in Multimedia Appendix 1). We also validated the
methodology by applying it to US-specific current events and
found that the approach revealed an increase in online social
discussion when the given current event topic was most relevant
(Figure S2 in Multimedia Appendix 1). This methodology was
shown to reveal insights into outbreak characterization and
event prediction for the e-cigarette or vaping use–associated
lung injury outbreak [34].

Results

The final data sample consisted of 9,065,733 online social posts
that mentioned at least one of the topics in our taxonomy from
June 15 to November 15, 2020 (Table 1). The majority (87%)
of posts in our sample came from sources that were categorized
as forums, including Reddit, Facebook, and 4Chan (Table 2;
Table S1 in Multimedia Appendix 1) [23]. The minority of posts
(13%) in our sample were derived from comment sections on
news sites, including The Hill, a media source focused on
politics and business, and Breitbart, a right-leaning media source
(Table 2; Table S1 in Multimedia Appendix 1) [35,36]. Most
posts in the sample were not able to be directly geotagged due
to sources’ data privacy measures and restrictions. A minority
were geotagged as from the United States, with the remaining
geotagged as from a country other than the United States (Table
S3 in Multimedia Appendix 1). Using indirect geotagging
provided by NetBase, it was estimated that about 70% of all
initial posts collected by the search query were from the United
States. In an independent data sample of 100 posts classified
by manual review, the algorithm had a positive predictive value
of over 80%, which was calculated as the number of posts
correctly classified by the taxonomy using NLP algorithms
divided by the number of all posts classified by the taxonomy.
This was a higher accuracy measure than is found in comparable
social media research [30]. Sensitivity was calculated as the
number of correct classifications of a topic using the NLP
algorithms divided by the total number of posts for the topic
identified by manual screening, and we found that our taxonomy
approach led to an average classification rate of 92% sensitivity.

Within the data sample, 6,210,255 (69%) posts were classified
as including discussion of daily life topics, while 3,390,139
(37%) contained mentions of COVID-19, and 1,836,200 (20%)
posts were classified as including discussion of
COVID-19–related public health topics (Table 1). The most
prevalent topics among the daily life posts were sex life
(n=887,457, 14%), food (n=838,513, 14%), and financial
concerns (n=710,757, 11%). The most prevalent topic in
COVID-19–related public health behaviors posts was wearing
face masks (n=1,120,344, 61%), followed by lockdowns
(n=457,705, 25%), and social distancing (n=242,105, 13%).

Online social posts including COVID-19 mentions and
discussion of COVID-19–related public health behaviors
increased in June 2020, as COVID-19 cases also increased, but
remained stagnant as cases began to increase in October (Figure
1). Discussion about wearing face masks was most prevalent
in mid-July, during the summer wave (mid-June to early
September) of COVID-19 cases, and remained at pre-June levels
in October and November, with the exception of a sharp increase
on October 2, 2020 (Figure 2).
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Table 1. Number of posts by taxonomy topic from June 15 to November 15, 2020 (N=9,065,733)a.

Number of posts with mentions (percent classified within category)Relevant taxonomy categories (percent classified within all posts) and topics

1,836,200COVID-19–related public health topics (20)

1,120,344 (61)Wearing face mask

457,705 (25)Lockdown

242,105 (13)Social distancing

94,301 (5)Quarantine

87,712 (5)Testing

64,679 (4)Excessive handwashing

31,775 (2)Contact tracing

16,681 (1)Reopening

14,569 (1)Screening

11,531 (1)Wearing gloves

11,076 (1)Disinfection

10,104 (1)Wearing face shield

6,210,255Daily life taxonomy topics (69)

887,457 (14)Sex life

838,513 (14)Food

710,757 (11)Financial

651,426 (10)Travel

476,468 (8)Smoking/vaping

451,815 (7)Mass gatherings

414,549 (7)Virtual communication

398,229 (6)Alcohol consumption

285,538 (5)Religion

280,155 (5)New skills/hobbies acquisition/DIY

257,819 (4)Drug use

257,415 (4)News/media consumption

246,074 (4)Reading

205,116 (3)Physical activity

198,057 (3)Work from home

177,522 (3)Socializing in person

171,421 (3)Stockpiling

164,262 (3)Relaxation techniques

127,623 (2)Excess sleep

109,510 (2)Pets

98,626 (2)Postponing plans

97,735 (2)Childcare

94,414 (2)Public transportation

88,196 (1)Reduced sleep quality

80,153 (1)Home school

77,278 (1)Non–COVID-19 hospital visits

72,235 (1)Doctor well visit

45,394 (1)Funerals
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Number of posts with mentions (percent classified within category)Relevant taxonomy categories (percent classified within all posts) and topics

28,106 (0)Family-centered time

21,546 (0)Outdoor culture

17,283 (0)Births

11,574 (0)Telehealth

2136 (0)Smokeless tobacco consumption

3,390,139COVID-19 mentions (37)

aPercentages do not sum to 100 because each post may have included discussion of multiple topics, including topics in different categories.

Table 2. Number of posts by source type from June 15 to November 15, 2020.

Total data sample
(N=9,065,733), n (%)

Posts with mentions of COVID-19
(N=3,390,139), n (%)

Posts with mentions of daily
life (N=6,210,255), n (%)

Posts with mentions of
COVID-19–related public
health behavior
(N=1,836,200), n (%)

Category of COVID-19
discussion topic

7,928,599 (87)2,749,451 (81)5,714,446 (92)1,494,401 (81)Forums

1,137,134 (13)640,688 (19)495,809 (8)341,799 (19)Comments

Figure 1. Online social discussion categories versus US daily new COVID-19 cases (June 15 to November 15, 2020).
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Figure 2. Public health measures online social discussion versus US daily new COVID-19 cases (June 15 to November 15, 2020).

Discussion

Principal Findings
Our study had several important findings. From June to
November 2020, predominantly US-based online social chatter
was more focused on daily life than it was on public health
behaviors relating to COVID-19. In addition, although
discussion relating to COVID-19 and related public health
behaviors appeared to increase with rising US cases in the
summer wave (early June to early September), the volume of
COVID-19–related discussion was lower in the wave that began
in the fall (mid-October), despite the fact that, during the fall
wave, COVID-19 cases increased to their highest rates since
the pandemic began [37]. In particular, discussion of wearing
face masks, the most prevalent of any COVID-19 public health
behavior we studied, declined in mid-July despite the pandemic
continuing and evidence that wearing face masks has not been
universally adopted in the United States, and increased only
minimally once cases began to increase again in early October
[38,39]. One exception to this finding was the brief but stark
increase in COVID-19–related discussion on October 2, 2020,
which coincided with the announcement that President Donald
Trump had contracted COVID-19 [40]. Our finding that daily
life topics were more prevalent in social media chatter than
COVID-19–related public health behaviors and mentions of
COVID-19 is not immediately surprising given the differences

in scope. Nevertheless, we applied consistent methods over
time, and the decrease of COVID-19–related discussion in the
context of the fall rise in COVID-19 cases differs from the
pattern we visualized in the summer wave.

Our study expanded upon previous COVID-19–related social
media analyses in that our sources used forums and comments
on news sites instead of Twitter and our study was conducted
in later phases of the pandemic. Our study sources included
forums and comments on news sites, which we believe was an
advantage for a few reasons. First, forums are unique to other
forms of social media in that they tend to include more text,
with greater character allowances and less frequent use of
hashtags. This allows the NLP algorithms to be more accurately
applied, because forum users include more context to which
inclusion and exclusion criteria can be applied. Reddit has also
been found to include more discussion than links to external
sources, again providing more context to analyze [41]. Second,
forums, such as Reddit and public Facebook pages, and
comments on news sites, are already focused on specific topics
and therefore have more in-depth discussions on the same topic,
as opposed to other social media sites, which more often share
updates from individual users or links to other sites. The added
context from in-depth discussions also allows for more accurate
NLP classification. Third, as discussed earlier, retweets driven
by spam and bot accounts on Twitter can obscure the targeting
of signals from human discussion [20-22].
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Due to these differences in study design and time period, our
findings may not be consistent with those of previous studies
from the first wave of the COVID-19 pandemic. However,
future research may investigate whether the cause of the
different findings is a significant difference between the type
of social chatter found on forums and that found on Twitter and
other social media platforms, or whether the different findings
are due to a temporal trend of a decreased focus on COVID-19.
Although we found that online social chatter was more focused
on daily life than it was on COVID-19 public health behaviors,
previous research found the opposite. For instance, one study
from March 2020 that used data from Twitter found that social
media discussion about COVID-19–related health topics was
more common than discussion about daily life topics such as
socializing, the economy, or politics [42]. Earlier research also
found that COVID-19–related public health measures were
discussed not only more often than social topics, but also more
often than other COVID-19–related topics [7,15]. Thus, our
finding that online social chatter from June to November was
more focused on daily life than it was on COVID-19 public
health behaviors may indicate that the public’s focus on
COVID-19 preventative health behaviors had decreased since
previous studies were conducted in March and April, or our
results may have differed from these earlier studies because our
study used different data sources and excluded Twitter. There
have been related studies that have analyzed social media data
on Reddit—a major source of data in our analysis—during the
pandemic; however, none of these studies addressed our research
question directly, which was how levels of COVID-19–related
public health discussion compared to levels of daily life and
COVID-19–related discussion over time. We noted three studies
conducted during the time period from January to May 2020
discovered and measured common COVID-19–related topics
among online Reddit posts without determining the relative
prevalence of COVID-19–related public health discussion to
daily life discussion [43-45]. One additional study found that,
from February to May 2020, there was a positive correlation
between COVID-19–related news coverage and
COVID-19–related discussion on the r/Coronavirus subreddit,
but that the COVID-19–related discussion declined after
sustained media coverage, showing that public attention
saturates [46].

Although our results cannot be compared to previous studies
to show that public perception changed from the spring wave
to the summer and fall waves, there is precedent for the
interpretation that the public’s focus on COVID-19 public health
measures waned during the fall months. As public health experts

warned against relaxing preventive behaviors as pandemic
fatigue grew, activity and traffic data indicated that people may
have stopped adhering to public health recommendations to
stay home and avoid close contact with people outside their
household [47-50]. The decline of chatter regarding wearing
face masks, and the relative low rates of discussions on other
COVID-19–related public health behaviors, may reflect that
social media engagement with these issues decreased as the
pandemic progressed, and remained low among the US
population as the pandemic continued to confront a high
COVID-19 daily case rate.

Our study has several limitations. First, although our third-party
data provider, NetBase, reported that about 70% of posts were
from the United States based on indirect geotagging methods,
we do not know the location for most posts according to our
direct geotagging methods, which were only able to tag about
20% of posts (Table S3 in Multimedia Appendix 1). As a result,
we cannot make international comparisons, but our data set is
more representative of the United States than of any other
country. Second, the number of posts included in our data set
was much lower than previous studies, likely due to the types
of data sources used, which excluded social media sites such
as Twitter in order to exclude noise that might have obscured
signals in data, and our methodology, which included removing
posts not relevant to our more refined taxonomy. We used a
stringent exclusion criterion with a list of prespecified keywords
that may also have led to a smaller sample size, but our approach
aimed to create a sample with high accuracy levels. Third, we
were not able to include sentiment analysis or other content
analysis in our study, which is an area for further exploration.
Finally, there is no demographic information available from the
data posts directly due to privacy considerations and data use
agreements. Thus, we cannot determine whether our data sample
contains biases due to the demographics of the people who
posted. For instance, Reddit, which was the most common forum
source for our data sample, has been found to be used by a
younger, male audience [51,52].

Conclusion
In this study of predominantly US-based COVID-19 social
media data from June to November 2020, we observed that
COVID-19 and relevant public health measures were discussed
less than daily life behaviors on social media, and that discussion
on wearing face masks decreased throughout the summer and
into the fall, while cases increased. These discussion rates may
reveal a need for increased public health messaging as the
pandemic continues.
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Abstract

Background: Vaccination is a cornerstone of the prevention of communicable infectious diseases; however, vaccines have
traditionally met with public fear and hesitancy, and COVID-19 vaccines are no exception. Social media use has been demonstrated
to play a role in the low acceptance of vaccines.

Objective: The aim of this study is to identify the topics and sentiments in the public COVID-19 vaccine–related discussion
on social media and discern the salient changes in topics and sentiments over time to better understand the public perceptions,
concerns, and emotions that may influence the achievement of herd immunity goals.

Methods: Tweets were downloaded from a large-scale COVID-19 Twitter chatter data set from March 11, 2020, the day the
World Health Organization declared COVID-19 a pandemic, to January 31, 2021. We used R software to clean the tweets and
retain tweets that contained the keywords vaccination, vaccinations, vaccine, vaccines, immunization, vaccinate, and vaccinated.
The final data set included in the analysis consisted of 1,499,421 unique tweets from 583,499 different users. We used R to
perform latent Dirichlet allocation for topic modeling as well as sentiment and emotion analysis using the National Research
Council of Canada Emotion Lexicon.

Results: Topic modeling of tweets related to COVID-19 vaccines yielded 16 topics, which were grouped into 5 overarching
themes. Opinions about vaccination (227,840/1,499,421 tweets, 15.2%) was the most tweeted topic and remained a highly
discussed topic during the majority of the period of our examination. Vaccine progress around the world became the most discussed
topic around August 11, 2020, when Russia approved the world’s first COVID-19 vaccine. With the advancement of vaccine
administration, the topic of instruction on getting vaccines gradually became more salient and became the most discussed topic
after the first week of January 2021. Weekly mean sentiment scores showed that despite fluctuations, the sentiment was increasingly
positive in general. Emotion analysis further showed that trust was the most predominant emotion, followed by anticipation, fear,
sadness, etc. The trust emotion reached its peak on November 9, 2020, when Pfizer announced that its vaccine is 90% effective.

Conclusions: Public COVID-19 vaccine–related discussion on Twitter was largely driven by major events about COVID-19
vaccines and mirrored the active news topics in mainstream media. The discussion also demonstrated a global perspective. The
increasingly positive sentiment around COVID-19 vaccines and the dominant emotion of trust shown in the social media discussion
may imply higher acceptance of COVID-19 vaccines compared with previous vaccines.

(J Med Internet Res 2021;23(6):e24435)   doi:10.2196/24435
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Introduction

As the COVID-19 pandemic spread globally, COVID-19
vaccine-related issues received increasing public attention.
Multiple research teams in major pharmaceutical companies
and research institutions across various nations have been
developing vaccines [1,2]. Although vaccination is a cornerstone
of the prevention of communicable infectious diseases [3], the
practice has traditionally faced public fears, hesitancy, and even
opposition [4,5]. During the COVID-19 pandemic, it is estimated
that 55% to 85% of the population, depending on the country
and the infection rate, needs to receive the COVID-19 vaccine
to provide herd immunity [6,7]. However, a survey about
COVID-19 vaccine intentions in September 2020 suggested
that 21% of the public in the United States would definitely get
vaccinated and 24% would definitely not get vaccinated [8].
One factor leading to the low acceptance of vaccines is poor
health literacy, which is significantly influenced by social media
use [9]. Therefore, there is a pressing need to understand how
COVID-19 vaccines have been discussed on social media to
better understand the public perceptions, concerns, and
sentiments that may influence the achievement of herd immunity
goals.

Although social media data analysis has been widely performed
for both health-related issues and emerging public health crises
[10-14], analysis of big data of social media discussion on
COVID-19 vaccines is limited [15,16]. To the best of our
knowledge, in the most recently published work about
COVID-19 vaccine–related social media discussion, the study
period ended in November 2020 [16]. However, many
significant events related to COVID-19 vaccines have occurred
since that date, such as the confirmation of more COVID-19
variant cases in North America by the US Centers for Disease
Control and Prevention (CDC), rollout of vaccines, and
increased numbers of vaccines showing high efficacy. Previous
studies found that changes in social media discussion about
vaccine-related topics correspond to the changing reality [15,17].
Thus, research involving recent social media data is needed to
fully understand the public discussion on COVID-19 vaccines
during the pandemic. In addition, knowledge of the content of
COVID-19 vaccine discussion on social media will provide a
possible explanation for users’ attitudes toward COVID-19
vaccines and COVID-19 vaccine acceptance or hesitancy.
However, previous research on COVID-19 vaccines did not
touch on these topics [16,18-21]. To fill this gap, in this study,
we will examine the public discourse about COVID-19 vaccines
on Twitter since the World Health Organization announced it
to be a global pandemic on March 11, 2020, up to January 31,
2021, to identify the topics, overarching themes, and sentiments
around COVID-19 vaccines and vaccination. This is the first
study to include data from almost one year of the pandemic.
This long time span will allow us not only to observe a bigger
picture of the public discussion and concerns regarding
COVID-19 vaccines but also discern the salient changes in

major topics and sentiments during the course of the pandemic
and further inform public health education and campaigns for
increasing COVID-19 vaccine acceptance. Also, our results
may provide insight that will be useful in the promotion of other
vaccines.

Methods

Data Extraction and Preprocessing
The IDs from a total of 1,499,421 tweets, without retweets,
from March 11, 2020, through January 31, 2021, were obtained
using the data set maintained by Georgia State University’s
Panacea Lab [22]. These tweets were collected by the Panacea
Lab using the following 13 keywords: COVID19,
CoronavirusPandemic, COVID-19, 2019nCoV,
CoronaOutbreak, coronavirus, WuhanVirus, covid19,
coronaviruspandemic, covid-19, 2019ncov, coronaoutbreak,
and wuhanvirus. The Panacea Lab can only provide the tweet
IDs [23], which need to be hydrated to recover the full tweet
data.

During the tokenizing stage, we used the gsub function in R (R
Foundation for Statistical Computing) to extract the tweets
whose language field in the tweets’ metadata was specified as
English. All text mining was performed using RStudio Version
1.4.1103 on a Mac computer (Apple Inc) running Big Sur,
version 11.2.2. We converted the text of all the tweets to
lowercase. We further filtered the tweets by the following
keywords: vaccination, vaccinations, vaccine, vaccines,
immunization, vaccinate, and vaccinated. We prepared 2 batches
of tweets, 1 for text mining and 1 for sentiment/emotion
analysis. The data processing procedures for the 2 batches are
almost the same except at the beginning: for sentiment analysis,
we converted all the emojis to words, whereas for text mining,
we removed all the emojis. Next, we created a script to remove
the URLs, mentioned names, non–American Standard Code for
Information Interchange (ASCII) characters, and anything other
than English letters or spaces (eg, “1” and “?”). Using the R
package dplyr, version 1.0.2, we cleaned the tweets by removing
duplicates. To filter tweets created by fake or bot accounts, we
used the document-term matrix (DTM), which contains rows
corresponding to the tweets and columns corresponding to the
terms. Each entry in the DTM denotes the number of times a
term appears in a tweet. The similarity matrix S=[Sij], which
measures how similar the i-th tweet is to the j-th tweet, is
obtained by computing the dot product between the i-th row
vector and the j-th row vector Rj in the DTM, which
geometrically represents the cosine of the angle between the
row vectors Ri, Rj:

Therefore, if the i-th and the j-th tweets are identical, then Sij=1;
if they are completely different (ie, the angle between the
corresponding row vectors is 90º), then Sij=0. For tweets that
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were 80% similar, we retained the most representative one
(measured by the magnitude of the row vector in the DTM).
Furthermore, we used the tweetornot package [24], version
0.1.0, to remove users that were identified as bots with a 95%
probability or higher.

The final cleaned data set consisted of 1,499,421 unique tweets
from 583,499 different users. We further cleaned the tweets by
removing words and characters that were of little or no analytical
value (eg, “the”, “very”, “&”). We performed this task by
creating our own list of stop words by appending the 13

keywords related to COVID-19 and the 7 keywords related to
vaccine to the English stop words list from the R package
tidytext, version 0.2.6; this step was performed because we
already knew that every tweet would contain one or more of
those keywords, and retaining them in the tweets would not
further our understanding of the main content of the tweets.
Finally, we stemmed and lemmatized the words to their root
forms using the R package textstem, version 0.1.4 (eg,
vaccinating, vaccinates, and vaccinated were changed to
vaccinate). Figure 1 shows a summary of our data preprocessing
procedure.

Figure 1. Data preprocessing procedure. ASCII: American Standard Code for Information Interchange.

Topic Modeling
Topic modeling can help organize a large collection of
documents by grouping documents into different themes. Topic
modeling is often referred to as a probabilistic clustering. It is
more robust and usually provides more realistic results than
hard clustering (eg, k-mean clustering) [25]. A typical clustering
algorithm assumes a distance measure between topics and
assigns one topic to each document, whereas topic modeling
assigns a document to a collection of topics with different
weights or probabilities without any assumption of the distance
measured between topics. Many topic models are available, of
which the most widely used is the latent Dirichlet allocation
(LDA) model [25], developed by David Blei, Andrew Ng, and
Michael I Jordan in 2002 [26].

To extract common topics from this very high number of tweets,
we used the LDA algorithm for topic modeling. We performed
the LDA algorithm on the data using the R textmineR package,
version 3.0.4. The LDA algorithm requires manual input of the
number of expected topics. We ran the LDA algorithm on the
data by varying the topic number from 2 through 40. For each
topic number, we calculated the coherence score using the
textmineR package. We chose 16 as the topic number for our
final topic model, based on two considerations: first, the topic
number 16 corresponded to the highest coherence score (see
Multimedia Appendix 1); second, in comparison with topics
that appeared in the other topic models, the topic model with
16 topics strikes a balance between one too narrow that the
model would risk excluding important topics and one so broad
that it would dilute the main focus.

The top 8 terms from each of the 16 topics were generated. We
also used the geo_freqpoly function in the R package ggplot2,
version 3.3.2, to generate the frequency polygons (see Figure
2) to visualize the weekly frequency of the 16 topics from March
11, 2020, to January 31, 2021. For each tweet, the LDA assigned
a probability to each of the 16 topics. We assigned the topic
with the highest probability to each tweet, and we grouped the
tweets according to the most prevalent topics. To obtain
representative tweets for each topic, we randomly sampled 100
tweets from each topic; two of the authors then independently
examined the sampled tweets, followed by a group discussion
to select the most representative ones. If one of the authors
thought that no conspicuous topics had emerged from the first
100 sampled tweets, another 100 tweets would be sampled and
further reviewed; the authors continued this process until they
judged that there was a clear common topic and they reached a
consensus (see our previous paper [27] for more details). We
used the textmineR package’s topic label function to generate
an initial labeling for the topics. After carefully reading through
the sampled tweets from each topic, the two authors refined the
machine-generated labeling to give each topic the most accurate,
concise, and coherent description (see Table 1 in the Results
section). Through discussions, the authors further grouped the
topics into 5 overarching themes. Specifically, two of the authors
first independently grouped the topics into the number of themes
that made the most sense to them and resolved conflicting views
through discussion. The third author was involved by providing
additional comments on both the agreements and disagreements
between the two authors. The final decision of the grouping
was made together by all three authors. For example, whether
the topic of “vaccination drive in India” should be grouped into
the theme of “vaccine administration” or “vaccines as a global
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issue” was unresolved after the two-author discussion. By
rereading tweets and discussing among the three authors, we

finally placed the topic under the theme of vaccines as a global
issue.

Figure 2. Weekly frequency of each topic on Twitter from March 11, 2020, to January 31, 2021.

Sentiment and Emotion Analyses
Sentiment analysis can be used to classify the polarity of a given
document; it can assign a score to a document to indicate
whether the expressed opinion is positive, negative, or neutral.
Emotion analysis goes beyond simple polarity and can give
scores to different emotions, such as anger, fear, anticipation,
trust, surprise, sadness, joy, and disgust (the so-called Plutchik
wheel of emotions) [28]. The syuzhet package (Jockers, 2017)
[29] is the most popular and efficient R package for

sentiment/emotion analysis. To perform the emotion analysis,
we used the National Research Council of Canada Emotion
Lexicon developed by Turney and Mohammad in 2010 [30]. It
is the most comprehensive dictionary for this task [31]. In Figure
3, we show the weekly average polarity (sentiment) scores from
March 11, 2020, to January 31, 2021; we fitted the data points
with the best linear fit and obtained a slope of 0.003764 with a
P value <.001 and an intercept of 0.1653927 with a P value
<.001. In Figure 4, we plot the weekly percentage of emotions.

Figure 3. Weekly average polarity (sentiment) scores from March 11, 2020, to January 31, 2021. The slope of the best fit is 0.003764.
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Figure 4. Weekly percentages of emotions from March 11, 2020, to January 31, 2021.

Results

Numbers of Tweets
We downloaded 144,332,894 tweets posted from March 11,
2020, through January 31, 2021 (for a total of 327 days) using
the Panacea Lab database. After cleaning, a total of 1,499,421
tweets from 583,499 different users were included in the
analysis. As shown in Figure 5, the number of daily tweets
continually increased; the daily average for the month of January
2021 was 22,202 tweets. Before November 9, 2020, the number
of daily tweets was around or below 5000, with only one

exception, on August 11, 2020 (n=7486), when Russia approved
the world’s first COVID-19 vaccine [32]. The first wave of an
exponential increase in the number of daily tweets started on
November 9, 2020 (n=12,720), when Pfizer stated that its
vaccine is 90% effective [33]. The second wave of a surge in
the number of daily tweets started around January 3, 2021, when
more COVID-19 variant cases were confirmed in North America
by the CDC, and the highest number of tweets in a single day
(n=31,197) occurred on January 29, 2021, when Johnson &
Johnson’s and Novavax’s vaccines showed 85% and 89.3%
efficacy, respectively [34].

Figure 5. Daily numbers of COVID-19–related tweets from March 11, 2020, to January 31, 2021.

Topic Modeling of COVID-19 Vaccine–Related Tweets
Analysis of the tweets yielded 16 topics, which were grouped
into 5 overarching themes. In descending order of quantity of
tweets (N=1,499,421), the themes are opinions and emotions
around vaccines and vaccination (405,397 tweets, 27.04%),
knowledge around vaccines and vaccination (355,305 tweets,
23.7%), vaccines as a global issue (311,251 tweets, 20.76%),

vaccine administration (266,744 tweets, 17.79%), and progress
on vaccine development and authorization (160,724 tweets,
10.72%). Table 1 summarizes the 16 topics, top terms in the
topics, and the number and percentage of each topic; it also
provides a tweet example for each topic. More details about the
themes and topics, including the salient temporal variance of
topics (see Figure 2), are elaborated in the following subsections.
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Table 1. Numbers and percentages of tweets related to each COVID-19 vaccine topic (N=1,499,421).

Example paraphrased tweeta (date posted)Total tweets, n (%)Top terms contributing to
the topic model

Theme and topics

Theme 1: Opinions and emotions around vaccines and vaccination

“It is pathetic to see the low trust in science and the govern-
ment. People need to see leaders and politicians on TV to

227,840 (15.20)people, get, take, go, want,
make, like, think

Opinions about vaccination

receive the vaccine to convince them that the vaccine is
safe.” (December 18, 2020)

“After getting the first dose of the covid-19 vaccine today,
I can finally breath some fresh air and feel there is hope in
life.” (January 23, 2021)

89,117 (5.94)get, good, first, day, today,
work, one, feel

Positive emotion around
vaccination

“There are more lies than usual in today’s press. Biden is
being portraited as anti-vaccine. This is not correct. In fact,

88,440 (5.90)Trump, Biden, American,
president, gate, bill, plan,
administration

American president

he said on Wednesday he trusted the vaccines and the sci-
entists, while accusing President Trump of playing politics
with a potential covid-19 vaccine.” (September 16, 2020)

Theme 2: Knowledge about vaccines

“You can learn more about the covid-19 vaccines in our
upcoming town hall meeting. We will address any questions

96,532 (6.44)question, read, answer, ex-
pert, article, community,
immunity, black

Educating communities

and concerns on January 13, 2021, 2-3:30 PM (EST).”
(January 7, 2021)

“Even though covid-19 vaccines are an important step in
slowing down the spread of the virus, people still need to

89,008 (5.94)mask, get, need, go, still,
available, end, life

Measures to control commu-
nity spread

continue taking all precautions: wear a mask, maintain
physical distance from others, and keep your hands clean.”
(January 19, 2021)

“They say that coronavirus resembles the flu virus. As we
know, the flu virus mutates. Therefore, they need to create

88,327 (5.89)flu, year, new, may,

variant, work,

effective, strain

Immunity and mutation

different flu shot every year into order to fight off the virus,
but there hasn’t been a flu vaccine that is 100% effective.
So good luck with making the covid-19 vaccine.” (May
11, 2020)

“Both vaccines use mRNA technology which contains in-
structions that tell our cells how to make a protein that

81,438 (5.43)people, effect, test, risk, side,
side effect, immune, death

Functioning of vaccines

triggers an immune response inside our bodies.” (December
21, 2020)

Theme 3: Vaccines as a global issue

“On Thursday, WHO [the World Health Organization]
warns against ‘vaccine nationalism.’No one country is safe

108,366 (7.23)world, country, global, pan-
demic, access, need, devel-
op, effort

Global cooperation and sup-
port

if poor countries can’t get access to the vaccines.” (August,
9, 2020)

“On Tuesday, German health minister Jens Spahn joined
EU [the European Union] to place restriction on exporting

83,156 (5.55)UK, China, EU, Russia,
first, country, approve, news

Vaccine progress around the
world

covid-19 vaccines. This came amid discontent over the
delay in rolling out the AstraZeneca vaccine to member
countries.” (January 26, 2021)

“A rise in new covid-19 cases outweigh positive vaccine
news. Shutdown fears sink global markets. US coronavirus
deaths are above 250,000.” (November 9, 2020)

61,360 (4.09)new, case, death, news, roll-
out, rate, high, report

Economic impact

“India clears covid-19 vaccine makers Serum Institute of
India (SII) and Bharat Biotech to start the world’s largest
immunization drive.” (January 3, 2021)

58,369 (3.89)India, drive, minister, Indi-
an, speed, warp, health,
warp speed

Vaccination drive in India

Theme 4: Vaccine administration

“Health departments will each announce their vaccine
availability and locations. Eligible individuals at the feder-

106,544 (7.11)county, health, state, appoint-
ment, update, plan, site, dis-
tribution

Instruction on getting vac-
cines

ally qualified health center will be contacted regarding ac-
cess to a covid-19 vaccine.” (December 30, 2020)
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Example paraphrased tweeta (date posted)Total tweets, n (%)Top terms contributing to
the topic model

Theme and topics

“We have many sites delivering the covid-19 vaccines to
the top priority group. Please be patient and if you are in
the top priority group, you will be contacted.” (January 17,
2021)

85,623 (5.71)worker, care, health, first,
receive, healthcare, hospi-
tal, staff

Vaccine rollout

“Since Tuesday’s update, Louisiana has administered
25,133 additional covid-19 vaccines. The second doses
started being administered this week. 7,068 people have
been fully vaccinated. In total, since mid-December, 81,585
doses have been administered.” (January 7, 2021)

74,577 (4.97)dose, million, first, receive,
week, Pfizer, people, first
dose

Progress on vaccine admin-
istration

Theme 5: Progress on vaccine development and authorization

“There are 70 covid-vaccines under development. Moderna
is one of the first to test their covid-19 vaccine on humans.
If the trial is successful, Moderna could reach the final
stage of testing by Fall 2020.“ (April 26, 2020)

99,754 (6.65)trial, clinical, Pfizer, Moder-
na, phase, effective, clinical
trial, oxford

Clinical trials

“The FDA’s [US Food and Drug Administration’s] vaccine
advisory committee has unanimously approved an emergen-
cy use of the covid-19 vaccine made by Pfizer and by
Moderna.” (January 19, 2021)

60,970 (4.07)use, FDA, approve, emergen-
cy, approval, Pfizer, emer-
gencyuse, health

Use authorization

aThe tweets are paraphrased to protect users’ privacy.

Theme 1: Opinions and Emotions Around Vaccines
and Vaccination
This theme contained 3 topics, among which the topic of
opinions about vaccination (227,840/1,499,421 tweets, 15.2%)
was the most tweeted of all the 16 topics and remained the most
discussed topic in the majority of the period of our examination
(see Figure 2). This theme reflected the mixed opinions of
Twitter users about vaccination, including their doubt, hesitancy,
trust, and advocacy. Some Twitter users also asked for freedom
about vaccination. The second topic, positive emotion around
vaccination, featured happiness, hope, relief and other positive
emotions that the public showed in their tweets. Many emotions
were based on their direct or indirect experiences with
vaccination. The third topic was named “American president.”
The public’s opinions and emotions were expressed through
their comments on US President Trump and President Biden’s
vaccine-related words and actions.

Theme 2: Knowledge Around Vaccines and
Vaccination
This theme consisted of 4 topics focusing on understanding and
facilitating understanding of COVID-19 vaccines and
vaccination. The most frequently discussed topic under this
theme was educating communities, with a considerable number
of tweets spreading information about the live webinars where
health professionals would provide important information about
COVID-19 vaccines and answer questions. The topic of
measures to control community spread featured the
recommendation of taking measures such as wearing a mask,
washing hands, and social distancing both before and after
getting vaccinated. The topics of immunity and mutation
centered around the immunity of vaccines and mutation of the
coronavirus, which was frequently discussed in comparison
with flu virus. Functioning of vaccines, as a topic, introduced
how vaccines work and the subsequent symptoms and side
effects after vaccination.

Theme 3: Vaccines as a Global Issue
The theme of vaccines as a global issue consisted of 4 topics
related to the globality of SARS-CoV-2 and the COVID-19
vaccines; therefore, the topics under this theme were not
centered on the United States. These topics involved active
news about vaccine progress and updates around the world,
such as international vaccine supplies, delivery, and purchases
in many countries (ie, the topic of vaccine progress around the
world), the impact of vaccines on the global economy (ie, the
topic of economic impact), and the world’s largest inoculation
drive (ie, the topic of the vaccination drive in India). The topic
of vaccine progress around the world became the most discussed
topic around August 11, 2020, because Russia approved the
world’s first COVID-19 vaccine (see Figure 2). The most salient
topic under this theme was global cooperation and support,
which called for global cooperation to accelerate the vaccine
development and equitable access and advocated no vaccination
nationalism. This was also the second most tweeted topic
(108,366/1,499,421 tweets, 7.23%) among the 16 topics, only
after the topic of opinions about vaccination.

Theme 4: Vaccine Administration
This theme consisted of 3 topics covering several aspects of
vaccine administration. The topic of vaccine rollout mainly
centered around vaccination to the top priority groups, including
health care providers being the first in line. After the first doses
of Pfizer vaccine were administered in the United States on
December 14, this topic remained one of the 3 most discussed
topics for approximately 5 weeks (see Figure 2). The second
topic focused on the progress of the vaccine administration,
including the shipment and supply of vaccines that directly
relate to the progression of vaccine administration. The third
topic under this theme was instruction on obtaining vaccines,
which included spreading of information from health authorities
at various levels to guide the public to obtain their vaccine shots.
More detailed information was mentioned in the tweets in this
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topic, such as “If anyone is 75 and older, does not have internet
access, and needs help to schedule an appointment, please call
the central appointment desk for help at 1-866-960-0633” (a
tweet posted on January 20, 2021). With the advancement of
vaccine administration, this topic gradually became more salient
and leaped to the rank of most discussed topic, surpassing the
topic of opinions about vaccination, after the first week of
January; it then remained at the top rank until the end of January
(see Figure 2).

Theme 5: Progress on Vaccine Development and
Authorization
There are 2 topics under this theme, which focused on the
development of COVID-19 vaccines and authorization by the
US Food and Drug Administration (FDA). The topic of clinical
trials centered around the plan and process of clinical trials,
mainly from Pfizer and Moderna, and the updated results of the
clinical trials. This topic remained the most discussed topic for
a week around July 20, when the first human trial of the
Oxford/AstraZeneca coronavirus vaccine showed promise [35],
and became 1 of the 2 most discussed topics, together with the
topic of opinions about vaccination, for 3 weeks after Pfizer
stated its vaccine is 90% effective on November 9, 2020 (see
Figure 2). The topic of use authorization centered on FDA
approval of an emergency use authorization for COVID-19
vaccines.

Sentiment and Emotion Analyses of COVID-19 Vaccine
Tweets
Weekly mean sentiment scores showed that despite fluctuations,
in general, the sentiment was increasingly positive from March
11, 2020, to January 31, 2021, with the linear best fit slope of
0.003764 (with a P value <.001, which indicates that it is
statistically significant) (see Figure 3). Moreover, the positive
emotion reached its peak around November 9, 2020, when Pfizer
announced that its vaccine is 90% effective; on the same day,
the number of daily tweets became historically high before
January, as mentioned above. Emotion analysis further showed
that trust was the most predominant emotion, accounting for
22.78% of the 8 emotions (anger, anticipation, disgust, fear,
joy, sadness, surprise, and trust), followed by anticipation
(18.34%), fear (16.29%), sadness (10.97%), joy (9.76%), anger
(8.63%), surprise (7.60%), and disgust (5.63%). Noticeably,
the most dominant emotion shown in COVID-19 vaccine tweets
before April was fear; however, it changed to trust from the
week of April 1, 2020 (Figure 4). Trust remained the most
dominant emotion after that, and the number of tweets
expressing trust continued to grow. In addition, it was observed
that when the emotion of trust increased, the emotion of fear
decreased. The trust emotion reached its peak on November 9,
2020, when Pfizer announced that its vaccine is 90% effective;
on the same day, the fear emotion was expressed the least
throughout the time period of our examination. It was also noted
that apart from the obvious changes in the emotions of trust and
fear over time, the other emotions were relatively stable in the
period of March 11, 2020, to January 31, 2021 (see Figure 4).

Discussion

Principal Findings
In this study, we examined sentiments and topics over a long
time span, covering the discussions about COVID-19 vaccines
from when COVID-19 became a global pandemic (March 11,
2020) to January 31, 2021, when multiple vaccines become
available and mass vaccination had begun in the United States
and many other countries. This study adds to the latest research
about the social impact of the COVID-19 vaccine. For example,
there are surveys addressing sociodemographic social media
user characteristics and the social determinants of vaccine
acceptance [18,36]. Our research supplements studies like these
by providing the discourse patterns on social media, that is, how
people actually talked about their vaccination intentions and
other related issues. Researchers have taken a similar approach
to studying very specific vaccine-related topics, such as side
effects and the type of vaccines in the context of China. This
study could provide a comparison in different cultural contexts,
as the corpus was pulled from a global data set and English
tweets were analyzed. The specific topics and public sentiments
identified could be used for further studies about specific
vaccine-related topics among English language social media
users. Many of the current studies about COVID-19 vaccination
focus on vaccine hesitancy and antivaccine messages [19], and
some used survey methods to gather data [37]. As the vaccines
for COVID-19 are still very new, and they were developed in
a very short period of time due to the urgent need, we would
expect the expression of vaccine hesitancy in the public media
channels. This study would help contextualize the major
concerns about vaccine efficacy and safety.

This study has found some changing patterns of the discussion
on Twitter along with the progress. Similar patterns of
sentiments and topics found in another research using natural
language processing and deep learning techniques on Facebook
and Twitter posts [16]. The results of this research show that
the patterns are valid across platforms. The number of tweets
regarding COVID-19 vaccination is largely driven by major
events—mainly the milestones in vaccine development and the
new variants of the virus. Major spikes in the number of tweets
correspond closely to these events. The analysis of each topic
also shows such patterns. For example, from the weekly
distribution of topics, a sudden overall increase is noticeable
starting from early November, also right at the time of the Pfizer
announcement. Scholars have studied how information flows
from social media to mainstream news. In today’s media
ecology, the boundary between social and mainstream media
is no longer clear; however, here we can see that social media
discourse is largely mirroring what is happening in the news.
Future studies could detect to what extent the social media
discussion is shaped by mainstream media.

The sentiment analysis shows that the general sentiment toward
COVID-19 vaccination is becoming more positive over time.
The overall sentiment score reached the maximum in early
November 2020, which also corresponded to the report of the
high efficacy of the Pfizer vaccine. As for the emotions, trust
continually dominated the discussion; it reached the highest
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point around early November, following Pfizer’s announcement
about the efficacy of its vaccine. The percentage of tweets
increased overall, showing that more people were expressing
their trust in the discussion of COVID-19 vaccine. The change
of the percentage of tweets expressing fear mirrors that of tweets
expressing trust. The overall percentage is decreasing, showing
that as the vaccine development progressed, people’s fear about
the pandemic decreased. The highest point was in mid-March
2020, after the declaration of the global pandemic, and the
lowest point was in early November, at the time of Pfizer’s
announcement. As vaccine research and testing moved closer
to a promising result, the expression of fear declined. Other
emotions, in terms of their percentages of the overall tweets,
remained more or less stable over time. Trust is the dominant
emotion, which can be understood as a reflection of the
vaccination as the only option. Unlike other types of vaccines,
which people can choose to take or not, vaccination has been
increasingly viewed as the only promising way to end the
pandemic given the prevalence of COVID-19, the speed of its
community spread, the disruption of normal life, and the lack
of other options proved to be efficient.

The topics related to opinions and emotions were the most
common, and among the 3 topics in this theme, the topic on
opinions about vaccination represented the largest proportion.
The development of COVID-19 vaccines has progressed along
with the spread of the virus and the appearance of variants,
together with our increasing knowledge about the disease, all
of which have become active topics in public discourse. With
many uncertainties remaining about vaccines and other options,
we would expect mixed opinions to surface on the platform.
This mixed opinion about vaccination should also be situated
in the larger context of the antivaccine movement in the United
States and other countries as well. Our results show that doubts,
vaccine hesitancy, conspiracy theories, and the argument that
vaccination is an individual freedom are all common themes in
the antivaccine discourse. However, as mentioned earlier, as
COVID-19 has affected people’s day-to-day life, a vaccine is
crucial for returning to normal life; people still have much hope
in vaccines, leading to the sharing of positive emotions. Finally,
with the political climate and the ongoing presidential election,
both candidates included vaccination on their agenda; thus, the
discussion about the vaccine was very politicized.

As COVID-19 is an ongoing crisis with a global scale, the
discussion about the vaccine is also global. The pandemic has
revealed how much the world is now connected, and thus
vaccination has become a global issue—if a country cannot
reach a certain level of vaccination of its population, it has a
high risk of contagion and virus mutation; thus, it is difficult
for the country to return to its role in the global economy, and
global cooperation is needed to defeat the disease. Therefore,
the economic impact of the pandemic and the development of
vaccines are salient issues.

The currently available vaccines are also results of cross-national
collaboration, which is why “vaccine nationalism” is frequently
mentioned in tweets as an issue that would impede the progress
of fighting the pandemic. In a global crisis, information-seeking
needs increase, particularly as vaccines become available and
people need instructive information regarding the vaccine

rollout, obtaining vaccines, and the vaccine administration. As
COVID-19 is a new disease that is still being studied, and the
vaccines also became available after a short period of research
and development, there are numerous uncertainties facing public
acceptance of these vaccines. For laypeople, the science behind
the vaccines is still not well understood, particularly because
COVID-19 is such a new disease and many things are still
unknown. These uncertainties have provoked people to seek
and share information about the vaccines, which is reflected in
the topic of knowledge around vaccines, such as the science
behind the vaccines (immunity and mutation), the techniques
used, and results of clinical trials. These uncertainties have also
provoked people to seek information about the vaccine rollout
and administration because these topics are are closely
connected to when and how people will be vaccinated.

The results of this study show that the discussions about
COVID-19 vaccines are multifaceted, and the public are actively
seeking and sharing information about them. It is important for
public health agencies to understand the major public interests
and concerns regarding vaccination, that is, the major factors
that would affect vaccine acceptance and hesitancy. In this way,
they could establish appropriate strategies to facilitate public
communication. Our study shows that the major spikes in
vaccine discussions corresponded to reports of the breakthroughs
of vaccine development as they appeared in the news. Public
health agencies need to pay attention to this pattern and monitor
the discussions on the web on days when major news is reported
about vaccine development or other significant events, such as
a report of severe adverse events from a particular vaccine.
These agencies could develop immediate responses based on
identifying the instant reactions—and the dominant emotions
and topics—on social media. In this study, we found that trust
is the predominant emotion regarding vaccines, which is
promising and reassuring for the public health agencies
promoting vaccination. For individual themes and topics, public
health agencies should pay close attention to the discussions
about vaccine knowledge and administration to close the
information gap between the needs of the public and the
information the agencies have provided.

Limitations
By examining how topics and sentiments evolve along the
timeline of the pandemic and vaccine development, one can see
the correspondence of the volume of tweets and major research
breakthroughs in the news. Although it is clear that the number
of tweets shows a major spike at the news of Pfizer reporting
its high vaccine efficacy in early November, a statistical analysis
may provide more details about whether there are significant
differences. Although it is not the focus of this study, close
examination of Twitter users may provide more meaningful
information, such as how the contents shared by different kinds
of users vary and whether certain types of users are more likely
to post or comment on certain topics. In addition, this study
may have geographic bias in the examined tweets, as is observed
in many other studies of unstructured textual data [38]. As a
result, a given data set could overrepresent some geographic
areas. Last but not least, because Twitter users are not
representative of the US population [39], our data set could be
overly representing a subset of the population with specific
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characteristics. Therefore, the findings of this study should be
generalized with great caution.

Conclusion
This study identifies the major topics and sentiments about
COVID-19 vaccine–related issues discussed on social media.
It also examines the changes in these topics and sentiments over
time to better understand the larger trend. Among the 16 distinct
topics, opinions about vaccination was the most common and
remained so over time. As vaccine development progressed
around the world, the dominant topics also shifted. Instructions
on getting the vaccine became the most discussed topic around
early January 2021. The discussion of COVID-19 vaccination
on social media was largely driven by major news events about
COVID-19 vaccines and mirrored the active new topics in

mainstream media. Also, the discussion has a global perspective.
The overall sentiment was increasingly positive over time, and
trust was the predominant emotion, which shows that social
media discussions may imply higher acceptance of COVID-19
vaccines compared with previous vaccines. Due to the timeline
of our data set, in this study, we did not further examine the
sentiments about specific brands of vaccines. We would expect
the discussions to be different when using different brand names
to search for tweets and conduct sentiment analysis. Particularly,
after administration of the Johnson & Johnson vaccine was
paused by the CDC, there could be a surge of related
discussions, and a topic about the side effects of the vaccines
could emerge. Therefore, further study in this line is highly
recommended.
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Abstract

The ability of remote research tools to collect granular, high-frequency data on symptoms and digital biomarkers is an important
strength because it circumvents many limitations of traditional clinical trials and improves the ability to capture clinically relevant
data. This approach allows researchers to capture more robust baselines and derive novel phenotypes for improved precision in
diagnosis and accuracy in outcomes. The process for developing these tools however is complex because data need to be collected
at a frequency that is meaningful but not burdensome for the participant or patient. Furthermore, traditional techniques, which
rely on fixed conditions to validate assessments, may be inappropriate for validating tools that are designed to capture data under
flexible conditions. This paper discusses the process for determining whether a digital assessment is suitable for remote research
and offers suggestions on how to validate these novel tools.

(J Med Internet Res 2021;23(6):e26004)   doi:10.2196/26004
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Introduction

The emergence of SARS-CoV-2 at the turn of 2020
demonstrates how abruptly life—and research—can change.
The global response to the resulting pandemic also demonstrates
how quickly the world can use technology to adapt to these
changes. The physical closure of organizations has less impact
now than it would have had even 10 years ago; thanks to
technological advances, many formerly in-person activities can
now be conducted virtually. For some organizations, this way

of operating was already familiar, whereas for others it is novel
and challenging. Overall, most organizations are being
compelled to adapt and create innovative ways to enhance
remote working.

Scientific research has also had to adapt to these unforeseen
circumstances. Fortunately, a great deal of psychological
research was routinely conducted remotely before the
SARS-CoV-2 outbreak [1], primarily in an attempt to produce
more externally valid research [2,3]. Remote data collection
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offers an opportunity for researchers to broaden the diversity
of their samples, both in terms of whom they recruit and when
and where data collection occurs. Remote data collection is
facilitated through web-based recruitment platforms (eg, Amazon
Mechanical Turk, Prolific, and Call for Participants), web-based
survey and experiment builders (eg, Qualtrics and Gorilla), and
personal devices (eg, smartphones and smartwatches) that can
be used to collect data on a range of behaviors (eg, location,
movement, social interactions, travel behavior, energy intake,
energy expenditure, vital signs, sleep patterns, menstrual cycles,
mood, cognition, and pain) [1,3,4]. Smart devices are used for
both active and passive data collection, and users can manually
input self-report data, whereas built-in sensors allow for
continuous collection of objective data [3].

Although much cognitive and behavioral research was already
moving toward remote testing before the SARS-CoV-2 outbreak,
progress in this field needs to be accelerated. Once social
distancing measures are relaxed, it is reasonable to expect a
gradual return to normality. However, it is unrealistic to expect
our way of life to be wholly unchanged. With the world turning
to technologies that facilitate virtual interactions, there are likely
to be technical improvements made to these tools, as well as
increased availability. The discovery that certain virtual
experiences are equally efficient as, or more efficient than, their
real-world counterparts may change the way that many of us
operate. Considering the widespread effects of the current
pandemic and the potential for similar infectious disease
pandemics in the future, it is realistic to expect that virtual
research will become increasingly popular and, perhaps, even

the new norm [5]. Now, more than ever, resources need to be
invested in the development of remote research assessments.

Here, we discuss the benefits of conducting remote clinical
research, how to determine the suitability of an assessment for
remote research, and various approaches to validating such
assessments based on where and how frequently data collection
occurs. We focus on the validation process of active
assessments, including both objective and subjective measures
(neuropsychological tests and patient-reported outcomes,
respectively). However, the principles outlined here should also
apply to the validation process of some passive assessments,
such as those designed to detect cigarette smoking [6]. We have
included a flowchart (Figure 1) to illustrate the decision-making
process. We discuss traditional validation techniques (ie, the
comparison of a single assessment between controlled and
uncontrolled settings and comparison between two different
assessments in the same setting), as well as innovative methods
that account for the measurement of constructs across time and
location (eg, improving signal-to-noise detection to capture
more robust baselines and develop novel phenotypes for
improved precision in diagnosis and accuracy in outcomes).
We have included case studies to illustrate the breadth of
approaches and techniques that may be necessary to consider
when designing a validation process for novel assessments.
However, it is important to note that these individual pilot
studies are only presented here for example purposes and should
not be considered comprehensive empirical studies in their
entirety.

Figure 1. The decision process for validating digital assessments for remote research.
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The Benefits of Conducting Clinical
Research Remotely

In a conventional clinical trial, researchers ask patients to
complete comprehensive assessments to monitor their
symptoms. The assessments can be extensive and may require
trained personnel to administer and score them. As the
assessments are burdensome for both parties [7], the frequency
with which they can be administered is limited and, as a result,
they only provide snapshots of treatment efficacy. In other
words, assessments may only be administered monthly or even
less frequently. However, symptoms can fluctuate from week
to week, day to day, and even within a single day. At the time
of assessment, a patient’s symptoms might improve or be
exacerbated by chance because of factors unrelated to treatment
efficacy (eg, a stressful event occurring in the morning before
an afternoon assessment). Therefore, it can be difficult to
ascertain whether changes in patients’ symptoms are due to
treatment or extraneous factors. Researchers might test patients
on the same day of the week or at the same time of the day
throughout the trial to account for fluctuations in symptoms.
However, this strategy operates on the assumption that symptom
changes occur in a predictable manner.

Many psychiatric disorders are characterized by irregular
circadian rhythms. Therefore, these patient groups might have,
in particular, stochastic fluctuations in cognitive function and
mood that cannot be easily predicted [8]. Researchers may
attempt to evaluate symptoms during the intervals between
assessments by relying on retrospective subjective reports from
patients [3]. However, self-report measures can be unreliable
indications of actual behavior [9-12], especially when a patient’s
condition affects their insight or their memory [13,14], impairing
their ability to accurately recall past events and symptoms. In
addition, there is a limit to how much detail can be recalled.
Retrospective subjective reports usually ask patients to reflect
on symptom changes over a week or month because recalling
hourly or daily changes would be unfeasible [15]. To account
for confounders that coincide with test days and avoid relying
on biased reports of symptoms, researchers may measure the
symptoms of interest before and after an experimental
manipulation in the laboratory. This design is assumed to act
as a proxy for what might occur in the real world. However, it
is not clear how well the trigger and resulting behavior in an
artificial setting will translate into those occurring in the real
world [16]. An alternative is to conduct the trial remotely, using
a phone or wearable device to administer assessments in natural
settings at regular intervals or in response to state changes, also
known as ecological momentary assessment [2,3]. This
methodology reduces user burden while increasing the likelihood
of the measurements capturing clinically relevant symptoms
when they occur in real time, and such approaches will help to
revolutionize clinical trials [3,17].

Determining the Suitability of an
Assessment for Remote Research

When developing any assessment tool, there needs to be a
trade-off between the length or duration of an assessment and

the frequency at which it can be administered. On the one hand,
the testing time should be kept to a minimum. Increased testing
time can cause participants to tire of the assessments [18], which
could decrease the accuracy of responses and compliance,
thereby increasing attrition. Similarly, knowing that one will
need to complete frequent lengthy assessments during a research
study may negatively affect recruitment to that study. On the
other hand, there needs to be a sufficient amount of data to
maximize the precision of the measurements and ensure their
accuracy (ie, effectiveness at detecting the presence or absence
of the symptom of interest) [19]. These considerations are
especially crucial when the research study requires participants
to interrupt their normal routines to complete assessments
[20,21] and even more so when conducting clinical research
with patients who may have a low threshold for burdensome
research procedures because of their symptoms (eg, lack of
concentration, fatigue, or motivational fluctuations). Therefore,
for the most part, remote assessments should be either brief and
frequent or lengthy and infrequent to be successfully
implemented and to reliably capture valid data. However, there
are exceptions to this rule, which we discuss herein.

Assessments that require a substantial amount of time to
complete cannot be easily incorporated into daily routines or
administered frequently without overly inconveniencing users.
The inclusion of these assessments in real-world trials is likely
to decrease compliance and increase attrition. Therefore, lengthy
assessments will need to be abbreviated to be administered at
high frequencies.

However, some assessments cannot be abbreviated, such as
those that cannot sacrifice items or trials without degrading the
assessment’s psychometric properties. As long as lengthy
assessments can be administered at relatively low frequencies
(eg, once a day or once a week) and have some flexibility
regarding when they can be completed (within reason), they
can be administered remotely (ie, on the web). Administering
a lengthy assessment remotely (as opposed to administering it
at a testing facility) provides a more naturalistic context for data
collection and may reduce confounding factors associated with
artificial test settings. It also reduces the intervals between
events of interest and subsequent measurements, which may
improve symptom recall accuracy. In addition to these benefits,
there are temporal and spatial limitations within this context
that should be considered. Users will need to find an appropriate
space as well as time to engage with the assessment. Therefore,
administering lengthy assessments remotely is not a suitable
method for capturing clinically relevant data in real time.
However, depending on the research question and clinical
population, it might be preferable for participants to complete
an extensive assessment less frequently and retrospectively,
rather than complete a less comprehensive assessment more
frequently and in real time (eg, when qualitative data are needed,
for the purposes of a clinical diagnostic interview, etc).

Assessments that are brief (or can be abbreviated), track
dynamic changes, and are not limited by specific technical
requirements are appropriate for high-frequency remote testing.
This approach captures high-resolution data that allow for the
interpretation of outcomes in relation to time and location. This
increased level of detail can be incorporated into the statistical
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analyses to improve the signal-to-noise ratio. As a result,
high-frequency assessments can be used to achieve more
representative baselines and develop novel digital phenotypes
to improve the precision and accuracy of diagnosis and outcomes
[22]. It should be noted that brief assessments do not necessarily
have to be administered at high frequencies to be valid
measurement tools. For example, the 2-item Patient Health
Questionnaire (PHQ) is an abbreviated version of the 9-item
PHQ, which is widely used to evaluate depression and
demonstrates sufficient diagnostic sensitivity when administered
at the same low frequency as the full-length version [23].
Administering the abbreviated version infrequently is likely to
be less sensitive than both administering the full-length version
infrequently and administering the abbreviated version
frequently. However, the latter options may not always be
feasible (eg, when the other study procedures are already time
consuming and effortful) or sensible (eg, when increasing the
response rate or completion rate is key).

Sampling frequency matters—both over- and undersampling
can have negative consequences. It may be inefficient to use
hourly sampling to capture diurnally varying symptoms [24] or
to use time-based sampling to capture symptoms that occur in
response to specific (eg, clinically relevant) events [3]. This is
particularly true if the frequency and regularity of the relevant
event vary considerably among individuals (eg, panic attacks
can occur several times per week or a couple of times per year)
[25-27]. Sampling more than necessary risks burdening
participants, wasting resources, and ultimately degrading data
quality (eg, by decreasing compliance) [24]. The sampling
frequency should align with the fluctuations of the symptoms
of interest as much as possible so that each measurement is
informative. This may mean that low-frequency sampling is the
most appropriate, circumventing the need for brief assessments.
However, compliance may be low if participants are required
to self-initiate assessments after the occurrence of relevant
events. Alternatively, high-frequency sampling can be used to
continuously monitor relevant events (eg, through a watch that
passively detects smoking) and trigger an assessment when
appropriate [6,28,29]. There are also cases in which the relevant
events may occur irregularly or infrequently, but continuous
monitoring of the symptoms of interest outside of the event
window is useful; for example, measuring positive and negative
affect regularly as well as whenever self-harm occurs [30].
Continuous monitoring of symptoms provides a clearer picture
of baseline functioning, which can be used to better characterize
changes in functioning. Furthermore, continuous monitoring of
symptoms of interest, relevant events, or related factors can
help identify patterns in behavior that can be used to predict
changes, increasing sampling accuracy and reducing participant
burden [31,32]. Of course, the feasibility of continuous
monitoring will depend on the effort required by the participant
to complete the assessment and the capacities and constraints
of the specific participant group.

There are also assessments that are appropriate to abbreviate
and administer at high frequencies but may not be suitable for
remote testing for other reasons (eg, if researcher supervision
or a specialist device is required). Furthermore, if the assessment
is susceptible to practice effects, mitigating solutions will need

to be developed [33]. Some considerations may not be directly
related to the assessment itself but to the context in which it is
used. For example, an assessment may be designed to evaluate
outcomes after a pharmacological challenge and, in this case,
whether or not the pharmacological challenge can be delivered
remotely needs to be considered. It may be possible, if
appropriate precautions are taken, to instruct participants to
self-administer certain substances, such as caffeine, alcohol,
nicotine, etc, but this would clearly not be possible in other
cases (eg, controlled substances).

A Process for Evaluating Tools for
Remote Research

As research transitions from operating in testing facilities to the
field, it is vital that remote research assessments are developed
to a high standard. A remote research assessment needs to be
both a valid measure of the construct being evaluated and
practical to implement. One of the difficulties in transitioning
to remote data collection lies in defining the process for
validating remote assessments. For a novel assessment to be
valid, it must be reliable and a true measure of the construct of
interest. Reliability can be verified by measuring the internal
consistency of items or trials or by investigating whether the
assessment produces consistent results under similar conditions
(ie, test-retest reliability) [34]. To demonstrate internal validity,
a reliable assessment is compared with a gold standard (ie, a
tool that has been demonstrated to consistently and accurately
measure the construct of interest) under controlled conditions
to reduce extraneous influences. To demonstrate external
validity or generalizability, the assessment is administered and
compared across different testing conditions (ie, at different
times, in different settings, and in different people) [35,36].

However, this paradigm for evaluating internal validity is not
necessarily useful for validating remote research assessments,
which are not designed to be administered under controlled
conditions. This is not necessarily a limitation because using a
traditional validation paradigm may not be ideal when the focus
is on real-world behavior, as is the case in applied research.
Testing under controlled conditions can introduce temporal and
spatial biases into the data. Unlike traditional research
assessment, remote research assessment is far more flexible in
terms of when and where it can be administered. This increased
flexibility in data collection can improve the external validity
of the assessment but also means less standardization because
assessments are completed without researcher supervision and
in contexts that can vary within and across participants.
Therefore, the framework for evaluating the internal validity
of remote research assessments may need to be different from
traditional methods that assume spatiotemporal consistency.

How to Validate Low-Frequency
Assessments for Remote Research

The internal validity of an assessment includes face, content,
criterion, and construct validity [36,37]. Criterion validity is
useful to assess when evaluating the construct validity of an
assessment, abbreviating an already existing assessment, or

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26004 | p.1449https://www.jmir.org/2021/6/e26004
(page number not for citation purposes)

Ferrar et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


planning to use an assessment in a new environment. To assess
the criterion validity of any new assessment (either a completely
new assessment or an amended version of an already validated
assessment), the validity assessment needs to be administered
(concurrent validity) or after (predictive validity) an established
assessment. An established assessment is one that has already
been validated to measure the same construct or a similar
constructs (to evaluate criterion and construct validity,
respectively) [36]. The outcomes generated by the new
assessment need to be compared with those generated by an
established assessment. To validate a new low-frequency
assessment for data collection in a clinical or laboratory setting,
both the new and established assessments need to be
administered under standardized conditions at the testing facility
to confirm that the assessments are equivalent.

To validate a new low-frequency assessment for remote data
collection, the new assessment needs to be administered
remotely and the resulting outcomes compared with those
generated by the established assessment. The established
assessment can either be administered in a clinical or laboratory
setting or remotely (depending on whether the assessment has
already been validated for remote data collection) [38-40]. When
validating assessments remotely, the unsupervised and
uncontrolled nature of the study environment and the potential
for selection bias need to be considered. Table 1 illustrates not
only some limitations of remote data collection but also the
advantages that remote data collection offers over data collection
at testing facilities. The advantages may offset the disadvantages
of remote data collection because research suggests that data
collected remotely and in-person are comparable [1,39,41-45].

Table 1. Key factors to consider when validating assessments for remote research.

AdvantagesLimitationsFactors

Absence of rater or supervision •• Participants may be less influenced by social facil-
itation or impairment and behave more naturally
[47].

The researcher cannot observe participants to deter-
mine whether participants are incapacitated, disen-
gaged, or require clarification and intervene if
necessary [46].

No central testing location and
testing can occur at unspecified
times

•• Being outside of the laboratory or clinic may re-
duce evaluation apprehension and cause partici-
pants to behave more naturally [50].

There may be a higher likelihood of distractions
during data collection [48].

• The sample might be biased toward individuals
with technology and internet access and technology
proficiency [1,39,48,49].

• Depending on the study design, participants may
be reporting on behaviors, mood states, etc when
and where they naturally occur [3].

• Participation in the study is accessible to individu-
als who are unwilling or unable to travel to a cen-
tral testing location or to be tested in person [1,48].

Differences in device, computer
hardware, software, processing
speed, screen resolution, display
characteristics, internet connec-
tion, and response input method

•• Having participants use their personal devices to
input data may reduce study costs (devices do not
need to be purchased and supplied to participants).
In addition, the use of a familiar device may im-
prove performance and compliance [54].

May bias stimulus presentation and response mea-
sures, especially reaction time [1,40,45,48,51,52]

• Differences in the ownership of certain devices
(eg, smartphones) may be patterned by sociodemo-
graphic factors [53].

Evaluating behavior under controlled (ie, laboratory or clinic)
or quasi-controlled (ie, on the web) conditions may suffer from
poor external validity because the findings will not necessarily
represent natural behavior. External validity refers to the degree
to which the measurements generated by an assessment
generalize to other people (population validity) and settings

(ecological validity) [35] and across time [55]. In field research,
behavior can be evaluated at frequent intervals, in natural
settings, and in real time. This avoids experimenter and recall
biases, increasing the ecological and temporal validity of the
research. The population validity of field research is less
straightforward (Textbox 1).
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Textbox 1. Taking a closer look at the external validity of remote assessments.

Selection biases

• Both remote and in-person studies are subject to selection biases [49,56-60]. Whether a study is conducted remotely or in-person, participants
are motivated to take part for a variety of reasons. For example, a common motivation for taking part in in-person studies is financial reward;
other reported motivations include the desire to help science and medicine, help other people, learn, and socialize [60]. Differences in participation
motivation can have downstream effects such as affecting engagement with the study procedures. In turn, data quality may suffer, resulting in
misleading findings. Previous research demonstrates that there are systematic differences in engagement between paid and course-credit participants
in in-person studies [59] and between web-based participants looking for paid work (eg, Amazon Mechanical Turk users) and those recruited
through paid advertisements [56].

• A large proportion of the participants in in-person studies are Western, educated, affluent, and democratic individuals from industrialized countries
[61] and primarily students [1,48]. The resulting lack of diversity of the sample can weaken population validity [1,48,61]. For example, there is
evidence of systematic differences in data obtained from student samples and the general population [57]. When conducting research with clinical
populations, there are additional barriers associated with poor health that can bias trial recruitment and retention [62]. Individuals with the lowest
levels of functioning may be the least likely to participate in, or the first to drop out from, clinical trials because participation might be too
burdensome [63]. Conversely, when recruitment for clinical trials primarily occurs at health care facilities, individuals who do not visit doctors’
offices and hospitals (perhaps those with the highest levels of functioning or those that dislike or fear health care settings) are likely to be
underrepresented in the clinical research [64]. Collecting data through remote assessments may increase sample diversity, for instance, by making
participation more accessible to nonstudent populations (such as individuals who work during normal operating hours, who have care responsibilities,
who live and work far from the university, who are unfamiliar with research, etc). Collecting data through remote assessments can also increase
sample diversity for clinical research by making participation more accessible to individuals with varying disease severity and to those reluctant
to seek out treatment. Remote methodology also allows individuals who might not otherwise participate in research because of disapproval from
family or friends [65] to participate discretely.

• However, although this approach mitigates certain selection pressures, it is likely to induce different selection effects relating to, for instance,
internet and device access [49,54,66,67]. Although it is commonly accepted that this may affect generalizability, it may also bias exposure-outcome
relationships within the study of interest owing to collider bias. For example, say we enroll participants in a remote study on cognitive performance
in which assessment necessitates using an iPhone. It has been demonstrated that ownership of an iPhone is associated with educational attainment,
age, and health [68]. If we assume that educational attainment is related to cognitive performance, then any relationship we see between the
predictors of iPhone use (eg, age and health) and cognition may be distorted by collider bias [69].

• Instead, researchers may allow participants to complete the assessments on any smartphone to increase the inclusivity of the research. If large
variations in responses due to software or hardware differences are anticipated, the analysis may include device type as a covariate to control for
this variability. Doing so, however, can again introduce collider bias, where, for example, an association between socioeconomic status and
cognitive performance may appear weaker than the true population value [54]. This selection bias poses a risk to generalizability of the findings.
Therefore, researchers must carefully consider their recruitment strategy and implement statistical tools such as weighted and sensitivity analyses
to avoid and correct for selection biases [58,70].

How to Validate High-Frequency
Assessments for Remote Research

Field assessments cannot feasibly be administered in controlled
settings at fixed times in an attempt to avoid interference from
the outside world. As a result, it can be challenging to
empirically evaluate the impact of extraneous factors and thus
demonstrate robust internal validity, especially because there
can be substantial intraindividual variability in many important
symptoms and behaviors. One solution is to exploit the ability
of these tools to capture high-resolution data [22]. High
intraindividual variability can inflate the sample SD; increasing
the number of data points per participant can increase the
precision of estimates and improve statistical power [71-74].
However, the feasibility of increased sampling needs to be
considered because it can exacerbate practice and fatigue effects
[33].

To validate any new high-frequency assessment, the procedure
is broadly the same as that for a low-frequency assessment:
outcomes from a high-frequency assessment can be compared
with those generated by an established low-frequency
assessment. As high-frequency assessments are administered
under flexible conditions, they exhibit greater external validity
at the expense of internal validity. Likewise, because
low-frequency assessments are administered under stricter

conditions, they exhibit greater internal validity at the expense
of external validity (Textbox 1). Therefore, equivalence in the
outcomes generated by these complementary measures suggests
that high-frequency assessments are likely to possess robust
external and internal validity.

However, to make a comparison between two complementary
measures, any methodological differences in how the measures
are implemented need to be taken into account. When validating
an assessment for high-frequency testing, the new assessment
is often a brief assessment, whereas the established assessment
may be a full-length assessment. When validating a brief
assessment against a full-length assessment, there is often a
temporal mismatch. A full-length assessment needs to be
administered only once to provide meaningful data. However,
because a brief assessment is less comprehensive than a
full-length assessment, a single data point may be less likely to
be informative. Instead, the brief assessment needs to be
administered repeatedly across a range of time points, with the
resulting multiple data points taken together to provide useful
information.

An exception might be when a full-length assessment is not
particularly lengthy to begin with; therefore, the abbreviated
version is not considerably shorter than the full-length version,
and the psychometric properties of the assessment are not
drastically affected. The reason for shortening the assessment
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might be to coadminister it alongside other assessments while
keeping the total testing time brief. Alternatively, it might be
beneficial to remove a component that may be problematic when
delivering assessments remotely. For example, the 8-item PHQ
is equivalent to the 9-item PHQ except that it excludes the item
on suicidal ideation. It is useful for screening for depression in
environments where it would not be feasible to implement
safeguarding procedures for participants who indicate suicidal
thoughts or intentions [75]. In these cases, the assessment may
still be administered at high frequencies, but not because
increased sampling is necessary to compensate for a reduction
in trials or items. Therefore, in these cases, the outcomes from
a single abbreviated assessment would be meaningful and could
be directly compared with the outcomes from a single full-length
assessment.

When validating a brief assessment against a full-length
assessment, there is often a spatial mismatch. Brief assessments
are often implemented to facilitate field research, whereas
full-length assessments are best suited to more controlled
environments where participants can dedicate a substantial
amount of time to attend to the assessment (ie, in a clinical or
laboratory setting). Therefore, when comparing outcomes

between the two it is useful to compare high-frequency
measurements collected in the field with low-frequency
measurements collected in a controlled environment. For
example, a recent study evaluated the feasibility and validity
of high-frequency cognitive assessments in patients with
schizophrenia. Patients and healthy controls completed a
traditional neuropsychological battery at the clinic, followed
by an ecological momentary assessment (hosted on a mobile
phone) to measure cognitive function remotely for 7 days.
Compliance was high, fatigue effects were not observed, and
practice effects occurred as a function of study duration, but
this relationship was observed for both the patient and control
groups. Outcomes for the high-frequency abbreviated
assessments correlated considerably with the outcomes from
the validated full-length assessments in both patients and
controls, demonstrating convergent validity for the
high-frequency assessments [76]. However, the full-length
assessment, against which the abbreviated assessment is
validated, does not necessarily need to be administered at a
testing facility. It can instead be administered remotely if it has
been validated for remote administration and can feasibly be
administered at moderately high frequencies (eg, once a week
or once a day). This approach is illustrated in Textbox 2 [77].
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Textbox 2. Comparing high-frequency abbreviated assessments with low-frequency full-length assessments.

Aim

• To evaluate the feasibility and validity of high-frequency assessments to capture fluctuations in cognition and mood

Methods

• Ecological momentary assessment was used to measure cognition and mood remotely for 2 weeks in 10 healthy participants in a pilot study.

• Cognitive function was assessed remotely by using the following:

• Validated full-length assessments from the Cambridge Neuropsychological Test Automated Battery (CANTAB): spatial working memory,
rapid visual information processing, attention switching task, and emotion recognition task. The assessments were hosted on a web page
and administered after 5 PM each day.

• An abbreviated assessment (hosted on a smartwatch: Microsoft Band 2) of working memory (A-prime: the ratio of hits [correct detection
of an n-back match] to false alarms [response during no match] 2-back task). The assessments were administered once per hour between 9
AM and 7 PM.

• Mood was assessed remotely by the following methods:

• A validated full-length assessment: positive and negative affect schedule. The assessment was hosted on a web page and administered after
5 PM each day.

• A brief assessment (hosted on a smartwatch: Microsoft Band 2) of emotional state (through the selection of the participant’s current emotion
and rated intensity of this emotion) probed immediately after cognitive testing each day.

Key findings

• The feasibility of the high-frequency methodology was evaluated by measuring compliance with data collection. The high-frequency 2-back task
was completed on 64% (9/14) of the study days, with an average of 3.6 tests completed on those days. More assessments were completed on
weekdays than on weekends and outside of commuting hours (9 AM and 6 PM).

• The convergent validity of the high-frequency 2-back task was evaluated by correlating its outcomes with the outcomes from the CANTAB tests.
A-prime was significantly correlated with measures of spatial working memory (r=−0.8) and attention switching task (r=−0.45), and moderate
but not statistically significant correlations were observed with performance on a measure of sustained attention (rapid visual information
processing A-prime r=−0.33). On the high-frequency assessments of mood, this nonclinical sample rated the mood as generally positive and of
a low intensity. Participants were first asked to rate their emotion by choosing 1 of 6 canonical emotions (happiness, sadness, disgust, fear,
surprise, and anger) and then the intensity of that emotion on a 6-point scale where 6 was the most intense. As negative emotions (sadness, disgust,
fear, and anger) were much less frequently reported than positive emotions (happiness and surprise) in this healthy sample, daily intensity reports
across positive and negative emotions were aggregated to produce a single scale representing the overall balance of reports of positive or negative
emotional intensities over a day. Notably, a reduction in mood positivity was observed on the day of the results of the 2016 United Kingdom
European Union membership referendum (June 24, 2016; Figure 2).

Key conclusions

• A full-length assessment allows for comprehensive data collection at a single time point and allows for researchers to exert greater control over
the testing environment. Yet, the data might be distorted owing to low-sampling frequency or use of an artificial environment. In this case study,
it was feasible to administer the full-length assessments daily in natural settings. However, many full-length assessments might be too long to
administer as frequently as once a day [78] or need to be administered at a testing facility [76] (eg, when specialist equipment or a trained
administrator is required). The results in this case study demonstrate how extraneous factors (eg, the referendum) can affect outcomes. Outcomes
that are measured infrequently are more vulnerable to confounding bias (ie, the outcomes may differ dramatically depending on the day or time
when they were measured). Measuring outcomes at high frequencies, instead, allows researchers to detect confounding effects and control for,
or investigate, them as appropriate.

• To feasibly measure outcomes at high frequencies, assessments must be brief, which means the comprehensiveness of data collected at a single
time point is drastically reduced. Therefore, to ensure that abbreviated assessments are sensitive to what they are intended to measure, they need
to be administered more frequently than, say, once per week or once per day. This often requires sampling to occur in real-world environments
because it is impractical to collect data in a laboratory or clinic at such high frequencies. Using field assessments comes with its own set of
challenges; therefore, study designs should account for times when engagement may be low (eg, weekends or during commuting).

• Although it is unfeasible to validate field assessments under tightly controlled conditions, they can be compared with assessments that have
reliably exhibited internal validity in both healthy participants and patient groups, such as the CANTAB tests portrayed in this case study [79-83].
Field assessments benefit from sampling phenomena within natural settings and in real time over extended periods of time. When outcomes
generated by the field assessments are comparable with those generated by validated full-length assessments, it is reasonable to assume that the
field assessments also exhibit strong internal validity or, at the very least, are sufficiently valid measures owing to robust external validity and
extensive sampling.
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Figure 2. Daily mood positivity across all participants over a 7-day period.

One disadvantage of validating a high-frequency assessment
against a low-frequency assessment is that it seeks equivalence
between outcomes captured at different times and in different
locations. An alternative approach is to compare 2 assessments
that take measurements in equivalent ways (ie, at high
frequencies in the field). This approach is only possible when
a brief assessment (validated to measure the same or an
empirically similar construct of interest) already exists. This
approach allows for a new brief assessment to be validated
against an established assessment in real time, evaluating
construct and criterion validity. As the assessments are
completed concurrently, both assessments will be subject to

similar influences (eg, common confounding structures).
However, this threat to internal validity is likely to be offset by
the richer and more granular data produced by high-frequency
assessments. It allows for in-depth exploration of interindividual
and intraindividual variability, which is key to identifying a
signal in a noisy setting. This validation approach is illustrated
in Textbox 3. Although one of the strengths of high-frequency
testing is increased external validity (Textbox 1), it is worth
thinking critically about the degree to which it increases
generalizability (population validity) specifically, with special
consideration given to recruitment strategy and analytical
approaches [58,70].
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Textbox 3. Comparing different high-frequency assessments.

Aim

• To evaluate the feasibility and validity of a high-frequency assessment of vigilant attention and explore how reducing task length affects both
factors

Methods

• Ecological momentary assessment was used to measure vigilant attention remotely for 2 weeks in 13 healthy participants in a pilot study.

• Vigilant attention (which is sensitive to sleep deprivation) was assessed remotely by using the following:

• An abbreviated version of the psychomotor vigilant task (PVT), an objective measure of vigilant attention. The PVT measured reaction time
after stimulus onset across approximately 50 trials. It was hosted on a mobile phone and was administered up to 2 times per day (morning
and afternoon).

• A subjective, validated measure of sleepiness or alertness, the Karolinska Sleepiness Scale (KSS). The KSS consists of a single rating of
sleepiness or alertness on a 9-point scale. The KSS (hosted on a mobile phone) was administered immediately after each administration of
the PVT.

Key findings

• Compliance was poor; of the 13 participants who took part, 10 completed at least 50% (14/28) of the assessments. However, it should be noted
that the PVT and KSS measures were administered as part of a longer battery (approximately 10 min), which many of the participants felt was
burdensome. Therefore, it is probable that compliance would have been higher if the PVT and KSS measures were administered on their own.
Overall, mean PVT reaction times were correlated moderately with KSS scores (r=0.37; 95% CI 0.25-0.48). As the outcome measures were
captured in real time and sampled frequently, they were not influenced by retrospective recall bias and were less susceptible to coincidental
factors. In addition, the granularity of the data allowed for in-depth analysis of how compliance, task performance, and task sensitivity changed
as a result of repeated assessments, the time of day, the day of the week, task length, and individual differences.

• For example, to assess if the PVT’s sensitivity to sleep deprivation changed as a result of task length, the association between PVT reaction times
and KSS scores across all time points for the full 50 trials can be compared with the first 45, 40, and so on, trials. As there are multiple observations
for each individual, a mixed model can be used to account for the dependency of observations, where observations (level 1) are nested within
participants (level 2). Below, we have plotted the proportion of variance explained by the model based on the number of trials included in the
analysis (Figure 3).

• The plot illustrates that the amount of variation in PVT reaction time explained by KSS scores does not change when fewer trials are included
in the analysis. However, this plot depicts aggregate data across all participants. Owing to the granular nature of the data, several data points
exist for each measure for each participant. Therefore, it is possible to calculate an intraindividual correlation between 2 variables (such as PVT
reaction times and KSS scores) for each participant to allow for the interpretation of interindividual and intraindividual variability. Below, we
show the association between PVT reaction times and KSS scores across all time points for each participant with more than 50% (14/28) compliance
(n=10) based on the number of trials included in the analysis (Figure 4).

• In addition, owing to the granular nature of the data, sources of variability such as temporal influences on PVT performance (eg, time of day,
repetition of assessments) can be explored and accounted for in the modeling. Below, we show how mean PVT reaction time (averaged across
all participants) varies based on time of day (morning vs evening assessments) and over the 14-day testing period (Figure 5).

Key conclusions

• The rich, granular data produced by the high-frequency assessments allow for in-depth exploration of interindividual and intraindividual variability.
Furthermore, sources of random variability can be accounted for in the analysis, increasing the signal-to-noise ratio.
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Figure 3. The proportion of variance explained by the model (conditional R2) across all participants based on the number of trials that were included
in the analysis.

Figure 4. The correlation (Pearson r) between psychomotor vigilance task reaction times and Karolinska Sleepiness Scale scores across all time points
within participants. Only participants with more than 50% compliance (ie, completed at least 14 of the 28 possible assessments) are included (n=10).
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Figure 5. Mean psychomotor vigilance task reaction time (across all participants) as a function of the time of day (morning vs evening) and study day
(day 1 to day 14). PVT: psychomotor vigilance task.

Longitudinal data sets, such as those presented in Textbox 2
and Textbox 3, can be analyzed using mixed-effect models,
which allow for both fixed and random effects to be included
in the modeling. The benefits of using mixed-effects models
are that they can tolerate missing data and evaluate changes
over time. Furthermore, changes over time can be explored with

respect to how each individual changes over time and how this
differs among individuals [84,85]. New approaches to
mixed-effects modeling are being developed that allow for close
investigation of within-individual volatility. This approach is
illustrated in Textbox 4.

Textbox 4. Deriving novel phenotypes using fine-grained repeated observations.

Measuring response volatility

• Fine-grained temporal data such as those offered by the more rapidly reflexive nature of remote research assessments allow researchers to test
hypotheses that could not be tested with coarser temporal coverage. For instance, ecological momentary assessment studies can be deployed
more rapidly than traditional surveys owing to their electronic distribution—meaning they also allow researchers to ask more reflexive questions,
for instance, about the mental health impact of rapidly evolving events such as COVID-19 lockdown policies [86].

• There are further benefits to the use of remote research assessments in the generation of higher-order individual-level characteristics. Repeated
measures collected from an individual over time allow for inference about not only the nature of a static response characteristic, but also the
within-individual heterogeneity within the response of interest. This is clearly of particular interest in psychological research if it is hypothesized
that the variability itself is of substantive interest. For instance, work on borderline personality disorder can require the characterization of affective
dysregulation through response volatility [87]. Similarly, studies have investigated associations of affective volatility with mental health and
alcohol consumption mediated by mean positive affect in mothers [88].

• Broadly, further increases in temporal granularity allow more complex parameterizations of volatility. We may start with something relatively
commonplace such as SD or variance. However, consider the example below: intuitively we can see that individuals A and B have different
levels of volatility; yet, simply considering the SD or variance of measures will yield identical values for both participants (Figure 6).

• If the researcher wants to distinguish between these individuals, then variance or SD is clearly insufficient. We must include further consideration
of, say, autocorrelation or stability [89], or even something more bespoke. For instance, researchers monitoring continuous blood glucose levels
from wearable technologies derived a measure of “variability from one moment to the next,” operationalized as the length of the line on a graph
between 2 adjacent time points [90].

• The fine-grained data afforded to researchers by remote research assessments allow the generation of more complex research questions. For
example, take the data presented in Textbox 3. Novel mixed-effect models could be specified to further explore the association between sleep
quality and alertness. This would allow for analysis of not only whether sleep quality informs mean levels of alertness, but also whether the
variability of the responses of a given individual are predicted by their indicated sleep quality.

Key conclusions

• Fine grained, repeated temporal measures allow researchers to derive novel phenotypes from repeated observations of a given outcome. Extracting
and modelling higher order observational phenomena will, in turn, enable better understanding of underlying, within-individual processes
underpinning effects in traditional observational enquiry.

J Med Internet Res 2021 | vol. 23 | iss. 6 |e26004 | p.1457https://www.jmir.org/2021/6/e26004
(page number not for citation purposes)

Ferrar et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 6. Within-individual repeated observations of an outcome of interest with identical means and SDs but different volatility.

Conclusions

Remote research assessments can be used to study cognition
and behavior in unconventional and innovative ways while
carefully adhering to established research principles. As a result,
the use and further development of these assessments will
reshape psychological and clinical research in the near future.

These tools are not without their own set of unique challenges
and require the careful consideration of the optimal approach,
particularly approaches for increasing generalizability, for any
given research question. This presents an opportunity for
discoveries that, without creative thinking, technological
advancements, and flexibility, might otherwise have remained
undiscovered. There is always room to improve research tools,
and it is vital that the methods to evaluate these tools keep pace.
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